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Abstract

Concept-based explanations work by map-
ping complex model computations to human-
understandable concepts. Evaluating such ex-
planations is very difficult, as it includes not
only the quality of the induced space of possi-
ble concepts but also how effectively the chosen
concepts are communicated to users. Existing
evaluation metrics often focus solely on the
former, neglecting the latter.

We introduce an evaluation framework for mea-
suring concept explanations via automated sim-
ulatability: a simulator’s ability to predict the
explained model’s outputs based on the pro-
vided explanations. This approach accounts
for both the concept space and its interpreta-
tion in an end-to-end evaluation. Human stud-
ies for simulatability are notoriously difficult
to enact, particularly at the scale of a wide,
comprehensive empirical evaluation (which is
the subject of this work). We propose using
large language models (LLMs) as simulators
to approximate the evaluation and report vari-
ous analyses to make such approximations reli-
able. Our method allows for scalable and con-
sistent evaluation across various models and
datasets. We report a comprehensive empirical
evaluation using this framework and show that
LLMs provide consistent rankings of explana-
tion methods. Code available at GitHub.

1 Introduction

The need for transparent and interpretable models
has remained a principal need in NLP, leading to
the emergence of Explainable Al (XAI) as a means
of fostering trust and understanding in these sys-
tems. Among the various XAl approaches, concept-
based explanations stand out for their ability to
bridge the gap between complex model computa-
tions and human-understandable concepts. Unlike
feature attribution methods that focus on individual
input features, concept-based explanations group
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Figure 1: How can we choose concept extraction (1)
and interpretation methods (2) to make them more useful
to humans? Concept-based XAl relies on identifying
relevant, interpretable concepts in the model’s latent
space. Different techniques yield varying concepts and
importance scores (3). The simulatability score (bottom)
evaluates how effectively these explanations help users
understand model predictions.

features into higher-level abstractions or "concepts"
more aligned with human cognition (Deveaud et al.,
2014; Kim et al., 2018; Ghorbani et al., 2019; Fel
et al., 2023b), facilitating better interpretation of
the model’s internal reasoning.

However, evaluating such methods remains a
challenge. Evaluation metrics often lack ground-
ing in human interpretation (e.g., see Fig. 1-while
SVD has a much higher score with many metrics,
it leads to concepts that are much less useful for un-
derstanding the model’s predictions). Current met-
rics are proxies for either faithfulness or plausibil-
ity (Jacovi and Goldberg, 2020), and the trade-off
between the two is rarely explored in this setting.
Furthermore, existing metrics focus on concept-
space evaluation and overlook the interpretation of
concept dimensions. Following previous work (Fel
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et al., 2023a), we argue that concept-based expla-
nation frameworks have three main components:
constructing the concept space, evaluating concept
importance, and interpreting concepts.

We propose using simulatability (Hase and
Bansal, 2020; Colin et al., 2022) as a reliable
method of enacting a comprehensive evaluation.
Simulatability assesses the ability of a meta-
predictor ¥ (simulator) to understand predictions
of a model f by measuring the capacity of ¥ to
simulate the predictions of f empirically. This ap-
proach evaluates both faithfulness and plausibility.

A simulatability experiment consists of three
phases: i) VU is introduced to the task during the
Initial Phase (IP); ii) learns the model’s behavior in
the Learning Phase (LP); and iii) attempts to sim-
ulate f’s predictions during the Evaluation Phase
(EP). We adapted simulatability to concept-based
explanations, optionally introducing model-wise
explanations at IP and sample-wise explanations
at LP. However, explanations should never be pro-
vided at EP so that the labels are not leaked.

Simulatability is often evaluated through user
studies. However, the number of participants
necessary for an extensive method benchmark
makes such studies prohibitively costly (Poursabzi-
Sangdeh et al., 2021; De Bona et al.,, 2024)
and notoriously sensitive to superficial con-
founders (Schuff et al., 2022). In this paper, we
explore the use of large language models (LLMs)
as meta-predictors, referred to as user-LLMs. Pre-
vious work (De Bona et al., 2024) has shown the
potential of such meta-predictors, with results ex-
hibiting high correlations with human performance.

We experiment with a wide variety of datasets,
models, user-LLMs, and methods. As simulatabil-
ity scores are only comparable for equivalent set-
tings, we aggregated these scores using Copeland’s
ranked-choice voting method (Copeland, 1951;
Szpiro, 2010). This gave us comparable method
rankings regardless of the experimental setup. Fur-
thermore, most of the differences between the pair-
wise methods were statistically significant. We
tested five different methods across various datasets
and meta-predictors. Non-negative Matrix Factor-
ization (NMF; Lee and Seung, 1999) was overall
the best-performing method.

Contributions:

A generalizing formalization of concept-based
explanations components: (1) concept space, (2)
concept importance, and (3) concept interpretation.

An evaluation framework using simulatability to
assess the interpretability of concept-based expla-
nation methods.

User-LLMs for simulatability: A demonstra-
tion of user-LLMs as effective meta-predictors in a
simulatability framework.

A comprehensive empirical analysis across mul-
tiple use-cases, with statistical significance.

2 Concept Explanations: Background

The field of explainable artificial intelligence (XAI)
for classification tasks has witnessed significant
growth, driven by the widespread adoption of
deep learning techniques. Among the various ap-
proaches, attribution methods (Zeiler and Fergus,
2014; Ribeiro et al., 2016; Shrikumar et al., 2017;
Lundberg, 2017) have traditionally dominated the
literature, offering insights by highlighting the con-
tributions of input features to model predictions.
However, concept-based methods (Kim et al., 2018;
Ghorbani et al., 2019; Koh et al., 2020; Yeh et al.,
2020; Zarlenga et al., 2022; Jourdan et al., 2023b)
have recently gained increasing attention, provid-
ing a complementary perspective by focusing on
high-level, human-interpretable concepts to explain
model behavior.

Supervised vs. Unsupervised. Within concept-
based explainability methods, two main categories
can be identified. The first relies on supervised con-
cepts constructed using labeled concept datasets.
This category includes methods such as CAV (Con-
cept Activation Vector) (Kim et al., 2018) for post-
hoc approaches and CBM (Concept Bottleneck
Model) (Koh et al., 2020) for by-design frame-
works. However, finding labeled concepts is in-
herently difficult, and creating datasets to repre-
sent concepts often introduces substantial human
bias (Ramaswamy et al., 2023).

By contrast, unsupervised concept-based meth-
ods do not rely on labeled concepts and instead
extract them directly from the model’s latent space.
Neurons are not interpretable in themselves (El-
hage et al., 2022; Colin et al., 2024; Dreyer et al.,
2024). Hence, the most widely used approach treats
concepts as a linear combination of neurons — di-
rections in the latent space (Kim et al., 2018; Yeh
et al., 2020; Zhang et al., 2021; Cunningham et al.,
2023; Fel et al., 2023b; Jourdan et al., 2023b; Zhao
et al., 2024). Recent advances in mechanistic inter-
pretability have focused on Sparse Auto-Encoders



(SAEs; Ng et al., 2011; Makhzani and Frey, 2013;
Domingos, 2015) to find these concepts (Bricken
et al., 2023; Rajamanoharan et al., 2024a,b; Tem-
pleton et al., 2024; Gao et al., 2024; Lieberum et al.,
2024; Fel et al., 2024).

Evaluations. Post-hoc, unsupervised concept-
based explanations evaluation typically focuses on
two main properties: faithfulness and plausibility
(Jacovi and Goldberg, 2020). Faithfulness-oriented
metrics — such as completeness (Yeh et al., 2020),
fidelity (Zhang et al., 2021), relative ¢ (Fel et al.,
2023a), FID and OOD (Fel et al., 2023a), and MAE
(Bricken et al., 2023) — measure how well the iden-
tified concepts preserve the information from the
model’s original embeddings. In addition, plausibil-
ity is often inferred from simplicity-based proxies
such as sparsity (Fel et al., 2023a; Bricken et al.,
2023) and conciseness (Vielhaben et al., 2023).

Many evaluation frameworks rely on labeled con-
cepts (e.g., CEBaB (Abraham et al., 2022)), which
are often challenging to define, validate, and align
with a model’s internal representations. Although
some studies have performed human evaluations
(Zhang et al., 2021; Barua et al., 2024), to the best
of our knowledge, no previous work has applied
simulatability to concept-based explanations.

Simulatability. Simulatability can be defined as
the degree to which “a user can correctly and ef-
ficiently predict the method’s results” (Kim et al.,
2016; Hase and Bansal, 2020; Colin et al., 2022).
It evaluates how useful and understandable an ex-
planation is to a user. Recent findings indicate that
large language models (LLMs) can approximate
human judgments at scale (De Bona et al., 2024).
Hence, we propose using LLMs as meta-predictors
to evaluate simulatability and explainability with-
out relying on predefined labeled concepts.

3 A Theoretical Framework for Post-hoc
Unsupervised Concept-XAI

Consider classification models f : X — )Y with
input space X and output space ). The model is
decomposed into: f =goh: X LNETER Y with
‘H C RP the embedding space. In our experiments,
we divide the model at the penultimate layer, in
DistilBERT (Sanh et al., 2019a) h outputs would
be the token [CLS]. Concept-based explanations
have three main components described in the three
following subsections and illustrated in Fig. 2.
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Figure 2: A generalizing formalization of Concept-
based explanations. For a model f = g o h, concepts
can be extracted from its activations A = h(X) using
the concept encoder t, and can be decoded using the
concept decoder t—1. The explanation can interpreted
by keeping the most relevant words for each concept.
Finally, an importance score can be attributed to each
concept to understand their role in the model’s rationale.
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3.1 Concepts Space

The first step of post-hoc unsupervised concept-
based explainability is to define the concept space
C C RF through concept extraction methods.
Concept extraction methods allow the construc-
tion of a projection ¢t : H — C and its bi-
jection (or approximation) t~! : C — H (ap-
pendix C.3 defines how are obtained such con-
cept projection). Note the input-to-concept part
fie + X " 9 L ¢ and the concept-to-output

-1
part fo, : C LN TN Y. Finally, we can con-
Struct fo = foo 0 fie 1 X L% € L% ¥, an unsu-

pervised CBM (Concept—BottleneCk Model) (Koh
et al., 2020). Note that in many concept-based
explainability methods for classification, concept
extractions are done class-by-class. In our case, we
treat all classes at the same time to obtain a com-
mon concept space, as in Jourdan et al. (2023a).

3.2 Concepts Interpretability

The second part of post-hoc unsupervised concept-
based explainability is to interpret concepts. Con-
cepts are directions in the latent space and are not
interpretable as is. How to represent a concept is
still an open question. It is possible to represent
concepts as word clouds (Dalvi et al., 2022), give



examples that activate the concepts and highlight
important words (Jourdan et al., 2023b), or label
the given concepts by either: asking human annota-
tors (Dalvi et al., 2022); finding the most aligned
label in a concept bank (Sajjad et al., 2022); or
asking an LLM to label the concept based on max-
imally activating examples (Bricken et al., 2023;
Templeton et al., 2024). The last solution has been
the most popular in the mechanistic interpretability
literature. However, its computational cost is high
for interpreting a single concept. In this paper, we
explored two different interpretability methods:

Concept Maximally Activating Words (CMAW)
selects the five words that most strongly activate
a concept and, if negative activations exist, also
the five least activating words. These words are
selected from words frequent enough in the dataset.
With regards to concept dimension ¢, CMAW can
be computed as follows:

CMAW (ept;) = topk fic(x); (1)

rEwords

ol Concept Alignment (01CA) . For 01CA, we
prompt GPT ol (OpenAl, 2024a) for potential con-
cept labels and corresponding representative sen-
tences, then align discovered concepts to these la-
bels by choosing the label with the highest mean
activation on the corresponding sentence. Thus, for
our concept dimension ¢, with X; the sentences
corresponding to ol concept j, we have:

0lCA(cpt;) = jax ?S}? fic(®)i  (2)

3.3 Concepts Importance

Concept attribution methods ¢ : C — R* provide
the importance of each concept for a given predic-
tion based on the concepts. Fel et al. (2023a) show
(theorem 3.2) that when the model is divided at the
penultimate layer, certain attribution methods (e.g.,
Gradient Input (Shrikumar et al., 2017)) are opti-
mal. We, therefore, choose Gradient Input for its
simplicity and efficiency. Local concepts’ impor-
tance @ can be defined for a given sample x € &,
with concepts representation u = f;.(z) € C, by
Eq. 3. Through this, with X € &A™ the train set
samples and U = fi.(x) € C" their concepts rep-
resentations, we can define global concepts impor-
tance @ with regard to class c through Eq. 4.

P feo (u) = uvufco(u) 3)

mean ¢y, (u) 4)

)] =
Jeorc UEU | feo(u)=c

4 Our Evaluation Framework

4.1 Simulatability

Simulatability aims to quantify how well a meta-
predictor ¥ (also called simulator) can replicate
the predictions of an Al model f (Kim et al., 2016;
Hase and Bansal, 2020; Colin et al., 2022). The
meta-predictor is usually a human, but in our ex-
periments, we use an LLM as a meta-predictor.
The meta-predictor is given samples and tasked to
predict what would have predicted the Al model.

A simulatability experiment consists of three
phases. These parts are illustrated in Fig. 3 through
reduced examples of prompt parts:

Initial Phase (IP): The meta-predictor receives a
description of the task and possibly some global
explanations of the model. Global explanations
consist of global concepts’ importance @ as defined
by Eq. 4 and the important concepts’ interpretation.

Learning Phase (LP): The meta-predictor is
shown examples with the model’s predictions and,
optionally, local explanations. The explanations
are concepts’ importance ¢ as defined by Eq. 3.

Evaluation Phase (EP): The meta-predictor must
predict the model’s outputs on new samples without
access to these predictions. No explanation is given
at the phase as it would leak the label.

In summary, V is introduced to the task during IP,
learns the model’s behavior in LP, and attempts to
simulate f’s predictions in EP. Since ¥’s perfor-
mance may depend on the experimental settings s
and the chosen concept extraction method m, we
denote it as W ,,,. By assessing how accurately ¥
replicates f’s outputs, this approach mitigates is-
sues like confirmation bias and prediction leakage
(Colin et al., 2022). We measure simulatability as
the accuracy of the meta-predictor’s guesses on EP
samples X gp:

L{Ws (@) = f(z)} (5)

accy sm = Z‘EgI;EP

In each setting, samples for LP and EP were
selected to represent the dataset and better differen-
tiate methods explaining performance. Each setting
had different seeds for more statistically significant
results. Details are described in appendix B.1.

4.2 User-LLM and Prompting

We refer to LLMs replacing users in user studies
as user-LLMs (De Bona et al., 2024). User-LLMs
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Figure 3: Overview of our simulatability framework. For a given meta-predictor ¥ (User-LLM or human), our
simulatability framework is composed of three distinct stages: (i) an initial phase (IP) where the task is carefully
described to W and the global explanation is shown to it; (ii) a learning phase (LP) where some samples are shown
to U, along with the model f predictions; (iii) a final evaluation phase (EP) where a different set of samples is
input to ¥ without the corresponding predictions, and it is asked to predict what the model f would have predicted.
With this information, the simulatability score can be computed as the accuracy in guessing the model’s outputs.

do not replace studies with real humans, but they
allow experiments at a much larger scale to provide
an approximation and motivation for future invest-
ment in human user studies. Furthermore, it was
shown the conclusions of studies through the lens
of user-LLMs tend to correlate with human studies
(De Bona et al., 2024).

In our case, we leverage GPT-40-mini (OpenAl,
2024b, §5.1) and Gemini-1.5 Flash and Pro (Team
etal., 2024, §6.1). The Gemini experiments cover a
representative subset of the full experiment scope.

Selecting the concepts. Some of the induced con-
cept spaces had 500 concepts. Showing them all
would complicate the prompt unnecessarily. There-
fore, for global and local explanations, we only
show concepts with normalized global importance
Qgc,cpt in absolute value above a threshold of 0.05
for at least one class. For a given class ¢ and con-
cept cpt, its normalized global importance is de-
fined in appendix B.2, Eq. 9. Similarly, for the re-
maining concepts, local explanations only include
concepts with importance values above 0.05 for
the given sample. Normalized local importance is
defined in appendix B.2, Eq.10. In prompts, con-
cepts’ importance is encoded into four buckets for
simplicity; details in appendix B.3.

4.3 Ranking

Different settings are constructed by fixing the
dataset, model, seed, concepts’ extraction method,

concepts’ interpretation method, prompt type, and
user-LLM. However, the simulatability scores
accy s m (Eq. 5) between the two methods can only
be compared when the setting s is the same. There-
fore, to rank methods, we make the parallel with
ranked-choice voting systems. We consider the sim-
ulatability score from a setting as a vote with order
between methods and aggregate these votes using
Copeland’s method (Copeland, 1951; Szpiro, 2010)
with the "0/1/2" rule, a kind of Condorcet method
(Pomerol and Barba-Romero, 2012). Afterward,
with S the settings, ¢, and j methods, we construct
the pairwise comparison matrix P through Eq. 6.
Note that here, "methods" are either concept extrac-
tion methods, concept interpretation methods, or
concept importance methods.

0 ifaccys; < accysj

P = E 1 ifaccys; = accy s
sesS 2

(6)
if accy s; > accy s j

Each value is then normalized to obtain a value
between 0 and 100 comparable to a percentage of
wins. Finally, the ranking of a method i is con-
structed from the number of times method ¢ is pre-
ferred over method j, with M the list of concepts
explanation methods:

rankp(i) = |M|+1- ) 1{P; > 50} (7)
JEM

Furthermore, another pairwise comparison ma-

trix was computed to determine if the pairwise



differences were statistically different 0. We used a
student’s test (Student, 1908) with a p-value thresh-
old of 0.05. To do so, the mean differences between
accuracies were computed with:

Diffi; = n;g%n[acc\p,s,i —accys;]  (8)

5 Ranking Methods with GPT-40-mini

The first experiment was conducted with GPT-4o-
mini (OpenAl, 2024b) as meta-predictor . Com-
parison of the ranking between several user-LLMs
are described in Sec. 6.

5.1 GPT-40-mini Experiments Description

Experiments with GPT-40-mini were conducted
with an extended set of settings compared to the
latter comparison. We use 4 datasets, 5 models,
7 seeds, 5 concept extraction methods, 2 concept
interpretation methods, 6 prompt types for expla-
nations, 4 other prompt types for baselines, and,
for some settings, 7 different numbers of concepts.
There are also several baseline prompts. Resulting
in 23, 360 different experiment settings reported
and used for GPT-40-mini. Prompt mean size was
about 2,000 tokens; hence, through the OpenAl
API, this cost around 7$. The different settings
variables are listed below:

Datasets. We consider four classification datasets:
(i) A reduced version of BIOS (De-Arteaga et al.,
2019), limited to the 10 most frequent classes; (ii)
IMDB (Maas et al., 2011); (iii) Rotten Tomatoes
(Pang and Lee, 2005); (iv) The "emotion" subset
of the Tweet Eval dataset (Barbieri et al., 2020).
For concept extraction, we often augment the orig-
inal datasets by including split samples (partial
sentences) derived from the initial samples. See
extended details in Appendix C.1.

Models. We evaluate three model architectures:
an encoder model DistilBERT (Sanh et al., 2019a),
an encoder-decoder model TS5 (Raffel et al., 2020),
and a decoder model Llama3-8B (Dubey et al.,
2024). DistilBERT and T5 were fine-tuned for the
classification tasks, while Llama3-8B used prompt-
ing. Details of model fine-tuning and adaptation
are in appendix C.2. DistilBERT and T5 were fine-
tuned with positive embeddings to enable NMF-
based concept extraction. These modified models
are denoted with + in Tab. 2 and Tab. 3, resulting
in five distinct models in total.

Concept extraction methods. We employed five
concept extraction methods, each representing a

Simulatability Phase L1 E1 L2 E2 E3

P Task desc. v v v v v
Global expl. v v v
Lp Xrp, f(Xrp) v o vV
Local expl. v

Table 1: Elements present in the simulatability prompt
depending on the experiment (E1, E2, or E3) or the
baseline (L1 or L2). Details in Sec. 4.1 and Fig. 3.

form of dictionary learning as generalized in (Fel
et al., 2023a): (i) Independent Component Analysis
(ICA) (Ans et al., 1985; Hyvérinen and Oja, 2000),
(i1) Non-negative Matrix Factorization (NMF) (Lee
and Seung, 1999; Sra and Dhillon, 2005), (iii) Prin-
cipal Component Analysis (PCA) (Pearson, 1901;
Hotelling, 1992), (iv) Sparse Auto-Encoder (SAE)
(Ng et al., 2011; Makhzani and Frey, 2013; Domin-
gos, 2015), and (v) Singular Value Decomposition
(SVD) (Eckart and Young, 1936). See appendix
C.3 for details on their implementation and the
corresponding notation.

Concept interpretation methods. Experiments
use the two concept interpretability methods intro-
duced in Section 3.2, namely CSAW and o1CA.

Prompt types. We explored several prompt con-
figurations to answer questions, such as whether
a learning phase (LP) improves user-LLLM perfor-
mance and whether local explanations are bene-
ficial. Tab. 1 details these prompt settings. The
simplest baselines, L1 and L2, include no explana-
tions. E1 is compared to L1, and any setting that
includes an LP is compared to L2. All instructions
are provided in the system prompt, except those for
the evaluation phase (EP), which are given in the
user prompt.

Anonymous prompt types.  While the user-
LLMs (V) can achieve performance levels close to
those of the fine-tuned models on the initial task,
our objective is for them to predict exactly what
model f would predict. To increase complexity,
we introduced experiments where class labels are
anonymized (denoted by "-a" in Lx-a or Ex-a vari-
ants), ensuring that ¥ must rely more on the pro-
vided concepts and explanations rather than directly
recognizing class names.

Number of concepts. Finally, each concept ex-
traction method includes a hyperparameter spec-
ifying the number of concepts. We tested & €
{3, 5,10, 20, 50, 150,500} concepts. Some config-



Experiment setting subset

Concept extraction

Concept interpretation

NMF SAE ICA PCA SVD  Baseline CMAW  olCA  Baseline
BIOS10 1 2 3 4 5 6 1 2 3
IMDB 1 4 3 6 5 2 1 3 2
Datasets N N
rotten tomatoes 1 2 4 6 5 3 1 2 3
tweet eval 1 3 2 5 6 4 1 2 3
DistilBERT N/A 1 1 4 5 3 1 2 3
DistilBERT+ 1 2 3 4 6 5 1 2 3
Models Llama-3-8B N/A 2 1 5 4 3 1 2 3
TS N/A 1 2 4 5 3 2 1 3
T5+ 1 2 3 5 6 4 1 2 3
All settings 1 2 2 5 6 4 1 2 3

Table 2: Methods ranking with GPT-40-mini. Comparison of concept extraction methods and concept interpre-
tation methods rankings across different sets of settings. In a setting (a line), we fix either one of the datasets or
models. The last line shows the ranking for all settings of the extended GPT-40-mini experiments.

rank 100

NMF 50 60 58 65 66 68 1
-80
ICA 40 50 50 57 61 63 2
S
o SAE 42 50 50 57 61 64 3 -60 T
g s
5 g
2 baseline 35 43 43 50 53 56 4 40 £
=
PCA = 34 39 39 47 50 54 5
-20
SVD = 32 37 36 44 46 50 6 I
0
NS Z 3
I S B & L

Methods 2

Figure 4: Pairwise comparison matrices on GPT-4o-
mini experiments described in Sec. 5.1. Percentage
of simulatability experiments where method 1 is over
method 2. Ranking by number of pairwise victories.

urations timed out with a large k£ (ICA and NMF).
Instead of reporting results for every setting or
always selecting the best outcome, we followed
the validation procedure described at the end of
Sec. 4.1, using two 40-sample sets to determine
the optimal number of concepts for each dataset-
method pair. The best number of concepts was
often very high, which can be explained by the fact
that we only showed the most important concepts.

In summary, a large variety of settings were ex-
plored to obtain statistically robust and generaliz-
able results. This experiment has shown that NMF,
SAE, and ICA are the most promising concept ex-
traction methods. Furthermore, the concept inter-
pretation method CMAW - the simplest of the two
—is above 01CA in most cases.

5.2 GPT-40-mini Results

GPT-40-mini experiments can be analyzed from
different angles: first, comparing concept extrac-
tion methods; second, comparing concept interpre-
tation methods; and third, comparing the prompt
types. In any case, results are primarily aggregated
in pairwise comparison matrices Eq. 6 and Eq. 8,
then the ranking is constructed following Eq. 7.

Concept extraction methods. Examples of pair-
wise comparison matrices defined in Eq. 6 and
Eq. 8 are respectively shown in Fig. 4 and Fig. 5.
Fig. 4 shows the percentage of wins between two
methods and the final ranking of methods, putting
the NMF above the others. Fig. 4 shows that most
differences are statistically significant with respect
to a student’s test (Student, 1908) with a p-value
threshold of 0.05.

Tab. 2 summarizes the ranking across settings
with GPT-40-mini as the user-LLM. The first line
shows that overall, NMF ranks higher than SAE
and ICA, which also rank higher than the baseline
(no explanation). Finally, the PCA and SVD rank,
overall, below the baseline. Tab. 2 also shows that
across subsets of settings with either one of the
dataset, model, or concept interpretation methods
fixed, the ranking is similar. Indeed, NMF, when
applicable, is always ranked first, SAE and ICA
occupy the top 3 apart from one time, and finally,
PCA and SVD stay in the bottom three in any case.
However, the baseline rank, thus the performance
of methods overall, varies a lot with the dataset.

Concept interpretation method. With regards
to the comparison of the concepts’ interpretabil-
ity methods, Tab. 2 shows that CMAW is better
than 01CA. Both methods also appear above the
baseline (prompts, no explanation). This can be



Concept extraction

Concept interpretation

User-LLMs

NMF SAE ICA PCA SVD  Baseline CMAW  01CA  Baseline
GPT-40-mini 1 2 3 4 6 5 1 2 3
Gemini-1.5-flash 1 2 3 4 5 6 1 2 3
Gemini-1.5-pro 1 2 3 4 6 5 1 2 3

Table 3: User-LLMs ranking comparison. Comparison of concept extraction methods and concept interpretation
methods rankings across different user-LLMs on the representative subset of experiments described in Sec. 6.1.

explained by the fact that PCA and SVD were re-
moved from these experiments, knowing that their
concepts were not interpretable; comparing inter-
pretability methods with them did not make sense.
Finally, Tab. 2 shows consistent results across set-
tings, with about half of them being statistically
significant.

Prompt types. The statistical differences between
prompt types are illustrated in Fig. 6, where sig-
nificant differences are in bold. It shows that no
difference can be made between settings with real
class names, suggesting that GPT-40-mini short-
cuts the task and ignores concepts. However, for
setting anonymous classes representing more com-
plex tasks, the GPT-40-mini simulatability score
obtains a clear gain with explanations. Finally, it
seems that local explanations do not help if global
explanations are given.

6 User-LLMs Comparison Experiments

6.1 Comparison Experiments Description

For the second set of experiments, we compared the
previous GPT-40-mini results with more advanced
user-LLMs, such as Gemini-1.5 (flash and Pro)
(Team et al., 2024). This comparison was done
on a subset of the previously defined settings. We
restricted this comparison to the two non-binary
classification datasets (BIOS10 and Tweet Eval
Emotion). Additionally, we only considered the
positively fine-tuned versions of DistilBERT and
TS5, ensuring that all concept extraction methods
were compatible. Finally, we used prompt types E1
and E2 and their anonymized variants, along with
the corresponding baselines, to enable a consistent
and fair comparison across different user-LLMs.

6.2 Comparison Experiments Results

Concept extraction methods. Through the com-
parison of the 3 user-LLMs in Tab. 3, the ranking
is maintained apart between SVD and the baseline;
details in Fig. 7a and Fig. 8a. Not all pairwise dif-
ferences are significant: Fig. 8b and Fig. 8b show

that the difference between SAE and ICA is not
statistically significant for all user-LLMs. Simi-
larly, the order of the three last methods, namely,
PCA, SVD, and the baseline, is not statistically sig-
nificant. However, NMF ranks first in all settings
Similarly, SAE and ICA remain in the top 3.

Concept interpretation methods. Tab. 3 shows
that the ranking is conserved across the different
user-LLMs, placing CMAW on top. Differences
are statistically significant.

7 Conclusion

We present a simulatability experiment for post-hoc
unsupervised concept-based explanations with user-
LLMs. The results show that concept-based expla-
nations can help user-LLMs predict what would
have predicted a classification model, and that user-
LLM accuracy can be used to rank methods with
statistical significance, across multiple user-LLMs.

Recommendations. Our evaluation framework
and empirical report gives concrete recommenda-
tions with regard to the different parts of concept-
based explanations: the NMF method appears to be
the most interpretable, however, it requires positive
embeddings. Hence, without positive embeddings
we recommend the use of SAEs. These methods
are popular in recent literature as they can create
over-complete concept banks which are necessary
for generative tasks. However, these models are
fragile and difficult to implement. Thus, the ICA
would be the most simple to apply as it does not
have such constraints.

With regards to the concept interpretability meth-
ods, using the CMAW only requires the model and
have a constant cost, regardless of the number of
methods or concepts. This makes it suitable as a
baseline. It obtained better results than the sec-
ond method. The method used by (Bricken et al.,
2023; Templeton et al., 2024) seems to be more
interpretable but requires much more computing, a
more complex pipeline, and the use of an LLM.



Limitations

Despite our efforts to design thorough and compre-
hensive experiments, we acknowledge that certain
blind spots and limitations may still remain, reflect-
ing the inherent challenges in achieving complete
coverage in such analyses. Namely, three major
points could be raised:

* We followed the suggestion in (Fel et al.,
2023a) of computing the concepts in the penul-
timate layer of the model. We assume Com-
puter Vision models behave similarly to NLP
models in this regard, but this might not be
the case. However, our framework can also
be applied elsewhere in the residual stream or
MLP layers of a transformer model.

* Due to the sudden popularity and speed at
which the state-of-the-art of SAEs changes
at the time of writing, the SAE studied in
this work — described in appendix C.3 — did
not include the latest improvements (Raja-
manoharan et al., 2024a,b; Gao et al., 2024;
Leask et al., 2024; Bussmann et al., 2024).
Therefore, SAEs results are probably underes-
timated.

* Although previous work seems to provide ev-
idence towards LLM’s being a useful proxy
for human behavior (De Bona et al., 2024),
there is no actual proof that the ranking would
be similar to one calculated using humans as
meta-predictor .
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A Experiments Supplementary
Visualizations

A.1 Ranking Methods with GPT-40-mini

Fig. 4 and Fig. 5 illustrate concept extraction meth-
ods pairwise comparison matrices when all GPT-
4o0-mini settings are taken into account.

Fig. 6 shows the pairwise comparison matrix
with the percentages of wins between prompt types.
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Figure 5: Pairwise comparison matrices on GPT-4o-
mini experiments described in Sec. 5.1. Difference
means and standard deviations between method 1 and
method 2 simulatability scores across experiments. Bold
differences are statistically significant.

Interpretation NMF SAE ICA PCA SVD  Baseline
CMAW 1 3 2 5 6 4
olCA 1 2 3 5 6 4

Table 4: Experiments with GPT-40-mini as a user-
LLM. Concepts extraction methods ranking for the two
concept interpretation methods.

It takes into the top3 concept extraction methods
(NMF, SAE, and ICA) and all of the GPT-40-mini
settings on other variables.

Tab. 4 and Tab. 4 shows the rankings of con-
cept extraction methods and concept interpretation
methods when the other is fixed. In both cases,
the order is conserved, and the NMF-CMAW pair
emerged on the first rank.

A.2 User-LLMs Comparison

Fig. 7 illustrates concept extraction methods pair-
wise comparison matrices for Gemini-1.5-flash as
the meta-predictor.

Fig. 8 illustrates concept extraction methods pair-
wise comparison matrices for Gemini-1.5-pro as
the meta-predictor.

B Simulatability Prompting

B.1 Prompt Samples

In our simulatability experiments, we select 40 sam-
ples for each dataset-model pair: 20 for the Learn-
ing Phase (LP) and 20 for the Evaluation Phase
(EP). These samples are chosen to cover each class
uniformly. Among them, 20 are correctly classified
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Figure 6: Percentage of simulatability experiments where method 1 is over method 2. Ranking by number of
pairwise victories. GPT-40-mini experiments described in Sec. 5.1 subset to the top 3 methods NMF, SAE, and
ICA. Experiments (E1, E2, and E3) and baselines (L1 and L2) are described in Sec. 5.1 and Tab. 1. They differ in
the simulatability elements present in the prompt. Experiments and baselines with "-a" are done with anonymous

classes.

Extraction CMAW ol1CA Baseline
ICA 1 2 3
NMF 1 2 3
SAE 1 2 3

Table 5: Experiments with GPT-40-mini as a user-
LLM. Concepts interpretation methods ranking for the
top 3 concept extraction methods.

by f, and 20 are misclassified, ensuring a balanced
challenge for the meta-predictor. We then randomly
distribute these samples between the LP and EP.

To increase statistical robustness, we repeat this
selection with 5 different random seeds, resulting in
5 distinct sets of 40 samples. Additionally, we use
2 more sets of 40 samples to determine the optimal
number of concepts for each dataset-method pair.

Finally, this paper reports 23, 360 for GPT-40-
mini and 960 for both Gemini-1.5 Flash and Pro.
These prompts had a mean number of tokens
around 2, 000, mostly represented by the samples.

B.2 Normalizing Concept Importance

For a given class c and concept cpt, its normalized
global importance is defined by:
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For a local explanation of sample x with con-
cepts projection u = f;.(x), the normalized local
importance for a given concept cpt is given by:
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k
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B.3 Communicate Importance in Prompts

In several cases, communicating how important
some concepts are is necessary. However, LLMs
have been proven to be unable to compare numer-
ical values. Furthermore, encoding importance
value via a single token would make the compari-
son far easier. Finding a one-token word to encode
these values was not trivial. Hence we opted for the
signs "- =", "-", "+", and "+ +". Concepts with low
local importance were not shown for local explana-
tions either. To decide what sign to show, we used
arbitrary thresholds. The correspondences can be
found in Tab. 6.
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Figure 7: Pairwise comparison matrices on Gemini-1.5-Flash experiments described in Sec. 6.1. NMF comes first,
and with SAE and ICA, these methods are significantly improving over the baseline (i.e. without explanations).

@ intervals  [-1,-0.3]  ]-0.3,-0.05] [0.05,0.3[  [0.3,1]

Encoding "4 "+ 4"

Table 6: Table of buckets for concept importance encod-
ing in prompts.

C Experiment Settings

C.1 Datasets

Some of the datasets were too small for concept
extraction methods to converge to satisfying results.
Therefore we artificially increased the datasets by
adding modified versions of the samples. The new
samples were obtained by splitting the initial ones
by punctuation marks. Hence [“This is a first
example, made up for understanding.”] be-
comes [“This is a first example, made
up for understanding.”, “This is a first
example”, “made up for understanding”].

C.2 Models

DistilBERT and TS5. The models used
were extracted from HuggingFace. The model
cards are: DistilBERT (Sanh et al., 2019b),
T5 (team, 2020), Llama-3-8B (Al@Meta,
2024). For DistilBERT and T5, we used the
ModelForSequenceClassification fine-tuned
for each dataset.

DistilBERT+ and T5+. To build the positive
versions, we added a ReLLU function in the forward
pass before the latent space we wanted to study.
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Then, these models were fine-tuned for the task.

Llama. We adapted LlamaForCausallM to our
task through prompting and only considered the
next predicted token. The unembedding operation
was used as our g part of the model, and we limited
it to the classes present in the dataset. The h part
was all the rest of the model.

C.3 Concepts Extraction Methods

The goal is to define a concept space C C RF
through the concept transformation ¢ : H — C
and its bijection (or approximation) ¢~ : C — .
We note X € X" a set of samples, A € H" their
latent embeddings, and U € C" their projection in
the concept space. Similarly, respectively, we note
x, a, and u as elements of these sets. Unlike many
unsupervised concept-based explicability methods,
here we make a single projection for the task and
not a projection for each predicted class (similar to
(Jourdan et al., 2023a)).

Apart from SAE, all implementations are from
scikit-learn (Pedregosa et al., 2011) with default
parameters apart from the ‘n_components‘ that
we vary with the number of required concepts.
The used classes are FastICA, NMF, PCA, and
TruncatedSVD.

Independent Component Analysis (ICA) (Ans
et al., 1985; Hyvérinen and Oja, 2000) extracts
independent components or sources S such that
S = W - whiten(A). The whitening function
centers the data on 0. We could write whiten(a) =
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Figure 8: Pairwise comparison matrices on Gemini-1.5-Pro experiments described in Sec. 6.1. NMF comes first,
and with SAE and ICA, these methods are significantly improving over the baseline (i.e. without explanations).

a — p. Therefore, in our case we could define
trca(a) == W - (a — p). Then we can compute
the Moore-Penrose pseudo-inverse W™, hence we
can define ¢4, (u) == WHu + p.

We use the FastICA implementation from scikit-
learn (Pedregosa et al., 2011) with default param-
eters apart from the ‘n_components‘ that we vary
with the number of required concepts.

Non-negative Matrix Factorization (NMF) (Lee
and Seung, 1999; Sra and Dhillon, 2005) factorizes
the matrix A into two matrices U and W such that
A = UW. The particularity of the NMF is that all
three matrices have non-negative weights.

It is easy to construct ¢t ! as U is the concepts
activations, thus ¢t ~!(u) = uIV. But this factoriza-
tion is nonlinear, and we cannot inverse W. There-
fore, to obtain U corresponding to other latent em-
beddings Ao, an Us is optimized to fit Ay = Us W
with W fixed. Hence, ¢ cannot be defined by matrix
multiplications and can only be done by solving an
equation.

We use the NMF implementation from scikit-learn
(Pedregosa et al., 2011) with default parameters
apart from the ‘n_components* that we vary with
the number of required concepts.

Principal Component Analysis (PCA) (Pearson,
1901; Hotelling, 1992) transforms a zero-centered
matrix A — p into another matrix U through lin-
ear combinations W such that U = (A — pu)W.
Hence we can define ¢ by ¢(a) = (a — )W once
W is computed, then by investing W we define
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tHu) = uW =t + .

We use the PCA implementation from scikit-learn
(Pedregosa et al., 2011) with default parameters
apart from the ‘n_components‘ that we vary with
the number of required concepts.

Sparse Auto-Encoder (SAE) (Ng et al., 2011;
Makhzani and Frey, 2013; Domingos, 2015) are
neural networks whose outputs should be the same
as the inputs, the particularity is that some con-
straints are applied in the middle during their train-
ing. Hence ¢ is the encoder and ¢! the decoder.

In our case, we follow most of the recommen-
dations from Bricken et al. (2023). In some, we
use a /1 component with a 1le — 3 coefficient in
the loss to push toward sparsity. We apply dead
neuron resampling; this part is very sensitive to
modifications in the hyperparameters. Finally, we
do 100, 000 steps with a learning rate starting at
le — 3. Note that in some cases, early stopping
fires.

Singular Value Decomposition (SVD) (Eckart
and Young, 1936) factorizes the matrix A into three
components, such that A = U VT, In our case,
we use U as concept activations that we usually
denote U. Hence with our notations, we have A =
UVT. Since with the SVD, VIV = I, then we can
define the projections by t(a) = aV and t~!(u) =
uV'T.
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