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Abstract

Algorithmic fairness has become a central topic in machine learning, and mitigat-
ing disparities across different subpopulations has emerged as a rapidly growing
research area. In this paper, we systematically study the classification of func-
tional data under fairness constraints, ensuring the disparity level of the classi-
fier is controlled below a pre-specified threshold. We propose a unified frame-
work for fairness-aware functional classification, tackling an infinite-dimensional
functional space, addressing key challenges from the absence of density ratios
and intractability of posterior probabilities, and discussing unique phenomena in
functional classification. We further design a post-processing algorithm Fair Func-
tional Linear Discriminant Analysis classifier (Fair-FLDA), which targets at ho-
moscedastic Gaussian processes and achieves fairness via group-wise threshold-
ing. Under weak structural assumptions on eigenspace, theoretical guarantees on
fairness and excess risk controls are established. As a byproduct, our results cover
the excess risk control of the standard FLDA as a special case, which, to the best
of our knowledge, is first time seen. Our theoretical findings are complemented
by extensive numerical experiments on synthetic and real datasets, highlighting
the practicality of our designed algorithm.

1 Introduction

Driven by technological advancements that enable high-resolution data collection and analysis, func-
tional data analysis (FDA) has gained increasing attention over the past two decades. A wide range
of statistical research has been carried out in this area, and we refer readers to Wang et al. (2016) for
a comprehensive review of recent developments.

Across a variety of statistical tasks, functional classification has emerged as one of the central fo-
cuses, with applications in many areas including neuroscience (e.g. Heinrichs et al., 2023; Lila et al.,
2024), genetics (e.g. Coffey et al., 2014), handwriting recognition (e.g. Hubert et al., 2017) and oth-
ers. Various classifiers have been proposed and thoroughly studied in the literature, among which are
classifiers based on projection (e.g. Delaigle and Hall, 2012; Kraus and Stefanucci, 2019), Radon—
Nikodym derivatives (e.g. Berrendero et al., 2018; Torrecilla et al., 2020), principal component score
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densities (e.g. Dai et al., 2017) and partial least squares (e.g. Preda et al., 2007), to name but a few.
While these classifiers often perform well in terms of accuracy, our real data analysis on NHANES
dataset in Section 4 demonstrates that applying standard functional classification algorithms can lead
to substantial unfairness. Despite the growing recognition of fairness as a critical issue in machine
learning and statistics, to the best of our knowledge, there is no existing work addressing unfairness
in functional data classification. We are to bridge this gap by providing a principled framework for
fairness-aware functional classification.

To date, fair classification for multivariate data has been extensively studied, including Yang et al.
(2020); Jiang et al. (2020); Wei et al. (2021); Zeng et al. (2024a,b); Hou and Zhang (2024). These
algorithms can be classified into pre-, in- and post-processing procedures. Pre-processing meth-
ods aim to modify training data prior to model training, allowing models to learn from debiased
inputs (e.g. Calmon et al., 2017; Johndrow and Lum, 2019). In-processing ones handle fairness con-
straints during the training step. Common strategies include fairness-constrained optimisation (e.g.
Narasimhan, 2018; Celis et al., 2019) and fairness penalised objective functions (e.g. Cho et al.,
2020). Post-processing one, by contrast, seek to reduce disparities by modifying predictions after
training is completed (e.g., Kim et al., 2019; Li et al., 2022).

However, the infinite-dimensional nature of functional data poses unique challenges, rendering the
aforementioned fairness methods developed for multivariate data ineffective, see numerical results
in Appendix A.6. To overcome this, we fully respect the functional nature of the data and derive
the Bayes optimal fair classifier. Furthermore, we establish that the excess risk converges to zero
and provide an explicit convergence rate. The most related work to this paper is Zeng et al. (2024a),
in which they develop a framework for Bayes-optimal fair classifiers under finite-dimensional fea-
ture spaces with a strong reliance on posterior probabilities, which are unfortunately intractable in
functional spaces. This handicaps the direct application of Zeng et al. (2024a) to functional data. In
this paper, we resort to the Radon—Nikodym derivative, which is used naturally as a substitute and
plays a central role in characterising optimal decision rules under fairness constraints in the func-
tional setting. Additional challenges, further comparisons and practical considerations are provided
in Remark 1.

In fact, even without fairness constraints, the characterisation of excess risk for functional classi-
fication is unresolved in general settings with unknown eigenfunctions of the covariance operator.
Addressing fairness in this setting is inherently more challenging, and quantifying the trade-off be-
tween fairness and accuracy is theoretically more demanding and remains largely unexplored.

1.1 List of contributions

In this paper, we study the problem of optimal binary classification for functional data under various
fairness constraints. Specifically, we focus on the case when the sensitive attribute is binary and the
probability measures of two classes of standard features within each sensitive group are mutually
absolutely continuous. The main contributions of this paper are summarised as follows.

Firstly, to the best of our knowledge, this is the first study to explore fair classification for functional
data. We propose a unified framework for constructing the fair Bayes-optimal classifier for func-
tional data, providing a functional data-tailored treatment of fairness-aware classification problems.
Our framework is sufficiently general to accommodate a wide range of extensions, including set-
tings where the sensitive feature is unavailable at test time and multi-class classification problems.
These extensions (detailed in Appendix B) highlight the flexibility of our approach and its potential
to serve as a foundation for future advances in fairness-aware functional data analysis..

Secondly, when the non-sensitive features are assumed to be Gaussian processes, we introduce a
post-processing algorithm, the Fair Functional Linear Discriminant Analysis classifier (Fair-FLDA)
in Algorithm 1, which effectively enforces fairness by group-wise thresholding. Our algorithm
accounts for the most general setting where we assume all model parameters, including group-wise
covariance functions and their eigenvalues and eigenfunctions, to be unknown.

Thirdly, we further establish the finite-sample theoretical guarantee for the proposed algorithm in
terms of both fairness and excess risk control, ensuring our algorithm Fair-FLDA not only adheres to
the specified fairness constraint with high probability, but also achieves a satisfactory classification
performance, with the cost of fairness explicitly quantified. As a byproduct, our results cover the



special case of functional classification without fairness, which serves as a complement of Wang
et al. (2021) under a more general setting when eigenfunctions are assumed to be unknown.

Finally, the proposed algorithm is validated through extensive numerical experiments on both sim-
ulated and real datasets in Section 5 and Appendix A. The comparisons with existing multivariate
fairness methods to functional data further highlight the superiority and practical necessity of our
method for fair functional classification from a numerical perspective.

further supporting our theoretical findings and highlighting their practicality.

Notation. In this paper, for a € N, denote [a] = {1,...,a}. Fora,b € R, leta V b = max{a, b}.
For two sequences of positive numbers {a,} and {b,}, denote a,, < b, (or a,, = O(by,)) and
ap, < by, if there exists some constants ¢, C' > 0 such that a,, /b, < C and ¢ < a,,/b, < C. Write
apn < by, if a, /b, — 0asn — oo. For a sequence of random variables { X, } and positive numbers
{an}, denote X,, = Op(ay,) if limy/_, limsup,, P(|X,,| > Ma,) = 0. For any two o-finite
measures 4 and v, denote < v if p is absolutely continuous with respect to v and write dyu/dv
the Radon—Nikodym derivative; write i ~ v if they are equivalent. Let L2([0 1]) be the space of
square-integrable functions on [0, 1]. For f € L2([O 1]) denote If112. = fo f?(s)ds. For f,g €

L?([0,1]), denote the inner product by {f, g fo ) ds. For any blvarlate kernel function
K :[0,1]2 = R, let H(K) denote the reproducmg kernel Hllbert spaces (RKHS) generated by K.
For f € H(K), denote || f[|% = Y272, (f, ¢;)72/A; its RKHS norm, where {¢;}32, and {);}52,
are obtained by Mercer’s decomposition of K: K(s,t) = Z(;il Ajoi(s)o;(t), s, t €[0,1].

2 Fair Bayes optimal classifier

2.1 Problem setup

Suppose that we have n independent and identically distributed samples D = {(X;, 4;,Y;),¢ €
[n]}, where X; € L%([0,1]) is the standard (non-sensitive) functional feature, A; € {0,1} is
the sensitive feature (e.g. gender or race) and ¥; € {0,1} is the binary label. Let F be the
class of measurable functions f : L2([0,1]) x {0,1} — [0,1] and our goal is to identify a
randomised classifier f* € F, as defined in Definition 1, such that the misclassification error

R(f*) = P(?f* (X, A) #Y) is minimised subject to a specified fairness constraint.

Definition 1 (Randomised classifier). For any x € L?([0,1]) and a € {0,1}, a randomised clas-
sifier f € F is a measurable function such that f(x,a) = IP’(Yf 11X = z,A = a), where
Yf = Yf(a:, a) is the predicted label, i.e. Yf|{X =x,A=a} ~ Bernoulli (f(,a)).

For a,y € {0,1}, let P, , be the distribution of the random process X given (A,Y) = (a,y).
Assume that P, 1 ~ P, ¢, thus the Radon-Nikodym derivative 7,(X) = dP, 1(X)/dP, o is well
defined. Let 7,y = IP’(A =aqa,Y =y)and 1, = IED(A = a), then for each sensitive group, the Bayes
rule that minimises the mlscla551ﬁcat10n error is given by

f*(xv(Jf) = ]l{na<X) > 7Ta,0/7ra,1}; (1

where 1{-} denotes the indicator function (e.g. Berrendero et al., 2018). However, the above clas-
sifier does not take fairness into account. To address this, in order to mitigate bias across groups,
existing literature proposed various notions of parity, some of which are listed below.

Definition 2. A classifier f is said to satisfy (i) equality of opportunity (e.g. Hardt et al., 2016) if the
true positive rates are the same among protected groups, i.e. ]P’(}A/f =1A=0,Y=1)= P(?f =
1A =1,Y = 1), (ii) predictive equality (e.g. Corbett-Davies et al., 2017) if the false positive rates
are the same among protected groups. i.e. P(?f =1A=0,Y = 0) P(?f =1A=1Y =0),
and (iii) demographzc parity (e.g. Cho et al., 2020) if its prediction Yf is independent of the sensitive
attribute A, i.e. P(Y, r=1A=a)= P(Yf =1), fora € {0,1}.

Enforcing exact parity may lead to a substantial loss in accuracy. In the literature, one popular
approach is to instead control the disparity measure, D : F — [—1, 1], i.e. upper bounding the dif-
ference in quantities of interest between the sensitive groups. The disparity measures corresponding
to the notions of parity in Definition 2 are presented in Definition 3 for completeness.



Definition 3. For a given classifier f € F, the disparity of opportunity (DO), predictive disparity
(PD) and demographic disparity (DD) are defined as DO(f) = P{?f(X, 1)=1A4A=1Y =
1} —P{Y§(X,0) =1|A=0,Y = 1}, PD(f) = P{Y;(X,1) = 1]A =1,V = 0} —P{Y}(X,0) =
1|JA=0,Y = 0} and DD(f) = P{Y;(X,1) = 1|JA = 1} — P{Y}(X,0) = 1|A = 0}.

For any disparity measure D, tolerance level 6 > 0, we seek the §-fair Bayes optimal classifier ff s,
such that the misclassification error is minimised over all classifiers that satisfy the d-disparity, i.e.

fh.5 € argmin {R(f) : |D(f)| < 4} )
feF

2.2 Unified framework for fairness-aware functional classification

To characterise the J-fair Bayes optimal classifier defined in (2), in this section, we apply the gen-
eralised Neyman—Pearson lemma (see Lemma 43 in Appendix H) and exploit Radon-Nikodym
derivatives, providing a unified framework for fairness-aware functional classification.

Applying the generalised Neyman—Pearson lemma is possible when both objective function and
constraint in (2) are linear in the classifier. For the objective function, it follows from Lemma 8 in
Appendix C.4 that R(f) = 3 ,c(0.1) S f(za){ma0 — Wa,liij:; (x)}dP,o(z) + P(Y = 1) is
linear in f. For the constraint, we consider the class of bilinear disparity measures defined below.

Definition 4. For all probability measures P and f € F, a disparity measure D : F — [—1,1]
is bilinear in the classifiers f and dP, 1/dP, ¢ if there exist sp q,bp,q € R such that D(f) =

Zae{071} jX f(xv a){SD,a;iiZj; (:L') + bD,a}dPa,O(I)-

Definition 4 is also considered in Zeng et al. (2024a) and holds for many commonly used disparity
measures in the existing literature, including those defined in Definition 3.

Proposition 1. The disparity measures DO, PD and DD defined in Definition 3 are bilinear with
$p0,e = 2a — 1, bpo,e, = 0; spp,e = 0, bppe = 2a — 1; and spp,e = (26 — 1)74.1/Ta,
bop,o = (2a — 1)ma 0/, for a € {0,1}.

With both misclassification error and disparity measures being linear in the classifier, the generalised
Neyman—Pearson lemma unlocks f7 5, a closed-form solution to the J-fair Bayes optimal classifier.

Theorem 2. Assume that AP, 1/dP,  is a continuous random variable for a € {0,1}. For any
T € R and a given bilinear disparity measure D in Definition 4, denote the classifier gp -(z,a) =
1{(mg1—TSD,0) 32’; (x) > 7a,0+7bp o} and D(7) = D(gp,+). Then, for § > 0, the d-fair Bayes
optimal classifier is ff, 5 = 9D,75 5 where

s = argmin{|7|  [D(r)] < 5}’ )
TER

The proof of Theorem 2 is in Appendix C.2. We remark that our analysis can be easily extended
to the case when dP, 1/d P, ¢ is discontinuous, by including a randomised decision rule on the set
where (71 — 75D, )dPy,1(2)/dPao = Ta,0 + TbD,a-

At a high level, Theorem 2 states that the J-fair Bayes optimal classifier is shifted from the Bayes
classifier (1) by linear factors sp , and bp ,. The linear shift is ensured from the bilinearity of the
disparity measure D and the shift level 7 is further optimised in (3). The optimisation in (3), at the
core is to minimise the misclassification error among all that satisfy the fairness constraints. The
detailed form is a consequence of behaviours of the misclassification error R(gp ) and disparity
measure D(gp ) as functions of 7. We show in Proposition 7 in Appendix C.4 that the disparity is
continuous and non-increasing, while the misclassification error is non-decreasing in |7|. As aresult,
finding an optimal threshold 7 that minimises the misclassification error reduces to minimising |7|.

For D € {DO, PD, DD} in Definition 3, it holds that 7w, ; — Th.55D,a > 0and ma,0 + 77 56D > 0
(see Lemma 9 in Appendix C.4). Consequently, we rewrite the fair Bayes-optimal classifier ff; 5 as

dPaJ Ta,0 + 7—]575bD,a
() > - :
dPa,O Ta,1 — TDV(;SD,a

Fo s, a) = n{ )



Compared to the Bayes classifier without fairness constraints in (1), mitigating disparity is achieved
by adjusting the classification thresholds, from 7, o/74 1 to (7q,0 + Tﬁ’ngva)/(ﬂ'a?l - 7'5’65]37(1),
with the shift determined by the chosen disparity measure and the underlying population distribu-
tions. When 733 5 = 0, i.e. [D(0)| < &, we recover the Bayes classifier f*(z,a) in (1), which is, in
this case, automatically fair. We write the classifier in (1) as f}; . in the rest of the paper.

Remark 1. Our framework is inspired by the one in Zeng et al. (2024a), which is also an application
of the generalised Neyman—Pearson lemma. The key difference between Zeng et al. (2024a) and
Theorem 2 lies in the generalisation of the classifier to a functional feature space. When moving to
infinite-dimensional spaces, the absence of a default base measure leads to the use of the Radon—
Nikodym derivative dP, 1 (x)/dP, 0. It is a more natural functional used for functional classifica-
tion, rather than posterior probabilities P(Y = 1|A = a, X = z) considered in Zeng et al. (2024a).
In particular, in important cases such as when functions are Gaussian processes, dP, 1(x)/dP, o is
analytically tractable but not the posterior. In the cases when d P, 1 (x)/d P, o is not tractable, there
are ample tools for its approximation (e.g. Bongiorno and Goia, 2016; Dai et al., 2017).

2.3 Fair functional linear discriminant analysis classifier for Gaussian processes

As a concrete and important example, we focus on a specific setting when the functional features
are Gaussian processes. We propose the Fair Functional Linear Discriminant Analysis classifier in
Algorithm 1, featuring a plug-in estimator built on f7; 5 in Theorem 2 and, specifically, in (4).

Additionally to the problem setup in Section 2.1, for any collection of (X, A,Y") € D, we assume
that the functional feature X is a Gaussian process, i.e. {X|A = a,Y = y} ~ GP(fta,y, Kay),
where fio,,(t) = E{X()|A = a.Y = y} and Koy(s,t) = E[{X(5) ~ 0y () HX (1) —
tay(t)HA = a,Y = y] are mean and covariance functions, s,¢ € [0,1] and a,y € {0,1}.
For simplicity, we consider a homoscedastic setting within each group, ie. K,o = K,1 =
K,. The covariance function K,, consequently, admits the spectral expansion K,(s,t) =
Z;’;l Xa,jPa,j(5)0a,;(t), where Ay 1 > Ag 2 > -+ > 0 are eigenvalues and {¢, ;}jen, are eigen-
functions. Without fairness constraints, the functional linear discriminant analysis (FLDA) classifier
in (1) is known to be optimal to minimise the misclassification error (e.g. Berrendero et al., 2018).

To account for fairness and construct a plug-in type classifier for ff ;, it is essential to evalu-
ate the Radon—Nikodym derivative dP, 1 /dP, ¢, which plays a central role in the decision rule
and analytically available under Gaussian settings. By standard results of Gaussian measures
(e.g. Theorem 1 in Berrendero et al., 2018), the distributions F;, o and F;, ; are mutually con-
tinuous if and only if the mean difference p,,1 — f1q,0 belongs to the RKHS space H(K,). It
then holds that 32; (X) = eXp{Z;il (Ca.j=0a.0.5)(0a1,j=0a,05) _ % Z;i1 M}’ where

, aj aj
Ca,j = (X, q ;)12 is the principal component scores of X and 6, ; = (ta,y,®a,j)r2 are the
coefficients of the mean functions projected onto the eigenfunctions of K.

To estimate dP, 1/dP, o in practice, we assume the availability of an additional training dataset,

D= {()?Z, A;, ﬁ)}, which is drawn independently from the same distribution as D and used to
estimate 7), in the initial classifier. We refer D as the calibration data, subsequently used to post-
process the initial classifier by selecting the adjusted threshold 7p 5.

We decompose the calibration data as D = Dy 1 U Dy o U Dy 1 U Dy g, where for a,y € {0,1},
let Doy = {(Xiy Ai = a,Yi = y)}, nay = [Daylandn = 3, ng,. For notational clarity, we

denote the i-th feature in D, , as X ; for i € [ng,]. The notation for D follows similarly. The
resulting classifier is detailed in Algorithm 1, with its theoretical guarantees discussed in Section 3.

Remark 2 (Perfect classification). For functional classification without fairness, the intrinsic infinite-
dimensional nature of functional data gives rise to vanishing misclassification errors under certain
scenarios. This is first discussed in Delaigle and Hall (2012) and known as perfect classification in
the existing literature. As discussed in Berrendero et al. (2018), for homogeneous Gaussian pro-
cesses, perfect classification arises when the class distributions P, ; and P, o are mutually singular,
i.e. ftq,1 — ta,0 ¢ H(K,), in which case the Radon—-Nikodym derivative d P, 1 /d P, ¢ does not exist.
In this paper, we restrict our theoretical analysis to the more challenging regime of imperfect clas-
sification with non-vanishing classification error. Notably, in the perfect classification regime, the
optimal FLDA classifier is automatically fair when the disparity measure D € {DO,PD}. When



Algorithm 1 Fair Functional Linear Discriminant Analysis classifier.

INPUT: Training data Dy ; UDq o UD;,; UD , calibration data Dy o UDg 1 UD; oUD; 1, disparity
level 4, level of truncation J.
S1. Estimating Radon-Nikodym derlvatlves 7 and class probablhtles Mg,y USING tralmng data.

1: For a,y € {0,1}, calculate 7, = 2%, [i, ,(t) = %Zn”X’ (t) and K,(s,t) =

S yeto) Tt ey e X (5) — Ty () HXL, (8) = Flay ()}
Estimate eigenvalues {)\a g

N

j=1 eigenfunctions {¢, j} 3] , of K « by spectral expansion.

el

Estimate projection coefﬁ01ents Ba g = Jo I ua’y (;Sa, ;(t) dt. For any function X, denote

. 0u1.5—00,05)(J2 X (8)Ba,; (t) dt—0, J (Ba15—0a.0,)°
Au(X) = exp(¥]., ot 0)(fo)\() s dt=Bens) _ 15T 1,%_,07) }.

S2. Estimating the optlmal threshold using calibration data.
Let gp - (z,a) = 1{(Fa,1 — 75D a)na( ) > a0+ TbD )

Calculate ]3(7) = Zae{o 1}{fX 9o, (z, a)sD a dPa 1(@)+ [y 9o, (x,a)bp 4 dPa o(z)},
where fx f(z,a) dﬁa,y = ey (X 4y @)- SetTp s = argmin_cp{|7| : \D( )| < 6}
OUTPUT: fp s(z,a), with fD_’(;(%, a) = 1{(Te,1 — ™.65D.a)7a(T) > Ta0 + TD,60D.a }-

AN

D = DD, (1) is automatically fair if [P(Y = 1|4 = 1) — P(Y = 1|A = 0)| < ¢. Further insights
into the phenomenon of automatic fair are supported by numerical experiments in Appendix A.4.

3 Theoretical Properties

For a general bilinear disparity measure (Definition 4), we provide the theoretical guarantees on the
fairness and excess risk control of the Fair-FLDA algorithm (Algorithm 1) in Theorems 3 and 35,
with a special case regarding the disparity of opportunity in Corollary 6. We start with assumptions.

Assumption 1 (Class probabilities). Assume that there exist absolute constants 0 < C), < C}, < 1,
such that the class probabilities satisfy 0 < Cp, < 1o, < C}, <1, a,y € {0,1}.

Assumption 2 (Gaussian processes). Assume that the standard features {X.  }icin, ] U
{X;,y}ie[na,y] are collections of Gaussian processes GP(liq,y, Kq) With continuous trajectories,
a,y € {0,1}. In addition, assume the following holds for any a € {0, 1}: a. (Covariance function)
The covariance function K, is continuous and there exist absolute constants C, C} > 0 such that
the eigenvalues of the covariance operator are decreasing with j—* > C\Aq ; > CiAa j+1 +jo1
fora > 1and j € Ny ; b. (Signal-to-noise ratio) There is an absolute constant Cx > 0 such that
ka1 — aolli, > Ck; and c. (Mean difference) There exists a constant C,, > 0 such that for any

j € Ny, it holds that |{{ia,1 — ta,0s Paj)r2]| < Cui™? with 8> (a +1)/2.

In Assumption 1, we assume that the class probabilities are bounded away from 0 and 1, essen-
tial to ensure that a sufficient number of samples for each group can be observed. Assumption 2
characterises the properties of the functional features. Assumption 2a specifies the decaying rate
of eigenvalues and quantifies the spacings between two consecutive eigenvalues. This is commonly
seen in the FDA literature (e.g. Hall and Horowitz, 2007; Dou et al., 2012) involving eigenfunc-
tion estimations. Assumption 2b imposes a lower bound on the magnitude of the signal-to-noise
1atio ||fta,1 — fta,0ll%,- We thus exclude the trivial classification regime and preclude the clas-
sifier from degenerating into random guessing. Assumption 2c enforces the alignment between
the mean difference and eigenspace, with larger values of § indicating better alignment. As-
sumptions 2a, 2b and 2c jointly imply that g1 — Ma,OH%(a = 1 with the tail sum satisfying
e 10015 =0a,0,5)* /A S J*2T, J € Ny Note that decay rates v and /3 are assumed to be
invariant for a € {0, 1}, but this can be easily generalised to different decaying rates between groups.

Theorem 3 (Fairness guarantee). Forany § > 0 and bilinear disparity measure D in Deﬁnman 4, let
fD s denote the classifier output by Algorithm 1, we have, for any n € (0,1/2), that P{\D(fD s)| <
§ + Cy/log(1/n)/n} > 1 —mn, where C > 0 is an absolute constant.



Theorem 3 is proved in Appendix D and shows that with probability at least 1 — 7, after calibration
step, the disparity level of fp s does not exceed the pre-specified level § by a small offset term up to

O(y/log(1/n)/ n) The magnitude is quantified by the high probability upper bound on \]3(?]3 §) —
(7p,s)|, measuring the deviation of the empirical distribution from its population counterpart.

If insisting on controlling the population unfairness D( fD,5) below 4, then provided that

log(1/n)/n < 6, it suffices to adjust the input § to 6 — C'y/log(1/n)/n, ie. set Tps =
argmin_cp{|7| : |D(7)] < § — Cy/log(1/n)/n} in S2 of Algorithm 1. We refer to the re-
sulting method as the Fair Functional Linear Discriminant Analysis classifier with Calibration
(Fair-FLDA ). Numerical results comparing the performances are presented in Section 4.

To present the excess risk control of our method, as a preliminary step, we establish the misclassifi-
cation error of the oracle classifier in Proposition 4.

Proposition 4 (Misclassification error). Under the model setup in Section 2.3, for any
0 > 0 and bilinear disparity measure D such that m,1 — T} s5D,a > 0 and 70 +
T05.s0D,a > 0, the corresponding misclassification error for [}, s defined in Theorem 2 is

. N a1—fla 1 Ta, 0+ sbD,a)/(Ta,1—T) 55D,a
given by R(ff5) = > ucqo, 1}7Ta0‘1’[_|m = ’Q’OHK‘L — ettt o,s00,0) im0t 275,500 )}] +

H“a,lfﬂa,OHKa

ltta.1—pa,0ll Ky log{(ma, 0+TD sbp,a)/(Ta,1— TD 55D,a)}
Zae{o 1} Ta 1P[— 2 + Mot —ta ol g
distribution function of the standard normal distribution.

|, where ® is the cumulative

See Appendix C.3 for the proof of Proposition 4. Compared to the standard excess risk without
fairness constraints, R( fﬂ Oo) (e.g. Theorem 2 in Berrendero et al., 2018), the cost of fairness con-
straints is quantified by the logarithmic term involving 77 ;, resulted from the adjusted group-wise
thresholds in (4). As shown in Proposition 7 in Appendix C.4, a decrease in d, i.e. stronger fairness
constraints, leads to an increase in |735 5[, hence a larger misclassification error R(ff, ;). When f

is automatically fair, i.e. 775 5 = 0, Proposmon 4 recovers Theorem 2 in Berrendero et al. (2018).

Moving towards excess risk controls, as discussed in Zeng et al. (2024b), for any f € F, the
traditional excess risk R(f) — R(ff, 5) may be negative as f}; 5 does not necessarily minimise the
excess risk. To make a meaningful control of the misclassification error, we resort to the quantity
|R(f) — R(fp )|, which can be further decomposed as the non-negative fairness-aware excess risk

dg(f, ff ;) (defined in Definition 5) and a disparity cost 77 ;{D(f} 5) — D(f)}, that |[R(f) —

R(f55) = de(f, [555) + m,s{D(f55) = D)} < de(f, fﬁ,a) + |75 51ID(f5,5) — D(f)|- The
derivation above is directly via the definition below.

Definition 5 (Fairness-aware excess risk). For 6 > 0, let ff; ;5 be a d-fair Bayes optimal classifier
defined in (2), recalling f; 5 in (3) and sp,q, bp,e in Definition 4. For any classifier f:xx
{0,1} — [0, 1], define the fairness-aware excess risk as dg(f, [ 5) = Y .c(0.1} Sl f(z,a) —

Fb.6(@, @) (a0 + 785 50D,0) = (Ta,1 = T 55D,0) 52 (2)] dPao(@).

We are now ready to present the excess risk control for Algorithm 1 in Theorem 5.

Theorem 5. Denote €, €, and ep the estimation error related to Ty, 7o and ]5, i.e. for any small
n € (0,1/2), a,y € {0,1} and X ~ GP(iq,y, Ko), it holds with probability at least 1 — 1/3 that
Tay — log{7a(X)} —log{na(X)}| < & and sup, g [D(T) — D(7)| < ep.

Suppose that Assumptions 1 and 2 hold; and for § > 0, bilinear disparity measure D (Definition 4),
satisfying that (i) D(0) ¢ (§—ep, 6]U[—0, —d+€p), (ii) Ta,1 = TP §5D,a = C1, Ta,0+Th 50D.a > 1,
with max{[sp,a|, [bp,a|} < c2, and (iii) [D(775 5) — D(5 5 + &) > C’D|§|% for any & in the small
neighbourhood of 0 and some v > 0, where c1, co, Cp > 0 are absolute constants.

Then, it holds with probability at least 1 — n, 11 € (0, ex + €, + €;), that the classifier fD,g output
by Algorithm 1 satisfies that

IR(fo,5) — RUB )| S du(f, f5.6) + .13/ log(1/n) /n )

where dg(fp.s, [ 5) S (€x + €5+ €7)? with e; = [T 5 — 78 5| S b 1{7 5 # 0}



Theorem 5 provides a general characterisation of fairness-aware excess risk and traditional excess
risk when D(0) is not too close to ¢, i.e. when ID oo 1s either sufficiently fair or unfair. We impose
two extra assumptions on D, with the first one controlling the behaviours of 77 ; near the bound-
aries. This condition is used to ensure that Tp s lies within the range of its estimated counterparts,
i.e. Tq1 — TD,6SD,a > 0 and T, 0 + Tp,6bp o > 0. This guarantees that the misclassification error
R(fD’J) retains a well-structured form, analogous to that in Proposition 4. The second assumption
controls the steepness of D in a small neighbourhood of 77, 5, with larger values of y corresponding
to greater steepness. In the fair-impacted case, i.e. 77 ; 7 0, if D is potentially very flat near 77 ;,
i.e. v is small, the estimation problem becomes more challenging, resulting in a larger estimation
error e, (as illustrated in Figure 1). We remark that when D is explicitly given, both of the above
assumptions can be verified in most of the cases, see Corollary 6 as an example.
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Figure 1: Effects of steepness of disparity levels on the estimation error of 7, 5. Left and right
panels illustrate steep and flat D(+). Red solid line: D(-). Blue dotted line: f)()

The disparity cost in the right-hand side of (5) is a direct consequence of the fairness guarantees
in Theorem 3. The fairness-aware excess risk, dg(fp,s, f75 5), consists of two components, with
(€x + €,)* capturing the intrinsic excess risk and 612)7 reflecting the cost of fairness. This is the

first time seen in the FDA literature, echoing the same spirit in the finite-dimensional classification
literature (Zeng et al., 2024b; Hou and Zhang, 2024). When D is chosen as one of the disparity

measures in Definition 3, ep can be explicitly controlled as ep < e, + €, + (M)%.
To further illustrate Theorem 5, we apply the framework when D = DO, the disparity of opportunity.
The corresponding results up to poly-logarithmic factors are summarised in Corollary 6.

Corollary 6 (Excess risk under DO). Under Assumptions I and 2, for any § > 0, 3 > 3%F2 it holds

for any J satisfying J***2? < n that dE(fDoﬁ, fhos) = Op(Z + Jo—20+1 4 ]I{Tf’nio}), if we
additionally assume that DO(0) ¢ (6 — (£ v Jo=2041y 1)z §]U[—d, —0+ (£ v Je—2P+1y L)z,
Additionally, if we further assume n < n =< N and pick J =< N%l—a, it holds dE(fDO,&v ff)o,é) =

1

a—28+1 -~ ~
Op(N 72727 ) and |R(fpo,s) — R(fH0.5)| < de(fpo.s, [Ho,s) + 1T0.s/0p(N72).

Corollary 6 is a shorter version of Corollary 11 in Appendix E.2, presenting only the case when
B > 222 Detailed results for the case when 21 < 3 < 3¢E2 are deferred to Corollary 11.

At a high level, Corollary 6 shows the upper bound is of the form : dg(fpo.s, ff)o,é) <
variance to estimate 7, + squared bias due to truncation + cost of fairness, which highlights the role
of truncation parameter J in determining the final convergence rate through the underlying bias-
variance trade-off. Moreover, shown in Corollary 11, as the mean difference aligns more strongly
with the eigenspace, i.e. as /3 increases, a smaller estimation variance is observed. Note that the cost

of fairness is masked when n < n =< N, which shares the same finding as Hou and Zhang (2024).

Corollary 6 is the first time providing finite-sample guarantees for functional classification under
fairness constraints. There is no existing work in FDA with fairness constraints, and even for the
FDA work without fairness, such detailed characterisation is novel in the literature. Without any
predecessors regarding the former, we list some relevant works with the latter point.

Excess risk control for functional classification has previously been considered in Meister (2016)
and Wang et al. (2021), with the former relying on smoothness assumptions of functional densities
and decay rates of the metric entropy of functional space, and the latter assuming that eigenfunctions



of the covariance operator are explicitly known. Instead, our result in Equation (5) is established
requiring only weak structural assumptions on the eigenspace. When 77 ; = 0, our result in Corol-
lary 6 recovers the excess risk rate established in Wang et al. (2021), provided that J2*+2 <7, We
would like to remark that the upper bound on J arises from estimating eigenfunctions; similar con-
dition is also in Hall and Horowitz (2007) and Dou et al. (2012). Another relevant work is Cai and
Zhang (2019), studying the linear discriminant analysis (LDA) classifier for J-dimensional Gaus-
sian random variables. Our key variance term %, resulting from estimating the first J leading terms
in 77, aligns with the minimax optimal result derived in Cai and Zhang (2019). At a high level, f3 ;
can be viewed as applying LDA to an infinite number of principal component scores. By focusing
only on the first J scores in Fair-FLDA, we recover the variance term in J-dimensional LDA.

4 Numerical experiments
In this section, we demonstrate some key numerical evidence via simulated and real data analysis.

Simulation. Generate (Y, A) € {0,1}®? according to the distributions P(A = 1) = 0.7,P(Y =
11A=0)=04and P(Y = 1|4 =1) = 0.7. Given Y = y and A = a, generate the functional
Hay(*

covariate X, ,(t) as X, , (¢ )+ 220:1 Cak®r(t), where ¢p(t) = /2 cos(kmt), Cot ~
N0, Xa k)s Aok = k=2, A =2k~ 2, and the mean functions are specified as follows,

50 50

po,0 = pr10 =0, poa(t 208 kP or(t), malt Z\f ) kP (t).

Let 8 = 1.5 and n = 1000. To conserve space, we defer detailed settings, implementation details,
more numerical results on effects of sample sizes (n), alignment of mean difference (/3), model mis-
specification (non-Gaussianity) and perfect classification, and comparisons with multivariate base-
lines to Appendix A.

Figure 2 reports the medians across 500 times of the classification error and disparity measures
of our proposed methods Fair-FLDA and its calibrated version Fair-FLDA,, (in Section 3), with the
classical functional linear discriminant classifier (FLDA) and oracle Bayes classifiers as competitors.

The classification errors of Fair-LDA and Fair-FLDA, exhibit a non-increasing trend as § grows,
mirroring the behaviour of the oracle Bayes classifier. The error of FLDA remains constant across
different values of d, as it does not incorporate any fairness constraint. When 4 is small, correspond-
ing to fair-impacted regimes, the classification errors of our methods decrease with increasing J, due
to the less stringent fairness constraints. Once § exceeds a certain threshold, the fairness constraint
becomes inactive, and the classification errors of the fairness-aware classifiers converge to that of
the unconstrained FLDA. As for the disparity control, the FLDA consistently fails to meet fairness
requirements, but the Fair-FLDA maintains the desired median disparity level and the Fair-FLDA,
typically achieves median disparity levels strictly below d. As established in Theorem 3, the em-
pirical 95% quantile of disparity of Fair-FLDA may slightly exceed J, whereas the Fair-FLDA,
effectively corrects for this offset, achieving probabilistic control of the disparity below J with prob-
ability at least 95%. As ¢ increases beyond a critical threshold, both fairness-aware classifiers grad-
ually reduce to the unconstrained classifier FLDA, and their corresponding disparity levels stabilise
accordingly. Both Fair-FLDA and Fair-FLDA.. satisfy their respective fairness criteria without sig-
nificant compromise in classification accuracy.

Real data. For the real dataset, we use the 2005-2006 National Health and Nutrition Examina-
tion Survey data (CDC, 2006), where the sensitive attribute is race and the classification task is
to determine if an individual is under 20 or over 50 years old based on the quantile function of
intensity values. Results are plotted in the 4-6th columns in Figure 2, with details and additional
experiments presented in Appendices A.1 and A.5. It shows that the FLDA exhibits substantial un-
fairness, whereas the Fair-FLDA effectively controls the median disparity. In terms of probabilistic
disparity control, the 95% empirical quantile of the disparity for Fair-FLDA, slightly exceeds §
with the default choice of the calibration constant under DO. We recommend tuning the calibration
parameter to achieve more reliable probabilistic disparity control (Appendix A.5). The classification
errors of Fair-FLDA and Fair-FLDA . remain comparable to that of the FLDA, demonstrating that
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Figure 2: From left to right: medians of classification errors, medians and 95% quantiles of the
disparity measures, in the simulated (1st-3rd columns) and real data (4-6th columns). Orange dots:
FLDA; blue stars: Fair-FLDA; pink triangles: Fair-FLDA_; red solid line: oracle Bayes classifier;
grey dashed line: y = x.

our fairness-aware classifiers effectively mitigate unfairness while maintaining competitive classifi-
cation accuracy.

5 Discussions

In this paper, we use the publicly available NHANES dataset as a representative data example to
demonstrate the effectiveness of our method. It is worth noting that our approach is broadly appli-
cable to a wide range of functional data classification problems where fairness is a concern. For
example, the Siena Scalp EEG dataset in the PhysioNet database contains EEG recordings from
male and female subjects and can serve as a natural application of our fair functional classifier,
where the response variable can be defined as the occurrence of a seizure. Overall, our method
offers a principled and broadly applicable tool for fair classification in functional data analysis.

We envisage several potential extensions. Firstly, our framework and Fair-FLDA algorithm depend
on the availability of the sensitive features, which may be restricted in certain practical settings
due to privacy concerns. When sensitive features A are available during training but not available
during prediction, we provide necessary steps to extend our algorithm in Appendix B. However,
when A is not available even during the training process, more refined methods for inferring the
sensitive features would be necessary, see Appendix B for additional discussion. Secondly, in many
scenarios, the Radon-Nikodym derivatives d P, 1 /d P, ¢ are not explicitly known and easy to work
with. To address this, a natural strategy during implementation is to approximate it using the density
ratios of projection scores (e.g. Bongiorno and Goia, 2016; Dai et al., 2017). Thirdly, in reality,
functions can only be discretely observed over sampling grids. Investigating the effect of sparsity
on the excess risk under fairness constraints remains an intriguing area.
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NeurlIPS Paper Checklist

1.

Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In the abstract and introduction, we claim that we provide a fair Bayes opti-
mal classifier for functional data, with a by-product being some finite-sample analysis for
the functional classification problems without fairness constraints. Our methods are pro-
posed in Section 2.3, with theoretical justifications in Section 3 and numerical evidence in
Section 4 and Appendix A.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We explained our assumptions right after the assumption statements in Sec-
tion 3, with discussions on some simplification due to notational simplicity and how to
relax them. A main limitation of our method is the reliance on the Radon—Nikodym deriva-
tive. We explained how our method proceeds when it is not tractable in Remark 1 and
demonstrates the numerical performances in Appendix A.3.

. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We collect assumptions in Assumptions 1 and 2 and the proofs for all theo-
retical results are presented in Appendices C to H.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: In this paper we proposed a classifier, with numerical justification done in
a wide range of simulations and a real data analysis. The code producing all numerical
results is included in the submission. In particular, both the paper and the code include
clear description on how to reproduce the algorithm.

. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We have submitted code including those generating all the numerical results
in this paper. The real dataset is obtained from https://wwwn.cdc.gov/nchs/nhanes/
ContinuousNhanes/Default.aspx?BeginYear=2005.

. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: See Section 4 and Appendix A.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?
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10.

11.

12.

13.

14.

Answer: [Yes]

Justification: To conserve space, we report the medians over 500 Monte Carlo trials in each
simulation settings, rather than mean accompanied with error bars. However, all results can
be obtained from the submitted code.

. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: See Appendix A.

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper fully conforms with the NeurIPS Code
of Ethics.

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: This paper proposed a fairness-aware classifier, which aims to tackle the
issues when the classification is partially based on sensitive traits, leading to inequality in
society. This paper however stays as a methodological and theoretical paper, we hence do
not envisage negative societal impacts.

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We believe that the paper poses no such risk.
Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: The paper does not use existing assets.
New assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [Yes]

Justification: We provide the full implementation code in the Supplementary Material, with
a README file that outlines the usage instructions and implementation details.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]|

Justification: The paper does not involve crowdsourcing nor research with human subjects.
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15.

16.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: LLMs are only used to polish some texts.
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Technical Appendices and Supplementary Material

All technical details and additional numerical results are collected in the Appendices. Detailed
simulation settings and additional experimental results are collected in Appendix A. We present
proofs and properties related to the Bayes optimal classifier f7, ; in Appendix C. The proof of
Theorem 3 is collected in Appendix D, with the proofs of Theorems 5 and 6 presented in Appendix E.
All results related to class probability and eigenspace estimation can be found in Appendices F and
G. For completeness, necessary technical lemmas are included in Appendix H.

Throughout the appendix, with a slight abuse of notation, unless specifically stated otherwise, let
c1,Ch,c2,C5, ... > 0 denote absolute constants whose values may vary from place to place. For
a,b € R, write a A b = min{a, b}. For an R-valued random variable X and k € [2], let | X ||y,
denote the Orlicz-1; norm, i.e. | X ||y, = inf{t > 0 : E[exp({| X |/t}*)] < 2}.

A Further details of numerical experiments

The figure labels are consistent with those used in Figure 2 in the main text, unless otherwise spec-
ified. We implemented all methods in R (version 4.3.1). Experiments were conducted on a server
equipped with an Intel(R) Xeon(R) Platinum 8280 CPU @ 2.70GHz (28 cores) and 503GB of RAM.
The source code is provided in the Supplementary Material.

A.1 Detailed setup of Section 4

Simulation. For the simulation results, we generate (Y, A) € {0,1}%? according to the distribu-
tions P(A=1)=07,P(Y =1/A=0) =04 and P(Y = 1|]A = 1) = 0.7. Given Y = y and
A = a, generate the functional covariate X, (t) as Xo,(t) = fay(t) + 2oy Cardr(t), where
dr(t) = V2cos(kmt), Car ~ N(0,Xak)> Aok = k72, A&z = 2k~2, and the mean functions are
specified as follows,

50 50
poo=p10="0, po1(t) =D 08(=1)FkPor(t), pra(t) =Y V2(=1)"k e (t).
k=1 k=1

Let n denote the size of the training sample. We implement the proposed fairness-aware classifier
under two calibration settings,

¢ Fair-FLDA: calibration constant set to O;
* Fair-FLDA.: calibration constant set to min{/21og(1/p)/n,d}, with p = 0.05.

Truncation levels are selected via 5-fold cross-validation, specifically by minimising the average
classification error associated with the unconstrained classifier.

During implementation, the training set D is randomly split into two equal-sized subsets, D U D;.
One subset is used to estimate 7, and 7, ,, while the other is used to estimate the threshold 7. Let

fl denote the classifier estimated using D; for model estimation and D, for threshold calibration,

and let fg denote the classifier constructed with the roles of D; and Dy reversed. To mitigate
the randomness caused by random splitting, we adopt a cross-fitting approach and define the final

probabilistic classifier as the average f = (f1 + ]?2) /2.

Real data. For the real data analysis, we apply the proposed method to data from the 2005-2006
National Health and Nutrition Examination Survey (CDC, 2006). Further details about this dataset
can be found in Lin et al. (2023). Following the preprocessing steps in Lin et al. (2023), we exclude
observations with questionable data reliability according to NHANES protocol, remove observations
with intensity values higher than 1000 or equal to 0, and retain subjects with at least 100 remaining
observations. The response variable is whether an individual is under 20 or over 50 years old, with
the quantile function of intensity values as the functional covariate. The sensitive attribute refers
to race, categorised as non-Hispanic white and non-Hispanic black. The final dataset consists of
3252 instances, which we randomly split into equal-sized training and test subsets. The methods are
implemented following the same procedures described for simulation experiments.
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A.2 Additional simulation results under Gaussian models

Results under varying sample sizes. We evaluate the model from Appendix A.l under vary-
ing sample sizes. As shown in Figures 3-5, the excess risk of both Fair-FLDA and Fair-FLDA,
decreases with increasing n. Moreover, with larger n, the difference between Fair-FLDA and
Fair-FLDA.. in disparity control becomes less significant.

Error-unfairness trade-off. We illustrate the error-unfairness trade-off in Figures 6-8. There is
only a single point in each figure for FLDA, as it does not incorporate any fairness correction.
Both Fair-FDA and Fair-FLDA, demonstrate comparable trade-offs between classification error
and unfairness, since they are both derived from the Bayes optimal fair classifier.

Results under 5 = 2. We evaluate the methods under the Gaussian model with § = 2, while
keeping other model parameters consistent with those in Appendix A.l. The patterns of disparity
control are similar to those observed under 5 = 1.5. As illustrated in Figures 9-11, the classification
errors are generally higher compared to the case of 3 = 1.5, due to the lower signal-to-noise ratio.
Nonetheless, the excess risk decreases more rapidly with increasing n for larger values of 3, aligning
well with our theoretical results.
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Figure 3: Disparity DO results under the Gaus- Figure 4: Disparity PD results under the Gaussian
sian model, 5 = 1.5. Top: n = 1000; middle: model, 5 = 1.5. Top: n = 1000; middle: n =
n = 2000; bottom: n = 5000. 2000; bottom: n = 5000.

A.3 Simulation results under non-Gaussian models

Although the proposed fairness-aware classifier is established based on the explicit form of the
Radon-Nikodym derivative under Gaussian assumptions, it remains applicable in more general sce-
narios. However, when the Gaussian assumption is violated, the proposed classifier may no longer
be Bayes optimal. To assess its performance beyond the Gaussian setting, we generate non-Gaussian
stochastic processes by sampling (, ; ~ )\i/ kz Unif(—+/3, v/3), while keeping all other model pa-
rameters identical to those in Section A.1.

The results are presented in Figures 12-14. Despite the lack of Bayes optimality guarantees in this
setting, the Fair-FLDA and Fair-FLDA_ continue to exhibit effective disparity control and satisfac-
tory classification accuracy. This robustness highlights the practical utility of our approach in more
general, non-Gaussian scenarios.

A.4 Results under perfect classification

Functional data exhibit a unique property known as perfect classification, where the classification
error can vanish, a phenomenon that does not typically arise in multivariate data. To evaluate the
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Figure 6: Error-unfairness trade-off for DO under
the Gaussian model, 5 = 1.5. Left: n = 1000;
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Figure 5: Disparity DD results under the Gaus-
sian model, § = 1.5. Top: n = 1000; middle:
n = 2000; bottom: n = 5000.
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Figure 7: Error-unfairness trade-off for PD under Figure 8: Error-unfairness trade-off for DD under
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middle: n = 2000; right: n = 5000.
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Figure 9: Disparity DO results under the Gaus- Figure 10: Disparity PD results under the Gaus-
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Figure 11: Disparity DD results under the Gaus- Figure 12: Disparity DO results under the non-
sian model, 8 = 2. Top: n = 1000; middle: Gaussian model, 8 = 1.5. Top: n = 1000; mid-
n = 2000; bottom: n = 5000. dle: n = 2000; bottom: n = 5000.
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Figure 13: Disparity PD results under the non- Figure 14: Disparity DD results under the non-
Gaussian model, 5 = 1.5. Top: n = 1000; mid- Gaussian model, = 1.5. Top: n = 1000; mid-
dle: n = 2000; bottom: n = 5000. dle: n = 2000; bottom: n = 5000.

performance of our algorithm in such scenarios, we consider the Gaussian model in Appendix A.1
with S = 0.5, under which the signal-to-noise ratio is sufficiently high to mimic the perfect classifi-
cation regime. For class probabilities, we examine two settings: I) P(Y = 1|4 =0) = 0.4,P(Y =
1l1A=1) =0.7; and (I) P(Y = 1|]A = 0) = P(Y = 1|4 = 1) = 0.5, while keeping all other
model parameters in Appendix A.l unchanged.

As discussed in Remark 2, under setting (I), the classical unconstrained Bayes classifier is automat-
ically fair with respect to DO and PD. In setting (II), it is automatically fair with respect to all the
three disparity measures DO, PD and DD. To visualise this difference, we plot DD as a function of
7 in Figure 15.

The results are presented in Figures 16-19. Under the disparity measures DO and PD in setting
(D), the classification errors of the fairness-aware classifiers are nearly zero, and the median disparity
levels converge to zero across all values of § as n increases. This confirms that our approach naturally
reduces to the classical FLDA classifier in such automatically fair cases. In contrast, under DD in
setting (I), the fact that |[D D(7)| = 0.3 indicates that it is infeasible to achieve lower disparity levels
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in this setting. By comparison, in setting (II), the unconstrained Bayes classifier is automatically fair
under DD, and the empirical results exhibit a similar pattern to those observed for DO and PD in
setting (I).

Overall, in perfect classification cases, our proposed algorithm continues to perform comparably to
the oracle fairness-aware Bayes optimal classifier, further highlighting its effectiveness and adapt-
ability.
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Figure 15: Oracle disparity DD versus 7. Left: (I); right: (II).
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Figure 16: Disparity DO results under (I). Top: Figure 17: Disparity PD results under (I). Top:
n = 1000; middle: n = 2000; bottom: n = n = 1000; middle: n = 2000; bottom: n =
5000. 5000.

A.5 Additional results for real data

In practice, we recommend tuning the calibration parameter « in Fair-FLDA_ to achieve more re-
liable probabilistic disparity control. Specifically, we select the smallest value of « such that the
empirical 1 — p quantile of the disparity remains below the pre-specified threshold §. To estimate
this empirical quantile, we resort to random splitting. The data are randomly divided into two sub-
sets, with one used to estimate the fairness-aware classifier, and the other to evaluate the resulting
disparity. We repeat the process multiple times, e.g, 100 times, and the empirical 1 — p quantile is
then computed from the empirical distribution of observed disparities.

The results obtained using the tuned calibration levels are reported in Figure 20. As shown, the
tuned Fair-FLDA.. consistently maintains disparity below § with probability at least 1 — p, except
for a slight violation under one small § under DO. This demonstrates the overall effectiveness of the
proposed tuning strategy.

A.6 Numerical comparisons with multivariate baselines
To the best of our knowledge, our work is the first to derive the Bayes optimal fair classifier and

to establish explicit convergence rates in the context of functional data. There are no existing fair
functional classifiers available for direct comparison.
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Figure 20: Results under NHANES with tuned calibration parameters over 100 Monte Carlo runs.

For comparison, we have incorporated additional baselines following a “dimension reduction + stan-
dard fair classification” strategy. Specifically, we first apply functional principal component analysis
to extract features, and then employ fair classification methods designed for multivariate data. These
include three post-processing methods FPIR (Zeng et al., 2024a), PPF (Chen et al., 2024) and PPOT
(Xian et al., 2023), and one pre-processing approach FUDS (Zeng et al., 2024a), with default pa-
rameters as in the open source code of Zeng et al. (2024a).

Results in Tables 1 and 2 show that our proposed fair classifier, Fair-FLDA, consistently achieves
the lowest classification errors while effectively controlling disparity under the pre-specified levels.
In contrast, the other four baseline methods exhibit higher classification errors. In particular, PPF
shows poor disparity control when § = 0, and FUDS fails to adequately control disparity on the
NHANES dataset. These extensive numerical results highlight the superiority and practical necessity
of our method for fair functional classification.

A.7 Results on effects of eigenspace estimation and data splitting
Eigenspace estimation. Eigenspace estimation plays a fundamental role in FDA. We justify the

performance of eigenspace estimation from both theoretical and numerical perspectives. In our
paper, the theoretical guarantees for eigenfunction and eigenvalue estimations have been established
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Table 1: Median classification error and DD over 500 runs under Gaussian § = 1.5, n = 1000.

0 0.00 0.05 0.10 0.15 0.20

Err  Uppso Err Uppso Err Uppso Err Uppso  Err Upppso

Fair-FLDA 0.234  0.022  0.227 0.048 0219 0.098 0213 0.149 0208 0.197
FPIR 0276  0.024 0269 0.039 0264 0.080 0258 0.122 0.253 0.168
PPF 0240 0323 0269 0.039 0264 0080 0258 0.121 0253 0.167
PPOT 0275 0.023 0269 0.040 0264 0.080 0258 0.122 0.253 0.168
FUDS 0276  0.030 0269 0.040 0263 0.087 0256 0.142 0.251 0.195

Table 2: Median classification error and DD over 500 runs under NHANES.

0 0.00 0.05 0.10 0.15 0.20

Er Uppso Emr  Uppso Emr  Uppso Emr Uppso Emr Upppso

Fair-FLDA 0314 0.021 0305 0.048 0297 0.099 0.289 0.149 0285 0.200
FPIR 0385 0.016 0377 0.050 0369 0.101 0360 0.151 0354 0.200
PPF 0343 0.722 0378 0.047 0369 0.097 0361 0.144 0355 0.193
PPOT 0385 0.016 0377 0.050 0369 0.101 0360 0.150 0353  0.200
FUDS 0403 0.157 0371 0.189 0358 0254 0351 0317 0346 0.349

in Lemmas 35 and 36, respectively. These results are optimal, matching the minimax rate established
in Wahl (2022) up to poly-logarithmic factors.

To support our theory, we provide further simulation results in Table 3, where Fair-FLDA refers
to the proposed classifier in Section 4; Truth uses true eigenfunctions and eigenvalues; Fourier
replaces estimated eigenfunctions with Fourier basis and eigenvalues with covariance projection
scores. Overall, disparity control is comparable across methods, with all meeting their fairness
criteria. Comparing the results of Fair-FLDA with Truth, we see that the misclassification errors of
the proposed classifiers are even smaller than those obtained without eigenspace estimation. This
improvement is attributed to the data-adaptive nature of the estimated eigenfunctions, which captures
more variance than the fixed true basis. Substituting the estimated eigenfunctions with the pre-
specified Fourier basis leads to a noticeable increase in misclassification errors.

Data splitting. The calibration data are primarily introduced for technical convenience to bring
independence among samples in our theoretical studies. In practice, our Algorithm 1 can be imple-
mented by executing both steps S1 and S2 on the whole dataset. In all numerical experiments in
Section 4, we mimic the effect of sample splitting via a cross-fitting approach detailed in Appendix

Table 3: Median classification error and DO over 500 runs under Gaussian g = 1.5, n = 1000.

1) Fair-FLDA Truth Fourier

Error Upopsso Error Uposo  Error  Upo so

0.00 0.221 0.029 0235 0.028 0274 0.027
0.05 0213 0.049 0228 0.055 0266 0.053
0.10 0.207 0.099 0223 0.101 0261 0.101
0.15 0.203 0.150 0.220 0.140 0.256 0.151
0.20 0.200 0.191 0.218 0.172 0.253  0.200
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Table 4: Effects of data splitting for Fair-FLDA in the real and simulated (Gaussian with n =
1000, 5 = 1.5) datasets. Results are reported as the median over 500 iterations. NoSplit: the results
of Fair-FLDA applied without data splitting.

5 Fair-FLDA NoSplit

Error Uposso  Error  Upo,so

Simulated data
0.00 0.221 0.029 0.211  0.029
0.05 0.213 0.049 0.203 0.059
0.10 0.207 0.099 0.198 0.110
0.15 0.203 0.150 0.195 0.164
0.20 0.200 0.191 0.193  0.208

Real data
0.00 0.291 0.034 0.284 0.039
0.05 0.286 0.054 0.281 0.056
0.10 0.284 0.099 0278 0.101
0.15 0.282 0.148 0.277 0.152
0.20 0.281 0.196 0.276  0.205

A.1, where two classifiers are trained by alternating the roles of data used for model estimation and
threshold calibration, and then averaged. To further illustrate the effect of sample splitting, we in-
clude additional numerical results on both simulated and real datasets in Table 3 below. Although
the reduction in sample size from data splitting slightly increases the misclassification error, the un-
fairness measure under NoSplit is usually higher than the threshold § due to the dependence of the
data used in training and calibration.

B Extensions of our method

Our framework in Section 2.2 can be naturally extended to settings where the sensitive feature is
unavailable at testing, as well as to multi-class classification problems.

Extension to missing sensitive attributes. The extension to missing sensitive attributes during
testing stage consists of three steps.

Step 1. A key ingredient in our framework, when sensitive features are available, is that both the
misclassification error R and disparity measure D are linear in classifiers f : X x A — [0,1]. To
extend the framework to settings where sensitive attributes are unavailable at testing, it is necessary
to show that R and D remain linear to classifiers f : X — [0, 1], which is solely defined on X.
Following a similar idea as the proof of Proposition 1, it can be verified that DO, PD and DD are
still linear and of the form D(f) = [, f(z)wx p(2)dPx|y—o(x), where wx p : X — Ris a
weight function.

Step 2. By the generalised Neyman—Pearson lemma and a similar argument to the one used in the

proof of Theorem 2, we can derive an explicit formula for §-fair Bayes optimal classifier of the form
* ap = *

H(x) =1[m dP;:;:; (x) — mo > 7w, p(2)].

Step 3. Construct a plug-in classifier. Further to the estimation in Algorithm 1, an additional non-
parametric estimator can be used to estimate the probability of A given X and Y.

When sensitive information is not available in training time, the fair classification is a challenging
problem because, without direct access to sensitive information, it is difficult to learn and correct for
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the potential biases. Relatively few works have studied this issue. Existing approaches (Lahoti et al.,
2020; Zhao et al., 2022; Veldanda et al., 2024) generally rely on the assumption that standard features
X are sufficiently informative, allowing bias mitigation through indirect inference for protected
attributes. In Kallus et al. (2022), it is further shown that various disparities remain unidentifiable
when X lacks sufficient information.

In our work, we focus on developing a principled framework for achieving fairness in functional data
classification when sensitive features are available, either during both training and testing or at least
in the training stage. Extending our framework to settings where sensitive attributes are completely
unavailable is an important direction for future research.

Extension to multi-class classification. Consider predictive disparity as an example. For a multi-
class sensitive attribute a € A = [1,...,|A|], motivated by the proof of Theorem 2 in our paper
and Theorem 4.8 in Zeng et al. (2024a), we conjecture that the generalised Neyman-Pearson lemma
leads to f5(z,a) = l[gﬁz'; (z) > W“ﬂ"jT |, where the threshold ¥ is selected in a way similar to
Equation (3).

C Proofs for Bayes optimal fairness-aware classifier

C.1 Proof of Proposition 1

Proof of Proposition 1.

* For DO, we are to show that spp,, = 2a — 1 and bpo,, = 0. It can be seen from the
following that

DO(f) =P{Y§(X,1) =1|[A=1,Y = 1} —P{Y(X,0) = 1|]A =10,V =1}

dP11 dPOl
= 1 : P : dP, .
/2(f(x7 )dPLo( ) dPpo( /f z,0) dPo’O(z) 0,0(x)

 For PD, we are to show that spp, = 0 and bpp, = 2a — 1. It can be seen from the
following that

PD(f) =P{Y;(X,1) = 1|JA=1,Y = 0} — P{Y;(X,0) = 1|A=0,Y =0}

/fxldPlo /f:cOdPoo()

* For DD, we are to show that Spp o = (2a — 1)7,,1 /7, and bpp o = (2a — 1)7g0/mq. It
can be seen from the following that

DD(f) = P{Y;(X,1) = 1|]A = 1} — P{Y;(X,0) = 1|A = 0}

:/f(x, 7r11dP11( AP, o(x /f ﬁdplo()
X

m dPpg
_/Xf(gc,O)F;T)(,: j];z:;( 2) dPyo(x / 0,0 of@)
- Xf(l’,l)(ﬂ-;il jii(l)(m)—i—ﬂ;f) 4P, o(2)
- Xf( ’0)<7T7S(7)1 jig; ) 7::(;0) dPo,o(x)
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C.2 Proof of Theorem 2

Proof of Theorem 2. 1f | D(0)| < 0, the unconstrained Bayes optimal classifier satisfies the fairness
constraint. Therefore, we have 77, 5 = 0 and the d-fair Bayes optimal classifier is given by ff, ; =

9D,0-
If D(0) > 4, by Proposition 7, we have D(77, 5) = 6. Moreover, 77, 5 > 0. By Lemma 10,

5.6D(Th 5) }

‘7'1*),5|

- argmin{R(f) D) < 5}.

Gps = argmm{R<f> D) <
feF

feF
Analogously, we can establish the claim when D(0) < —4. This completes the proof. O

C.3 Proof of Proposition 4

Proof of Proposition 4. Let

o (Carj = 0a,0,5) (Ba1,j — ba0,
Ao = (X = pa,0, Hat — Ha0) K, = Z (as 05) (a1 a’O’J).
j=1 Aaj

Then, by standard properties of Gaussina processes, we have that

> P )2
Aa|{A:a,Y=O}NN<O, Z—(H““A o09) )

j=1 aJ
A|{ACLY1}~N<§<0‘11J G.Oj i a,l,j — aO,j)2)'
a ; p )\ ,j:1 »

The proposition then follows by a similar argument as the one used in the proof of Theorem 2 in
Berrendero et al. (2018) and the format of fz*), sin(4).

O

C.4 Auxiliary results

Proposition 7. Recall that D(T) = D(gp.;), where gp . is defined as

dP,
0.7(2.0) = 1{ (701 = 730,) T 0) = g+ 70,0}

Then, under the assumptions in Theorem 2, the following properties hold.
(i) The disparity D(T) is continuous and non-increasing.

(ii) The misclassification R(gp,) is non-increasing on (—o0,0) and non-decreasing on
(0, 400).

Proof of Proposition 7.

(i) Note that by Definition 4,
dP, 1
Z / gp.(,a) {SDadPaO( )—i—bpa}dPa,o(x).

ae{0,1}

Since dP, 1/dP, o(z) is a continuous random variable given A = a € {0,1} and Y =
y € {0, 1}, we have that the function 7 — Px |4y =y ((Ta,1 — T8p,a)dPy1 /dPa () >
Ta,0 + Tbp,q) is continuous for a € {0,1} and y € {0, 1}. Thus, the function 7 — D(7)
1s continuous.

Define

dP, 1
5a7+:{x€X:sDa

dPaO( )+bDa>0}
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and

dP,
ga’_{xGX.SDadPao( )+bDa<0}

Letm < 79.Fora € {0,1} and x € X,

dP,
1I{m < Wa’ldf’a’(l)(””)*“o
1 d (’I‘)—‘rbD .

o
SD adP

9D, 7 (‘Tﬂ a) — 9D, (Iv CL) = 1 < Ta,1 dP 0 5 (@) —Ta0
SD,a dP (I)erD a
0,
We then have
D(m1) — D(r2)

< 7'2}, x €& 13

<T2}, xeé’ay,;

otherwise.

Z /{QDT1 (x,a) — gp,r (@, a)}{SDajIP;aO< )—I—bDa}dPa,o(CL‘)

ac{0,1}
B . mlgi“(af)—m,o _
> 1< dp“()—&—b =72
ac{0,1} /¥ + SD,aqp, o \T D,a
a bp.a pdP,
{0 Sht @)+ 0 paPao(e)
mlgi";(x)—m,o
/5 1 Tlgs dPal( b < T2
ac{0,1} 7V T€&a,~ D,aqp, z) D.a
dPy, 1
a bp.a pdP,
{sD dPaO( x) + bp, } o(x)
> 0.

Consequently, the function 7 — D(7) is non-increasing.

(ii) We first consider 7 < 7 < 0. Ifz € &, 4,

dP,,
Ta,1 dP,. L (I) — Ta,0

11{ < < }{ dPal(x)}
T1 ] Ta,0 — Ta,l
SDagllzal(JJ)—i-bD@ dP

dP,
dpP Ta 1 gp (T) = Ta,0
> —79d $pa—ett (2) + bpg p1 T < ;1}12 0 <7199 >0
dP""O SD,a dpa (1] (I) + bD,a
fxec&, _,
dP, .
Ta,1 * ((E) — Ta,0 dPa
1n < <2 p{tus = aa Gt o)}
$D,agp,, “(z) +bp.a dPao
APy a1 TRt (2) = Ta,0
< —T2¢SD.a ()+bDa 71 < 1P <7, <0
dPao SDadPa;(x)+bD’a

Then, by Lemma 8, it holds that

R(gD,Tl) - R(gDﬂ'Q)
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ae%:l}/{gan T,a) = gp,m, (7, a)}{wao mlj;lo( )} AP, o(x)

dP,,
1 Tq 1dP ;(x)—ﬂa,o <
< dPq b T2
2€E,, + SDadp (J?)-F D,a

a€{0,1}

L [ afae i@
T > dP, 1 T2
2€E,, — (.13) + bD,a

ac{0,1} SD,aqp,.

dP,
. {71'“70 — a1 dPZ:; (aj)} dP,o(x)
> 0.
Therefore, 7 — R(gp, ) is non-increasing on (—oo, 0).

Consider 0 <7y <. Ifz € &, 4,

dP, 1

Ta1 gpy (T) = a0 dPp,,
]].{T1 < 3112 g <7—2}{7Ta,0 Ta,1 l(x)}

SDadP (x)+bD,a dPaO

dP, 1

dPa Tra, (x) _Tra,,O
S—n{spa (2 )+bD,a}]1{ﬁ< (dU’Z - grg}go,
dP, 0 sDadP“;(x)—&—bD,a

Ifxeé&, ,

dP, 1

Ta, 1dP (I) — Ta,0 dPa
]1{7'1 < dpal <7 p8 a0 — Mot ()

SD,adp, ($)+bD,a dPso

dP, 1

dP, Ta1qp s (T) = a0
Z—Tl{SDa - ()+bpa} {ﬁS iﬁ” <7'2}20-
dP,0 sDadP“;(x)+bD,a

Then, we have

R(gD,n) - R(gD,Tz)

Z /{gDn *,a) — gp,r, (7, a)}{ﬂao 7Ta1dPa’1($)}dPa,0(ﬂC)

dP,
ae{0,1} a,0
dP,
B N Ta,1 gpg (T) = a0 _
- c 71 s dPal(l‘)—‘rb =72
a€{0,1} r€E€q, + D’adPa,o D,a

dP,
) {77@70 — Ta1 dPa:(l) (x)} dP,o(x)

dP,,

1 < 7Ta1dp ;(.13)—71'@,0

T = dP, 1 b < T2
r€E,, — SD,ag (-T> + D,a

a€{0,1}

P,,
dP,
: {ﬂ-a,O — Ta,1 dPa7(1) (.’17)} dPa,O(‘T)
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<0.

Therefore, 7 — R(gp,-) is non-decreasing on [0, +00).

O
Lemma 8. For any classifier f : X x A — [0, 1], we have
dP, 1
RN = Y [ o muo—mun T o) bapag(e) + B = 1),
X a,0
ac{0,1} ’
Proof. By definition, we have that
R(f)= > P{Y;(X.a)#yld=aY =y}P(A=aY =y)
a,yE{O,l}
= Y [E{l-f(X,0)|[A=0aY =1}P(A=aY =1)
ae{0,1}
+E{f(X,a)|[A=0a,Y =0}P(A=a,Y =0)]
= Z { / f(z,a)dPyo(z)ma0 — / f(z, a)dPaﬁl(m)ﬂ'a,l}
ac{0,1} VX x
+ Y PA=aY=1)
a€{0,1}
dP,
= Z f(:l;a){ﬂa,o — a1 .1 (x)}dPa’o(z) +PY =1).
x AP0
a€{0,1} ’
O

Lemma 9. For the bilinear disparity measures DO, PD and DD, it holds that

Tal = Tps5D,a > 0, and Ta0+7h s0p.a >0,

with sp , and bp , defined in Definition 4.

Proof.

1. DO: In this case, it suffices to show that —mo1 < Tn s < m11. If 7 = 71, then

90, . (x,1) =0forall z € X, and,

dP,
DO(7T171) = DO(gDO,m,l) = —HD{ (71'071 + 7'('1,1)sz’(1) (z) > 7T070’A =0,Y = 1} <0.

If 7 = —mo,1, then gpo,—ry , (2,0) = 0 for all z € X. Then

dPl,l

dP; o

Note that if [DO(0)| < 4, then 77, ; = 0. By Proposition 7(i), if DO(0) > 4, then
0 < Thos < 1. If DO(0) < =4, then —mo,1 < T 5 < 0. Therefore, we conclude
that —70,1 < TBO,S < m,1-

DO(gpo)_ﬂ—OJ) = P{ (7'('1,1 + 71'071) (.Z‘) > 771,0‘14 = 1,Y = 1} > 0.

. PD In this case, it suffices to show that —m1 g < 75 5 < To,0. Note thatif 7 = —m; o, we

have gpp,—x, ,(x,1) = 1forall 2 € X. Then,

dP
PD(gpp.—n ) =1— P{wo,l "o () > Mo + 0| A =0, = 0} > 0.
0,
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If 7 = 70,0, we have gpp r, . (2,0) = 1 forall z € X. Then,

dP;
dPl,O

PD(gPDJFo,o) = ]P){’]Tl’l ({E) > 71,0 +7T0’0 A= 1,Y = 0} —1 S 0.

Note that if |[PD(0)| < 6, then 75 5 = 0. By Proposition 7 (i), if PD(0) > 4, then
0 < 7pps < moo. If PD(0) < =4, then —71,0 < 7pp 5 < 0. Therefore, we conclude
that —71,0 < TED,(? < To,0-

3. DD: In this case, it suffices to show that |77, ;| < min{mo, m1}. Note that if 7 = 71 then
gpp,m (2,1) =0forallz € X. Also,

T dP, T
DD(m) = —P{ (7T0,1 + 17r0071)dP2’(1) () > mo0 — %‘A = 0}

= -1, m >m,
SO, m < 7.

If 7 = mo, then gpp =, (x,0) = 1 forall z € X. Then

7T07T1,1) dP; 4

DD (o) :P{ (m,l - T

(l‘)>ﬂ'170+w‘A:1}—1§0.
1 1

Moreover, if T = —mg, then gpp,—x,(,0) =0 forall z € X. And,

Woﬂl,l)dpl,l(x) > 1o — TOT1,0 ’A _ 1}

DD(— :IP’{(
(=o) Lt m /dPiyg m

{ Zoa 71-127707

=1, m <m.

If = —my, then gpp,—n, (z,1) = 1 for all z € X. Then,

dP
DD(—m) =1— IP’{ (m,l - W““) 0L () > g0 + 100 ’A = 0} > 0.

™o dPo,o )
If [IDD(0)| < 4, then 75, 5 = 0. By Proposition 7 (i), if DD(0) > 4, then 0 < 75, 5 <
min{mo, m }. If DD(0) < —0d, then max{—mo, =71} < 7pp 5 < 0. Therefore, we have
|TBD75| < min{mg, m }.
O
Lemma 10. Recall that gp ; is defined in Theorem 2 and D (1) = D(gp ;). For any fixed T € R,

D(f) _ TD<T)}.

A

gD+ = argmin{R(f) :
feF

Moreover, for all classifiers f' € argmin.x {R(f) : TD(f)/|I7| < TD(7)/|7|}. ' = 9p,-
almost surely with respect to Px . In addition, if 7 € [min(0, 71*770), max(0, 7570)],

. TD(T
o0, =angmin { (7): (1) < A7,
feF 7|
Proof. If T = 0, then the result follows because gp o is the unconstrained Bayes optimal classifier.

If 7 # 0, take ¢o(z,a) = 7e,1d P, 1/d Py o(2) — Te0 and ¢1(z,a) = sp odPa1/dPyo(x) +bp.o
in Lemma 43.

Write

gpor(,a) = Il{(bo(x,a) > |28 9) }

7]

30



Define

Ace(f) =1-R(f) = Z / f(x7a){7ra-,1 j?m (z) — 7Ta,o}dpa,o(x) +P(Y =0),
a€{0,1} X a,0

b= |

f(z, a)ﬁqbl(x, a)dPy o(2).
ac{0,1} 7% T
Let

Foo= {f e FD(f) = TD“)}; Foppe = {f e F Do) < D“}

Foc=lfer D <“|7T(T) .
<=1 () }

]

Since |7] > 0, by Lemma 43,

gp,r € argmax Acc(f).
feFr <

Moreover, since dP, 1/dP, o(x) is a continuous random variable given A = ¢ € {0,1} and Y =
Yy € {07 1}’ we have PX|A:a,Y:y (Wa,ldpa,l/dpa,O(x)fﬂa,O = T{SD,adPa,l/dPa,O(I)+bD,a}) =
0. Thus, for all f* € argmax;cz _ Acc(f), f = gp,» almost surely with respect to Px 4.

By Lemma 43, we have gp - € argmaxscz__ Acc(f). By result (i) of Proposition 7, if ThHho = 0,
then we have D(7) > 0 for 7 € [0, 77 o] If 775 5 < 0, then D(7) < 0 for 7 € [}, 4, 0]. Therefore,
when 7 € [min(0, 77 ), max(0,7p ()], we have 7D(7) > 0. Consequently, gp » € Fr= C
Fr.,< € Fr<, we have '
A =A L) = A < A < A .
frenfz_lx ce(f) ce(9p,r) fren]gx ce(f) < max  Ace(f) < max Acc(f)

< = fEF-,< feF- <

Thus, we conclude that

gp,r = argmax Acc(f) = arg min {R(f) L [D(f)| 7D(T) }
fe€FL . 1,< fer

IN

D Proof of Theorem 3

Proof of Theorem 3. Conditioning on the training data D, by the Dvoretzky—Kiefer—Wolfowitz in-
equality (Dvoretzky et al., 1956; Massart, 1990), we have, for any a € {0, 1}, that

~ dﬁa,l D
P [Slip ‘ /X gp,r(z, a){sDﬂ dﬁa,o () + bD}a} dP, o(x)

. dp,
—/ gD,T{SDﬂ 1P () + bD,a} dPa,O(x)‘ > 6] S exp{—(na,1 A na0)€},
X a,0

where gp  is given in Algorithm 1. Thus, by taking € < /log(1/n)/(ne,1 A n4,0) and applying
a union bound argument over a € {0, 1} and the event in Lemma 32, the theorem holds by taking
another expectation with respect to D. O

E Proofs for excess risk control

To simplify the notation, we write 7 = 7p s and 7% = 7}, ; in this section. For a € {0, 1}, denote

> (Caj*ean)(aaljfaan) (eal.g‘*@ao.j)2 Ta,0
T,(X) = Y {Ped = tebaels Z fa0d)  Tadd ZI0000 Y o { , b
( ) Z )\a,j 2)\a,j 8 7Ta71 — 7'*(2@ — 1)

(6)

Jj=1
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and

<3l - Ea,'_é\a,,' é\a,,'_é\a,,' ga,,'_aa,,'2 Aa,
Ta(X)Zzzl{( ! OJ%EJ” 0.4) _ | ngw. 0.4) }—log{L}.

j=

We further let

- (Cajfoan)(ealjfean) (ealjfean)2
H,(X) = 4~ Ze0d ey — Jald)  Peld —tabd) |, )
24 N v
and
7 (Eaj_aan)(aalj_aan) (é\alj_é\an)2
Hy(X) = ’ :04)Pa.1, 047 Valy —7a0.5) | (8)
=31 " )

~

With the above notation, we can rewrite 7, (X ) and T, (X) as

Ta(X) = Ha(X) —log { ———T20 =},

and

~

= 7 Ta,
To(X) = Ho(X) — IOg{W(ga—l)}'

E.1 Proof of Theorem 5

Proof of Theorem 5. Theorem 5 is a general version of Corollary 6. Most of the proof follows from
a similar argument to the one used in the proof of Corollary 6. We only include the difference here.

Upper bound on |7 — 7*|. Consider the following event, £p = {sup,cp |D(r) — D(7)| < ep}.
Then, condition on £p happening, by the argument in the proof of Lemma 14, we have that with
probability at least 1 — 7 that

Cpl7 — 7|7 S epl{r™ #0}.
Thus, it holds that [7 — 7| < €}, 1{r}, # 0}.

Upper bound on dg(fp s, f]57 5)- The proof follows from a similar argument leading to (11) and
it suffices to verify P{&;} AP(Er, NEr,) > 1 — 1, with &, Ex, and &7, defined in the proof of
Corollary 6. To control £, since by assumption, it holds that 7, 1 —7*sp o > cand 7, o +7"bp o >
¢, we have

N N c

Ta,1 — TSD,a > Ta,1 — €x — T*SD,a - |5D,a|€7' > 57

where the first inequality follows from the fact that 7* and 7 share the same sign, and the last
inequality follows from the fact that |sp 4| =< 1 and €,,¢, < 1. Similarly, we can verify that
%a,O + 7bp.a > ¢/2. To control Er, for a € {0, 1}, by a similar argument as the one in Lemma 12,
pick e, < €,+€ex+€;, then by a union bound argument, we have that P{E; } AP{Er, NER, } > 1—n.

(11) thus leads to dE(fD,(;, f}fm) S(en+ex +67)2

Upper bound on |R(]?D75) — R(fp 5)|- This follows directly from the fact that
[R(f) = R(fDs)| = de(f, [Ds) + |7 {D(fDs) — D(f)}]

< di(f, fp5) + [y B,
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E.2 Proof of Corollary 6

Corollary 11 (Excess risk control under disparity of opportunity). Suppose that the training and
calibration data D U D are generated under Assumptions 1 and 2. For any § > 0, the classifier
fpo,s output by Algorithm 1 satisfies the following properties.

1. For any truncation level J € Ny in S1 in Algorithm 1 such that
J Z log?(J) and J***?1og?(J)log(n/n) < 7, ©)

and any arbitrarily small constants 1 € (0, nY2A ﬁ(a725+1)/(257a))’ denote

)

a—2B+4]og(n o — o Je!
\/J 1 g(ﬁ [mlog/n) |\ /Fa=26+T1og(1/7), atl £ g < at?

€y = \/J2 log(ﬁ/%) log(1/n) + \/Ja72[3+1 log(1/7), aTH <B< a%r{

Jlog(n log(1 - a
w + \/J 26+ Tog(1/1), 8> -21-3.

Then, it holds with probability at least 1 — n that

I g1 £}
de(fpo.s, fHos) S €+ Do ;
if we additionally assume that DO(0) ¢ (6 — e, — \/log(1/n)/n,d] U [=0, -0 + €, +
log(1/n)/n).

2. If we further assume that n < n < N up to poly-logrithmic factors and select the trunca-
tion level J in Algorithm I as

3o+ 2

1
J = Nz -1{%<6<

}_’_Nzﬂa 3a+2}’

1{s= =

then it holds that

a—284+1 -
R Op<N St ), bl « g < 3at2
*
dE(fDO,Jvao,é) = a—28+1 342
Op(N e ), B> et

and
|R(fpo.s) = R(f50.5)| < de(fpos: fio.s) + [THo,s10p (N72).

Proof of Corollary 11. For any classifier f : X x {0,1} — [0, 1], by Proposition 1, the fairness-
aware excess risk under DO is defined as

B S = X [ ()= fse)
ac{0,1}

P,
) [ﬂ'a,o + {T*(Qa —-1) - Wa’l}dP 7(1) (m)] dP, o(z).

With the notation in (6), we have that

dPa,l _ Ta,0
dP,o 7e1—7"(2a—1)

exp {Ta(X)}.

In addition, consider the following event & = {7 € (—7,1,7m1,1)}. When & holds, we can then
control the fairness-aware excess risk d2°(f, f*) by

dRo(f, f*)

dP;
= /\ 71'17() + (’7'* — ’/T171) dPl’l (x) dPlyo({E)
T1(xz)>0 1,0
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< /A mT1,0 + (T* - 7T171) . (.CE) dPL()(.T)
Ty (2)>0,Ty (z) <0 dPro
dP,
+[\ 7T070+ (—T*—WQJ)dPO’l (31‘) dP07O(.fL')
To(2)>0,To(X)<0 0,0

71,0 * / R 1-— eTl('T) dPL()(.’L‘)
Ty (z)—T1 (z)<Ty(z)<0

+ mo,0 - / ~ 1— el dPojo(J?)
To(x)—To(x)<To(x)<0
=m0 -Ep, [{1 - eTl(X)}ll{Tl(X) ~Ti(X) < Ty(X) < OH

+700-Epy, [{1 - eT0<X>}]1{T0(X) —Ty(X) < To(X) < OH

=m0 Ep,, l{l = PON{T (X) - T (X) < Ty (X) < 0J1{ (%) — ()] < eTl}]

+ 0 Ep, |{1- eTl(X)}]l{Tl(X) ~TH(X) < Ti(X) < 0}1{|T1(X) ~Ti(X)| > en

J
+ 700 Ep, , _{1 = PN Ty (X) = To(X) < To(X) < 0J1{Ty(X) = To(X)| < er, |
J

+ 00 Epy o |{1— eTo<X>}11{TO(X) ~To(X) < To(X) < O}]l{|T0(X) ~To(X)| > en,

For any a € {0, -1}, write X, ~ GP(pta,0, o). We further denote
ET,I = {|j—\‘a(Xa) - Ta(Xa)| < 6T}~ (10)

Consequently, we can further upper bound the fairness-aware excess risk by

dpO(f.f*) < mio-er ‘Ep, []1{ —er <TV(X) < O}}
+ 7,0 - €r - Epy []l{ —er <TH(X) < 0}}
+ m0.0P(ER,) + m.0P(ET,)

< ( sw for )+ ( sw fon () +PER) +PER)

—er<t<0 —ep<t<0
4
<a. 1 . { g — /~L1,0||K12V 1}
11 = paollx, 1,1 = paoll,
1 10,1 — Ho,0ll%, V1
PP B g 7R Y| LS G
T o = poolls 10,1 — po,0ll%, (5,) + P(E,)
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Ser +P(ES, UET). (11)

where for a € {0,1}, for, denotes the density for T, given Y = 0, the first inequality holds

as 1 — exp{T,(2)} < -T,(X) < fa(X) — T,(X) < er, and the last inequality follows from
Lemma 17 and the fact that

el g e

Ty (X, Y:ONN(
(Xo)l 2 a1 — T (2a —

_ 2
5} s = maoll, )

In the rest of the proof, it suffices to control the probability for £, E,, £, happening. By Lemmas
14, 17, 31 and a union bound argument, it holds with probability at least 1 — 7/4 that

[log(1 [og(1
%1,1—?27r11—r*—{ og(~/n)+€H+ og( /n)}Zc,E:C,
’ n n 2
?

2
Analogously, we can also show that with probability at least 1 — r/4 that, when 7 < 0,

[log(1 [log(1
%071+?2770,1+T*—{ Og(ﬁ/n) e Og(n/n)} > g

Moreover, taking e = ey + /log(1/n)/n - L{|DO(0)| > § — eg — +/log(1/n)/n} in (10), by
Lemma 12 and an additional union bound argument, it holds that P{&;} AP(Ex, N &) > 1 — 1.
Thus, conditioning on &£, happening, we have with probability at least 1 — 7 that

d§0<ﬁf*>s{eH+ 81 4 {1p0(0)| > 5 en - 1@71/77)}} T+

2
5{6H+ W-n{mom)pa—m_ bg(rlb/ﬁ)}}

whenever i) € (0,n~ /2 A ple=28+1)/28=a)y, =

E.3 Control of |T,(X) — T,(X)|

Lemma 12. Suppose the training and calibration data D U D are generated under Assumptions 1
and 2. Then for any a € {0,1}, J € Ny such that

J >1og?(J) and J***2log?(J)log(n/m) <7,
and any constant 1) € (0, 1/2), it holds that

Poo [|Ta(X) = Tu(X)| S en + M~11{|D0(0)|>5—6H_ k’g(l/”)}]zl_m

~ n n
where ey is defined in (12).
Proof. 1t follows from the triangle inequality that
ITa(X) = Ta(X)| < |Ha(X) = Ha(X)| + | 10g(7a0) — log(ma0)|
+ |log{Ta1 —7(2a — 1)} —log{ma1 — 7*(2a — 1)}|.
For X ~ GP(pa,0, Ka), consider the following events,

log(1
57T - {'ﬁa,y - 7T0u?/| S.z Og(~/n)7 a,y € {0’ 1}}3
n

€ = {|H(X) = Hi(X)| Sen, a€{0.1} },

and

n

£ = {|?T*| S {en+ Lg(;/") b-1{1DO©)] > 5~ en — log(l/")}}.
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By Lemmas 13, 14, 31 and a union bound argument, we have that for any a € {0,1}, Poo(Ex N
Eua NE;) > 1 —n. The rest of the proof is constructed conditioning on £, N Ex N &, happening.
Therefore, we have that

I Ta(X) = To(X)| S [Ha(X) = Ho(X)| + [Fa0 = Ta0l + [t = Tan| + [F = 7]

~

Sem+ M-n{w()m > 68— ey — M}.

~
n

E.4 Control of |H,(X) — Ho(X)|

Lemma 13. Under the same condition of Lemma 12, for any a,y € {0,1} and small constant
n € (0,1/2), it holds that

Poy{|Ha(X) = Ho(X)| S e} > 11,

where

\/Joe72ﬁ+4 log(ﬁﬁ/n) log(1/n) + \/Ja—2ﬁ+l log(1/7) when oEl B < a+2

€g = \/J2 1Og(ﬁ/%)10g(1/n) + \/Ja72ﬂ+110g(1/7])7 when %2 < B < 0%3’ (12)

J log(n log(1 a— a
Llog(n/losUn) .y . /Jo=25TT log(1 /), when § > %2,

Proof. Note that
[Ha(X) — Ha(X)|

~

J ! (G -0 ~
’Z (Carj = 0a,0,3)(0a,1,5 — ba0,5) Z G = ba0,5) 9a,1,j—9a,o,j)

Aa.j j=1 /\ a,j
—  (Caj = 0a,05) a1, —ba0.,;)
ap> " |
j=J+1 »

~

J ~
N Z aJaJ ao,J)2 ~ (Oan —9a,0,j)2‘

=

o 2o
> (ea,l,j - 9(1,0,]‘)2 ’
+ Z 2)\aj ’
j=J+1 >

In the case when X ~ GP(pa.0, Ko). a € {0, 1}, the lemma thus follows by applying a union bound
argument to the results in Lemmas 19, 20 and 30, together with the fact that under Assumptions 2a
and 2c, we have

o0
Z (0a1,5 = ba.0,5) ‘< Ja—2B+1
T Dy

The case when X ~ GP(pq,1,K4), a € {0,1} can be justified similarly, hence is omitted here. [

E.5 Control of |7 — 7*|

Lemma 14. Under the same condition as Lemma 12, for any small constant 1 € (0,1/2), it holds
with probability at least 1 — n that

S {en + Lg(;/") b-1{1DO©)] > 5~ en — log(1/m) 3

n
where e is explicitly defined in (12).
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Proof. Denote Epo = {sup,cg |5\O(7) — DO(7)| < epo}. Taking

log(1/n)

€epo X € +

it holds from Lemma 15 that P(£5,,) < 7. The rest of the proof is divided into four cases.

Case 1: When |DO(0)| < § — epo. In this case, we have that 7* = 0. Moreover, under the event
€po; |DO 0)| <6, then 7 = 0. Consequently, |7 — 7*| = 0.

Case 2 : When 7* = 0 and § — epo < |DO(0)| < 4. In this case, we have that
P(F—1">e) = P(F > ¢)
<P(7 >¢,Epo) + P(EHo)
P(7 > ¢, DO(0) > 6,Epo) +P(Eho)
(DO ) >98,€po) + P(£D0)
<P(DO

DO(e) > 6 — DO(0) + c1e,Epo) + P(EHo)
S P(glc)O)a

where the second inequality follows as 7 > 0, the third inequality follows from Lemma 18, the
fourth inequality follows as DO(e) < DO(0) — c1e by Lemma 16 and the last inequality follows
by taking € > epo/c1. Analogously,

P(T<7"—¢)=PF < —¢)
<P(T < —¢,Epo) +P(EDo)

- IP’(? < —¢, f)b(o) < —6,Ep0) + P(EHp)

< (D DO( ) < =0 - DO(O) — 016,5D0> + ]P(((/‘BO)
< P(EBO)7

where the second inequality follows from Lemma 18, the third inequality follows from the fact that
DO(—¢) > DO(0) + c¢1e by Lemma 16 and the last inequality follows by taking ¢ > epo/c;.

Case 3: When DO(7*) = § and 7* > 0. In this case, by Proposition 7, it holds that DO(0) > § .
Hence,

P(F > 1" +¢) <P(F> 7" +¢,Epo) + P(EHo)
=P(7> 1" +¢,DO(0) > 6,€po) +P(Eho)

IN

P(DO(* + £) — DO(7* + ) > DO(7*) — DO(7* + €),Epo) + P(Epo)

(

(

P(DO(* + ) > §,Ep0) + P(EHo)
( )

< P(epo > c1g) +P(Epp) = P(EHo)s

where the first equality follows as P(T > 7% + ¢, E\O(O) < §) = 0, the second inequality follows
from Lemma 18, the third inequality follows from Lemma 16 and the last equality follows by taking
€ > epo/c1. Similarly, by taking € > epo/c1, it also holds that

P(T<7*—¢)
<P(T<1"—¢,Ep0) +P(EHp)

< }P’(l/)b(r* —¢) <4,Epo) +P(EHo)
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P(DO(* — &) — DO(r* — ) > DO(t* — &) — DO(1*),Epo) + P(Epo)
< P(epo > cie) + P(EHo)

P
P(Epo)-

IN

Case 4: When DO(7*) = —¢ and 7* < 0. In this case, it holds that DO(0) < —4. The rest of the
proof follows similarly to the proof for Case 3, we include them for completeness. For e > epo/c1,

P(T>71"+¢)

<P(T>7"+¢,Epo) +P(Epho)

< P(E\O(T* +¢e) > —0,Epo) +P(Epo)

=P(DO(r* +¢) — DO(r* + £) > DO(*) — DO(t* +€),Epo) + P(ES0)

<P(€po)-

Since P(T < 7* — ¢, 5\0(0) > —§)=0,fore > epo/c,
P(T<7*—¢) <P(T < 7" —¢,Epo) +P(EHo)

=P(F < 7" —£,D0(0) < —6,Epo) + P(EHp)
<P(DO(* — ) < =58,Epo) + P(E0)
=P(DO(* — ) — DO(t* — ) < =6 — DO(1* — £),Epo) + P(EHp)
<P(€po)-

The lemma thus follows by combining results from all cases together.

E.6 Control of |[DO(7) — DO()|

Lemma 15. Under the same condition of Lemma 12, for any small constant n) € (0,1/2), it holds
with probability at least 1 — 1) that

— log(1
sup |DO(1) — DO(7)| S e + 70g( /m)
TER n

where € is explicitly defined in (12).

Proof. Note that, by triangle inequality,

sup |DO(1) — DO(7)|
T€ER

< sup |DO(r) — E{DO(7)|D}| + sup [E{DO()|D} — DO(7)]

= (I) + (IT). (13)

Step 1: Upper bound on (I). To control (I), by the Dvoretzky—Kiefer—Wolfowitz inequality
(Dvoretzky et al., 1956; Massart, 1990), we have that
d

ni,1

1 . N N N N o~
— Z]l{(ﬂ'l,l —7)m(X1,1,:) > 7T1,0} — ]P’{(Wm — 7T (X1,1,4) > 7T1.,0|D}‘ >€

M1

P {sup
TER

<2 exp{—ZnLleQ},
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no,1
P{suﬁ K Z ]1{(%0,1 + T)ﬁo(XoJJ) > %070} — P{(%@J + T)ﬁO(XO,l,i) > %0,0|'D}‘ > € D:|
TE ,1 =1

< 2exp{—2np1€%}.
Thus, by a union bound argument, it holds with probability at least 1 — /2 that

log(1/7n) +\/10g(1/77) < log(1/n) (14)

no,1

sup |DO(r) — E{DO(r)|D}| < \/

TER nii

where the last inequality follows by further conditioning on the event in Lemma 32 and a union
bound argument.

Step 2: Upper bound on (I7). Note that
E{DO(7)|D}

=Py 1 {(F1,1 — 7)1 (X) > F1,0/D} — Po,1{(Fo1 + 7)0(X) > To,0|D}

]P’l,l[log{m( )} > log(= Mo ’D] Pg,l[log{ﬁo(X)} > log( ﬂ:?iT |D]

7\' 1T

T C (—7T0,1,7T1,1)7

Py 1 [log{m(X)} > log( |D]
T S _/77\'0,1)

—Po,1 [log{io(X)} > log(722-)| D],

7'>’/T11.

— s

We denote IT = (— min(mg 1, 7o,1), min(my,1,71,1)). In the rest of the proof, to control (II), we
will consider various cases.

Step 2-Case 1: 7 € II. Note that for 7 € I,
]E{DO )|D}
=P{(F11 — ) (X114) > 710D} — P{(Fo. + 7)A0(Xo,1.:) > Fo,0lD}
= P171{(7/T\'171 — T)?/’\]l (X) > 7/T\'17o|'5} — P071{(7/T\'071 + T);\]()(X) > 7/T\'07o|'5}

= /A APy () — /A APy (z),
Hy(z)~log{R1,0/(R1,1—7)}>0 Ho(z)~log{To,0/ (Fo,1+7)}>0
with H, defined in (8). Similarly, we can rewrite DO(7) as

DO(7) = dPo1 (),

/ e |
Hy(z)—log{m1,0/(m1,1—7)}>0 Ho(z)—log{mo,0/(m0,1+7)}>0
with H,, defined in (7). For a € {0,1} and X ~ GP (4,1, K, ), consider the following event,

En, = {sup H,(X) —log (ﬂ'a1—|—%((10—2a)) — H,(X)+log (Mﬁ)‘

Tell
<en, ac {0,1}}.
Note that

77 %aO Ta.0
i, 1 (— ) — H,(X) +1 (—)‘
Elellrol () ~log Ta1 + (1= 2a)T (X) + log Ta1 + (1 —2a)T

= sup {|Hu(X) ~ Hu(X)| + [10g(Fa.0) — 105(mao)

Tell
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+ 10g(Ra1 + (1 = 2)7) ~ log(ma1 + (1 - 2a)7)| }

S |Ho(X) = Ho(X)| + [Ray0 — Tayol + [Fay1 — Ta,1 -

Thus, picking €y as the one in Equation (12), by Lemmas 13, 31 and a union bound argument, we
have that Py 1 (Ex,) + P1,1(Em,) > 1 —1n/2.

For any 7 € II, it holds that

E{DO(r)|D} — DO(7)

/\ dPLl( ) —/ dPl,l(‘r)
Hy(z)—log{T1,0/(T1,1—7)}>0 Hy(z)—log{m1,0/(71,1—7)}>0

+/ dPo’l(,T)—/A dPo,l(LL')
Ho(z)—log{mo,0/(mw0,1+7)}>0 Ho(xz)—log{T0,0/(T0,1+7)}>0

S dP1’1<$)

/0>H1(m)—log{ﬂl‘o/(ﬂl,l—T)}>H1(fc)—log{ﬂl,o/(‘ffl,l—T)}—Hl($)+10g{%1,0/(%1,1—T)}

_|_/ _ dPO’l(.Z‘)
0<Ho(z)—log{mo,0/(m0,1+7)}<Ho(z)—log{mo,0/(m0o,1+7)}—Ho(z)+log{To,0/(To,1+T)
1 g1, — paoll%, V1
con| L e 1y
11,1 = paollx, 11 — paoll%,
1 - 4 v1
N . {_ l140.1 — p0,0 K } (15)
10,1 — Ho,0ll 7, 10,1 — Ho0ll%,
= €y, (16)

where the last inequality follows from a similar argument as the one leading to (11). Using a similar

argument, we can also achieve a same (up to constant order) upper bound for DO(7) —E{E\O(T) |D}
as the one in (16).

Step 2-Case 2: When —7 ; < 7 < —7 ;. Note that in this case, by standard calculation, we have

that

DO(r) = / APy 1 (x) — / APy (2),

Hy(z)—log{mi,0/(m1,1—7)}>0 Ho(z)—log{mo,0/(mo,1+7)}>0
and
E{DO(7)[D} = | AP, 1 ().
H1(1)—10g{%1,0/(*1,1—7')}>0
Consequently,
sup  |[E{DO()|D} — DO()|

—70,1 <T<—T0,1
< sup /A dPy () —/ dPr ()

—70,1<T<—T0,1 Hq(z)—log{T1,0/(F1,1—7)}>0 Hq(z)—log{mi,0/(m1,1—7)}>0

+ sup / dPo)l(x)’

—m0,1<T<—=Ro,1 ' J Ho(z)—log{mo,0/(m0,1+7)}>0

= (4) + (B).

Note that (A) can be controlled using a similar argument as the one used in Step 1 and we
only present the upper bound on (B) in the sequel. Consider the event & = {|mo1 — 7o,1| S
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log(1/n)/n}. By Lemma 31, it holds that P(€,) > 1 — /2. The rest of the proof is constructed
conditioning on the event £, happening. Therefore, we have that

(B) = sup POJ{HO(X) > log (%)}

—70,1 <T<—T0,1 To,1 + T

Hy(X) > log (&)}

0,1 — 70,1

IN

P

IN

log(1/n)

0,1{ X)

Po.{ Ho(X) > log ﬁ)}
= o {HoX) By (o) > g ([ o) - I Pl
mlog( log(ﬁl/n))}<(l7)§€h” (17)

where the third inequality follows from the standard property of Gaussian random variables.

ieXp[—

The proof for the other cases follows a similar argument as the one used in Step2-Case 2, hence it is
omitted here. The lemma thus follows by substituting the results in (14) and (16) (or (17)) into (13)
and a union bound argument. [

E.7 Behaviour of DO around 7

Lemma 16. Recall DO given in Definition 3. Under Assumption 2, for any € in a small neighbour-
hood of O, there exists absolute constants c1,co > 0 such that

c1€ < DO(7*) — DO(1* 4+ €) < o€, ¢16 < DO(T* —¢) — DO(7) < cqe.

Proof. Note that for any 7 € R,
DO(r)

= P{?TLl?’]l(X) — 71,0 > 7'771(X)|A = l,Y = 1}

— P{mo1mo(X) — mo,0 > —mmo(X)|[A=0,Y =1}

Bra[log{m (X)} > log(4)] — By, [log{no(X)} > log(;22-)],

—To,1 < T <711,

Py [log{m (X)} > log(ﬂ:ifﬂ]’ T < —mo,1,
—Py,1 [log{no(X)} > log(W;?ﬁT)L T> T

P lpii—paolle, log{ﬂl,O/(Wl,lf‘f)} _ 3 0,1 —po,0llxy 10g{7fo,0/(7f0,1+7)}
2 lle1,1—pa,0llx, 2 lo,1—ro,0llxq ’

—mo,1 <7 <711,

& Pul,l—m,om B 10g{‘ﬂ'1,o/(‘ﬂ'1,1—"')}:|7

= 2 let,1—p10llx,
T < —mo,1,
_d |:||M0,1—Ho,o||K0 _ log {Wo,o/(ﬂo,1+7)}}
2 lko,1—ro,0ll K¢ ’
T > M-
By standard calculation, the derivative of DO with respect to 7 is
DO (1) = — 1 . [|M1,1 — 0l Ky _ log {7T1,0/(7T1,1 - 7)}
11 = paollx, (r10 —7) 2 111 = paollx,
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1 o1 — poollx,  log {770,0/(77071 + 7’)}
- . — , (18)
10,1 — 0,0l 5, (0,1 +7) 2 ll110,1 — po,0ll &,

where ¢ is the standard normal pdf. For any € in a small right neighborhood of 0, by Lemma 17, it
holds that —mp 1 + ¢ < 7° — €, 7%, 7 + € < m,1 — ¢, where ¢ > 0 is a small constant. Thus, by
(18), we have that —cy < DO’ (7* —¢€), DO’ (7*), DO’ (7* 4+ €) < —¢; for some universal constants
c1,c2 > 0. Hence, by the mean value theorem, we have that

co€ > DO(7*) — DO(1* 4+ €) > c1€, coe > DO(T* —¢) — DO(T*) > ¢qe.

E.8 Auxiliary results

In this subsection, without loss of generality, we assume that X ~ GP(uq 0, K) fora € {0,1}. The
case when X ~ GP (14,1, K) can be justified similarly.

Lemma 17. Recall the definition of T* in (3) with D chosen as DO. Under Assumptions 1 and 2,
there exists a small absolute constant 0 < ¢ < min{mg 1, 71,1} such that

—mop+e<7"<m;—c
Proof of Lemma 17. By the definition of DO, we have that
DO(r)
=P{mim(X) —m,o>mm(X)A=1Y =1}

— P{?T()J’r]o(X) — 0,0 > —T?’]()(X)|A =0,Y = 1}

P11 [log{n(X)} > log(:7%)] — Po,1 [log{no(X)} > log(724)]

—mo,1 < T <711,

P11 [log{m (X)} > log(32)], T < —mo 1,
—Po,1 [log{no(X)} > log(ﬂ:?’iT)L T >,

lre1,1—p1,0ll iy llro,1—ro,0llxq ’

P llps,1—prollx, 10%{7&,0/(”1,17)}} <I>|:”#°‘1“°’°”K0 log{ﬂo,o/(ﬂo,ﬂr‘r)}
2 - - 2 o

-1 < T <711,

le1,1—p10llKy

o Pul,l—gl,ml B 1og{m,0/(m,1_f)}}

T S —70,1,

_P |:||P«0,1N0,0||K0 _ log {770,0/(”0,1+T)}:| ’

2 0,1 = 10,0l K¢

T2 M.

In the case when | DO(0)| < 4, the lemma holds trivially as 7* = 0, and it is automatically bounded
away from the boundary by a small constant. We will divide the following proof by conditioning on
different assumptions.

Let 79 denote the value such that DO(7y) = 0. Then in the case when DO(0) > 4, it holds that
7* > 0 and DO(7*) = . By Proposition 7 and the fact that DO(7y,1) < 0, it must be the case that
0 < 7 < 19 < 71,1. Consequently, we write 79 = 71 1 — € where 0 < €; < 7y 1, and in the rest of
the proof it suffices to prove that €; =< 1. By the fact that DO(7p) = 0 and @ is a strictly increasing
function, it holds that

lpin = ol log{mo/(ma—70)} _ Jluoa — poollwy  1og {mo.0/(mo.1 + 70)}
2 11 — paollx, 2 10,1 — 10,0l Ko
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hence implies

lpaa = prollx, — log(mo/e)  llnoa — poollk,  log {moo/(mo1 +ma — 1)} (19)

2 1,1 = paollx, 2 10,1 — po,0ll o

Suppose that €; is a function of n and 7 such that e; < 1. However, in this case log (7T1,0 / e) >
log {m0,0/(m0,14+m1,1—€) } < 1, hence (19) never holds when || 10,1 —p0,0( o = [|p11,1—
1. Thus, we achieve a contradiction, and it must be the case that e; = ¢; where ¢; > 0 is an absolute
constant. Therefore, we have that 7* > Qand w1y — 7* > m 1 — 7o = €1 = cy.

~
~

Similarly, when DO(0) < —d, we have 7* < 0 and DO(7*) = —4. With the same notation as
above, by Proposition 7, it must be the case that —mg 1 < —mg1 + €2 = 79 < 7° < 0, where
0 < € < —mp,1. Using a similar argument as above, it holds that

1,1 — pollx,  log {m0/(m11+ 701 —€2)} _ o1 — popllx,  log (mo,0/€2) 20)
2 110 — paollx, 2 10,1 — w00l 5,

Suppose that €5 is a function of n and n such that e < 1. However, in this case, we have that
log (mo,0/€2) > log {m1,0/(m1,1 +m0,1 — €2)}. Thus (20) never holds and we reach a contradiction.
Hence, we conclude that o = ¢ and 7* + 7y 1 > 79 + mg,1 = €2 = c2. The lemma thus follows by
combining the results in the three cases above. O

Lemma 18. Recall the empirical estimator for Disparity of Opportunity

ni 1 no,1

50( R 1 e R R R

DO T Z]l{ @1 — ) (X114) > T} — — Z]l{(ﬂm + 7)00(Xo0,1,i) > To,0}-
1,15 0,153

It holds that DO is a non-increasing function. Moreover, 55(%171) < 0and 55(7%071) > 0.

Proof of Lemma 18. Recall that spo 4 = 2a — 1 and bpo,, = 0. Then {7 € R : T4 0+ 7bp o >
0,Ta1 — TSp,a > 0,Va € {0,1}} = {7 € R: =71 < 7 < 711}. The estimated disparity
function is

1,1

1 1 X

.55(7’) = E Z 1{(%1)1 — T)ﬁl(Xl,l,i) > 7/\'('170} - m Z ]1{(%071 + T)ﬁO(XO,l,i) > %0’0}
=1 Tog=1

nll,l S ]1{771(X1,1,z) W:i‘OT} — "3,1 D ]l{ﬁo(Xo,Li) > ﬁ:’?‘iT }7

T € (—To,1,T1,1),

1 n 7,
T Z 1,1 1{771()(171,2) > %111107}7

T E (—OO7 —/71:0 1],

)

1 no,1 ~ 70,0
"o Zi:1 ]l{UO(Xo,Li) > ?0,1-1-7}’

T E [51'\171,4—00).
For —mp1 <71 <72 <711,

DO(1y) — DO(s)

HEK T T
0 ~ 1,0
*z { L (Xi) < A}
1,1 —T1

nii 1,1 — T2

1 1 70,0 . 70,0
+ ZH{A <no(Xo,1,) < A}

i=1
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Form <1 < —5'(\0,1,

DO(r1) — DO(7)
! %1{ O F(X1) 1.0 } >0

= — = 1(X11) S ——— ¢ 2>

ni i 1,1 — T1 g ot 1,1 — T2

Formi1 <1 < 7o,

DO(r1) — DO(7)
! 10,1 L 0.0 <o(X ) < 70,0 >0
B 10,1 “— To,1 + T2 MoltoL,i) = o1+ T ’

Hence, DO(7) is a non-increasing function. Therefore, if | DO(0)| < &, then 7
then 7 > 0. If DO(0) < —4, 7 < 0. Moreover, a straight calculation leads to

DO(711) <0 and DO(—7g1) > 0.

=0.If DO(0) > 6,

O

Lemma 19. Conditioning on the training data D, under the same condition as the one in Lemma 12,

for any small constant 1 € (O 1/2), it holds with probability at least 1 — 1) that

J
‘ Z (Caj — O O,J)(9a,1,y —0a05) 3 (Caj = 0a,0,)(ba,1,j — bar0,5)
X j=1 Aaj
\/Jaf2ﬁ+410g(ﬁﬁ/77) log(1/n) when 04—2}-1 < /6 < aT—Q—Q7
J?log(n log(1 a+2 a+3
< \/ 8(i/m log (1 /) when 42 < § < af3.
Jlog(@/n) log(1/n) when > o3
Proof. Note that
Z (Caj — ba 0] )Oa1 = ay) i (Ca,j = ba,0,5)(0a,1,; — bao,5)
j=1 X j=1 Aaj
J ~ ~ J ~ ~
-y (Cag = b OJ)(9a,1,j —0a0;5) 3 (Caj = 0a,0,5) (a5 = ba0,)
j=1 >‘ a,j j=1 Aa,j
(¢ )0u15 = 0005) N~ Cag = 00.05)Gary = Oa)
+Z a,j — aO] a,l,7 = Ya,0,7 Z a,j a,0,j a,l,7 = Ya,0,7
j=1 A@»j j=1 Aa,j
J ~ ~
-y (Carg = 005 = Cag + 00.0.5) Ba1s — Ba0.5)
Jj=1 Aa,j
4 é\a,l,j - é\a,O,j ga,l,j - ga,O,j
+Z(Ca3 aO,j)( ~ - )\ - )
—_ j a,)
j=1 a,j
= (I) + (11). 1)
When X ~ GP(uq0,K), by standard properties of Gaussian process, it holds that
(Caty---»Cay) " ~ N(0,A) where A = diag(\1, ..., A\, ;) and for any j, k € [J] such that j # k,
Var((a,j) = >\a,ja

var(fa,j - é\a,O,j —Cayj +0a0,j) = //Ka(Sa t){‘ga,j(s) — @a,j(s)
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ba,j(t)} ds dt,



and
COV(Ca,j aO,j Caj+0a0]7<.ak aOk7Ck+9a0k)

= / / Ka(5,){a,3(5) = $ai(s) H{Par(t) = du(t)} ds .

Therefore, it holds that

~

Z (CCLJ b, 07] Ca,j j_ 9“70’47)(§a’17j — ea’07j) ~ N(Qh Q2)7

=1 Aaj
and ; R R
ea '*ea.' 9(1 ,‘79(1 N
Z Ca,] a ,0,9 ( 717]/\ R = j)\ ] 2 j) ~ N(O, Q3)7
j=1 Aaj @J
where

'@
:Z aﬁl’j e /{ﬂao — fla0(t) }6a 5 (t) dt

J
Bt j — Oav, -
R sl | / Kol 0){0s(5) = Bug (90} {Bus (1) — 609} ds
j=1
+2 Z 90,,1,]/\ 90,,0,] . ea,l,kA é\a,O,k
Aa,j Aak

: //Ka(&t){aa,j(s) - ¢)a,j(8)}{$a,k(t) — Gai(t)} ds dt,

1<j<k<J

and

a,l,j ea,O,j ea,l,j - ea,O,j 2
QS - Z )\a J ( )\ . B A j ) ’
a,j @s

Consequently, by standard Gaussmn tail properties (e.g. Proposition 2.1.2 in Vershynin, 2018), it
holds with probability at least 1 — 7 that

(D] S Q1]+ v Q2log(1/n), and [(II)] S v/ Qslog(1/n). (22)
Substituting (22) into (21), the lemma thus follows by applying a union bound argument to the
results in Lemmas 21, 23, 24 and 27. O

Lemma 20. Under Assumptions I and 2, if we assume that X ~ GP (g0, K) fora € {0,1}, then
Sor any small constant 1) € (0,1/2), it holds with probability at least 1 — 1) that

‘ Z (Ca] aOJ)(Galj aO] ‘<\/J‘1 25+110g(1/77)
4 Aa,j
j=J+1

Proof. When X ~ GP(uq,0,K), it holds that

i (Cayj — ga,(),j/)\(ea,l,j —0a04) N(07 f: (9a,1,j)\— 90,,0,]’)2).
j=J+1 @] j=J+1 a,j

Consequently, by standard Gaussian tail properties (e.g. Proposition 2.1.2 in Vershynin, 2018), we
have with probability at least 1 — 7 that

i (Ca,j - ga,(),j)(ea,l,j - ea,(],j)‘ S, log(l/n) i (ea,l,jA_ ea,(),j)Q
j=J+1 @] j=J+1 a,j

< \JTe 2 log(1/n),

where the last inequality follows from Assumptions 2a and 2c. The lemma thus follows. O
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Lemma 21. Under the same condition of Lemma 12, for any small constant n € (0,1/2), it holds
with probability at least 1 — 1) that

PR
@ =| Y Beta = Bea) [ 00) = o0} (0)
j=1 a,j

J log(n/n) a+1 a+2
cJV TR when S5 < B8R
\/ 7%(;/"), when 3> ¢£2.

Proof. By Lemmas 30 and 22, the event in (44) and a union bound argument, we have with proba-
bility at least 1 — 7/2 that

\Z vfam /{uao ~ a0 (1)} (1)

a,j

s, . R
S s~ Duos | o] [ {ha0t) = Fno®)} st |

M“

1

<.
Il

~

0a,1,j — Oa0,j

V Aa, V Aa,j

00,1, — 0a0,j log(?/n). 23)
Aa.j n

)

1 Jj e 1og(ﬁ/ n)

LA
M~

<.
Il
Jan

A
M~

<.
Il
Ja

To further control (23), we will consider three different cases.

Case 1: When (o + 1)/2 < § < (o + 2) /2. In this scenario, by a union bound argument, we have
with probability at least 1 — 7 that

IS Boss — bons)* § lo(i/n)
j=1 Aa,j ="
< Jlogﬁﬁ/n){l y (J2 logQ(leog(ﬁ/n))%}
Jlogﬁﬁ/n)

where the first inequality follows from Cauchy—Schwarz inequality, the second inequality follows
from Lemma 30 and the last inequality follows from the fact that

¢ J21og?(J) log(7i /1)

n

<1

Case 2: When (o +2)/2 < 8 < (3a +2)/2. In this case, by Lemma 39, we have with probability
at least 1 — n)/2 that, for any j € | \9(1’1,] a0 S g —# . Therefore, we have that

23) < 1/ 8/ n/n Z 55 < /log(n/n)

where the last inequality follows as /2 — 8 < —1.
Case 3: When 8 > (3a + 2)/2. In this case, by Lemma 39, we have that with probability at least
1 —n/2 that, for any j € [J],

j—log(n/n)

10a1,; — a0l 577+ =
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Therefore, we have that

23) < W{ 58 4 \/@}

=1 j=1

< [log(n/n) | Jlog(in/n)
< /log(f/n)7

where the second inequality follows as «/2 — 3 < —1 and the last inequality follows as
J%log(n/n) <.

The lemma thus follows by combining results in three cases together. O

Lemma 22. Under Assumptions 1 and 2a, for any small constant n) € (0,1/2), it holds with proba-
bility at least 1 — n that, for any a,y € {0,1} and j € [J] such that J***2log(n/n) < 7,

[ a0 )00 1] 5 B

n

Proof. Consider the following events,

—~ log(1
1= { e (® — e ®llz </ B oray e {011},

~ i2log(n .
& = {18 — duslis <\ BY porae 0.1y, 5 € 1]},
and

|

By Lemmas 32, 33, 35 and 40, it holds from a union-bound argument that P(£; NE;NE3) > 1 —1).
The rest of the proof is constructed conditioning on the events happening. Note that

‘ /{“a,y(t) - ﬁa,y(t)}aa,j(t) dt‘

| [ 106) = 1 ®} (B0 = 0050} ] + | [ (i (®) = 1o (0} 00.50) ]
y

= (1) + (1), (24)

and in the rest of the proof, we will control (I) and (I7) individually.

= iy/{)?i,y(ﬂ—ua,y(t)}%,j(t) a5 1 loa(®/n), for a € {0,1}.5 € [J]}.

Nay = n

To control (I), it holds from Cauchy—Schwarz inequality that

|(I)‘ S \// {M(Ly(t) - //fza,y(t)}Q dt/ {aa,j(t) - Qba,j(t)}Q dt

<\/log(l/n)ﬁlog(ﬁ/n):\/ﬁlog(ﬁ/n)log(l/n) 25)

~ ﬁQ ’

n n
where the last inequality follows from &; and &;.
To control (1), it holds that

Tla,y
1

((ID)] =

n / { Xy ® = tay(®)}ba(t) dt‘
Y =1
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< j—log(n/n)

— ) (26)
n

where the inequality holds from &5. Substituting the results in (25) and (26) into (24), we have that
for any j € [J],

‘/{u’a,y(t)_/lea’y(t)}(ga’j(t) dt‘ < \/] log(n/n) log(1/n) \/j“log(ﬁ/n)

n2 n

< Ji s/,

n

whenever J**? log(1/n) < n. Thus, the lemma follows. O

Lemma 23. Under the same condition of Lemma 12, for any small constant n € (0,1/2), it holds
with probability at least 1 — 1 that

‘Z a,l,]A—Q u0.;) //K (5,0 {B0.5(5) = Bu3(5)} {Bus (1) — dus(1)} ds d
j=1

Jo—28+8 log n/n 1 2

@/ ) when O‘"Q" < p< —0"2" ,

< M at?2 at3

~ = , when 0= < 3 < &=,
log(n/n) a+3
==, when 3> 9=,

Proof. Consider the following event
& = {Aa,j/2 <N < 3Nay/2, forjelJ].a e {0, 1}}. 27)

By a similar argument as the one used to control (44), we have that P(£;) > 1 — 7. The rest of the
proof is constructed conditioning on £;. Note that, by triangle inequality, we have that

;o
(ga,l,j_aa,o,j)2 ”n (s) — (s . _ . s
\;;%j//amwwwu Bu ()} {8 (8) = 0y (1)} ds
J

alj/\Q aOJ ‘//K 8 t {¢a] ¢a7j(3)}{$a,j(t)_¢a,j(t)} ds dt’ (28)

j=1

We divide the following proof into three cases depending on the value of 5. For any o > 1, by
Lemma 25, we have with probability at least 1 — 7 that

\//K@@%@@—%ﬁ»%ﬁ( %J}ﬁﬁki‘g?ﬂi
Case 1: When (a+1)/2 < 3 < (a+

2)/2.In th1s scenario, by Lemma 39, we have with probability
at least 1 — 1)/2 that, for any j € [J], |04.1

1, — 0a0,j] < 7P, Therefore, we have that

~ J ~ o -
(28) < ‘oe/n) Y joekma log (/1) Z j2prara o 7T log(@/m)
~TR

, n ; - n ’
Jj=1 Jj=1
where the last inequality follows from the fact that « — 28 + 2 > 0.
Case 2: When (a + 2)/2 < 8 < (a + 3)/2. In this scenario, by Lemma 39, we still have with

probability at least 1 — /2 that, for any j € [J], 04,1, — a0, S 777 Therefore, we have that

J
1 J1
28) < og n/n Z] 2p+a+2 < Ogén/n)
Jj=1
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where the last inequality follows from the fact that —1 < —25 + a + 2 < 0.

Case 3: When § > (a + 3)/2. In this case, by Lemma 39, we have that with probability at least
1 —n/2 that, for any j € [J],

0. G i~ log(m

Therefore, we have that

n n

(28) < log n/77 i —QﬂvM}j2+a<w{z jo— 2ﬂ+2+z }

7j=1

- log(zi/n) {1 y J? lfig(ﬁ)} < log(z”l/n)’

where the third inequality follows from the fact that « — 23 + 2 < —1 in this case and the last
inequality follows from the assumption on .J.

The lemma thus follows by combining the results for all six cases above. O

Lemma 24. Under the same condition of Lemma 12, for any small constant n) € (0,1/2), it holds
with probability at least 1 — n that

~ ~ ~ ~

2: Oa,15 — Va0, Oa1,k — 00k

=

1<j<k<J /\a,j Aa,k

[ Kals.01805(5) = 00 Hbur0) = Gus(®)} ds

S g @)  ypen 2L < B < @82,

< %’ when 2 < 3 < of3,

~ %7 when 2 < g < ol
%’ when (3 > (%4-

Proof. Note that by the triangle inequality, we have that

o~ o~

‘ Z 9a,1,j - 9a,0,j 9a,1,k - 9a,0,k

1<j<k<J Aa,j Aak

[ Kas.01805(5) = 006 HBus () = 0ua(0)) ds a

S 100,15 = 00,1 1Bat =Bl

1<j<k<J Aa.j Ak

' ‘//K“(S’t){‘gavj(s) ~ G (5)H{Ia(t) = Gar(D)} ds dt|
— J —~ - =N R
— ‘0(1,17_]' - 0(1707j| . |9a71,k’ — 9(170,/{:'
o z:: Z N =

k=j+1 a,j )\a,k

| [ Bl 00{0s(5) = 6050 HBar(0) ~ 040} ds

(29)
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The rest of the proof then follows a similar argument as the one used in the proof of Lemma 23.
The proof below is constructed conditioning on the event in (27) and we will divide the proof into
various cases. For any a > 1, by Lemma 26, we have with probability at least 1 — 7 that

[ ] 5als008055) = 6050 }HBan(0) ~ 6040} ds ] £ \/ £ oK o @)

n

Case 1: When (a+1)/2 < 8 < (a+
at least 1 — /2 that, for any j € [J], |

2) / 2. In this scenario, by Lemma 39, we have with probability
O, — 0(170’]| < j~P. Therefore, we have that

J - .
I [a,1,5 = ba,0.x|
k=j+1 )‘ayk

1og(71/n) "= 1o |fu1; — aan
2Dy "

j=1
loa(7 J-1 1 J-1
< og(f/n) Zj%_ﬁﬂ Z k501 < og n/’? Zj%—[i+1.J%—ﬂ+2
n
j= k=j+1 Jj=1

_ T2 log i /)

= ~ Y

n
where the third inequality follows as a/2 — 8 + 1 > 0.

Case 2: When (o + 2)/2 < 8 < (a + 3)/2. In this scenario, by Lemma 39, we still have with
probability at least 1 — 7/2 that, for any j € [J], [0a.1.j — 0a.0;| < 777 Therefore, we have that

N J-1 J SO
log(1/n) G~ 5 2 Jlog(n/n) J?log(7/ n.
20y < = 3§ —B+1 $—B+1 L 2 o\ jo— 2,3+2 g e\ )
0 5 D S jrorn 3 gaoan < Tosl) 5, d
Jj=1 k=j+1 j=1
where the second inequality follows as Zi:j—i—l Ee/2=B+1 < Jje/2=B+las 1 < /2—-B+1<0
and the last inequality follows as —1 < a — 28+ 2 < 0.
Case 3: When (a + 3)/2 < 8 < (a + 4)/2. In this scenario, by Lemma 39, we still have with
probability at least 1 — 7)/2 that, for any j € [J], |#a.1,; — 0a,0;| S 777 Therefore, we have that

log (7 J—1 . J . loa (7 J—1 1
29) < og(g/n) Zj5—5+1 Z L5 —6+1 < J ogén/n) Z]a 25+2 J ogT(ln/n)
— =

k=j+1
where the second inequality follows as —1 < «/2 — 8+ 1 < 0 and the last inequality follows as
a—20+2<—1.

Case 4: When 5 > (a + 4)/2. In this case, we have that with probability at least 1 — /2 that, for
any j € [J],

|§a,1,j — é\a,O,j| < PP+ g% login/n) IOE;(n/n).
n
Therefore, we have that

09 < B S (5pn | [FIBEN S g [Els)

- n - n
7j=1 k=j+1

n

log(7/n) {le _BHVZ /J’Qlogéﬁ/n)} < st/

/1) § f55-pun P8 1y [T hoBi/a)

where the second inequality follows as a/2 — 8+ 1 < —1 and the third inequality follows from the
assumption of J.

The lemma thus follows by combining results for all cases together. O
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Lemma 25. Under Assumptions 1 and 2a, for a € {0,1} and any small constant n € (0,1/2), it
holds with probability at least 1 — 1 that, for any j € [J] such that J***2log(1/n) <,

[ [ Kaloi1805(6) = 6060 Hus 1)~ )} s ] 5 21O,

Proof. By Lemma 46, we have that

| [ ] Eals {800 = 60,0} {uss) ~ 605(9)} ds @t
< | [ 4usm) = s} usm) - [ [ Kols,0)6050{605(5) = 00s(5)} ds |
Y s = 2™ [ [ Kal:0600){Bus(5) = 605(5)} s

L]

[ {Ralin ) = Km0} (m)60a(0) dm ],

(30
and for any [ € N+, it holds that

/ / Ko(58)6a1(t){Bai(s) — bay(s)} ds di
_ / / K5, )00 (t)da ;(s) ds dt / {B0;(m) — Buy () }bas(m) dm
+ 3 o = Aar) ! / / Kao($,8)ha(t)dar(s) ds dt

rir#j

-//{&(W)— 2(1,0)} B (M) (€) dim dO

{(Xw Xa) Aot [ [ {Ka(m, 0) = Ko(m, )Y b (m)da,(£) dm df,  when I # j,

Xaj | {(Euj(m) — ¢a,;(m) }¢q,;(m) dm when [ = j.

(31)
Substituting the results in (31) into (30), we have that

| [ ] Kal 04800~ 0050} {Bus(5) = 00(5)} ds
has{ [ {Bu(mm) = b m)} s ) )|
Y i = 2 ] [ [ ARum,) = Ko, 0} 605 m)na(e) dm d |

l:l#j

= (I) + (ID).

(32)
Consider the following events,

& = {(Xw —Xak) 2 < 2(Nayj — Aag) %, fork € N\{j}, j € [J], a € {0,1}},

~ log(1
E = {HK,I—KQHLQ 5 w, ae{O,l}},
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~ 12 log(n )
£ = {18~ dulis < /B porje 1), ae 0.1y},

and

fu= {‘ / / {Ka(m, £) = Ko(m, 0) }da,;(m)dar(£) dm dé‘ < \/ J=k=* log(n/n)

n

k,j € [J], ae{o,1}}.

By Lemmas 32, 34, 35, 37 and a similar argument as the one leads to (51), it holds from a union-
bound argument that P(£; NE N E3NE,) > 1 —n. The rest of the proof is constructed conditioning
on these events happening. To control (I), we have that

~ 2—«a
(I) Sjia/{ﬁba,j( ¢a,y } dm - /¢ d < M) (33)

where the first inequality follows from Cauchy—Schwarz inequality. To control (I7), note that by
the triangle inequality, we have that

(IT) < ’ Z )\a,l(xa,j Aat) //{K (m, ) — Ko(m, 0) }¢q;(m)da,(€) dm dg}Q‘

Lil#]

+ ‘ Z )\a,l(/):mj - )\a,l)_Q

Ll

{ / / {Ka(m, 0) = Ko(m, 0)}{ba;(m) — baj(m)}da.(€) dm d€}2’

— (ID)y + (I1)s.

To control (I1); in a separate large probability event, by a similar argument as Steps 2 and 3 in the
proof of Lemma 41, we have that

(II>1 5 Z )‘a,l(/):a,j - )\a,l)_Q .

Ll

J~ " *log(n/n)
n

SMZ(AGJ_)\ ) 2[ 2Q<M (34)
L:1#j

where the last inequality follows from Lemma 44. Similarly, to control (I1)s in a large probability
event, we have that

(I1)2 < Z >‘a,l(>‘a,j - )‘a,l)72||Ka - KaHQL?”Qba,j - ¢QJH%2H¢(1JH%2

l:l#7
< log(n/@log(l/n) S (g — Aag) 220
n l:1#7
j**+log(7n/n) log(1/n) _ j* *log(i/n)
~ n2 /\J ﬁ ) (35)

where the first inequality follows from Cauchy—Schwarz inequality, the third inequality follows from
Lemma 44 and the last inequality follows from the assumption that J2**2? < n. The lemma thus
follows by substituting the results in (33), (34) and (35) into (32). O]

Lemma 26. Under Assumptions 1 and 2a, for any a € {0,1} and small constant n € (0,1/2),
it holds with probability at least 1 — 0 that, for any j,k € [J]| such that 1 < j < k < J,
J2*t2log(1/n) S 7,

[ ] Ealss60505) = 6 Hbur(t) = 0s(0)} ds ] < \/ ok g (/)

n
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Proof. By Lemma 46, we have that

| [ ] 5als {8050 = 60,0 HBun(s) — dun(o)} ds et
= | [ {Busm) = G0}y m) - [ [ K5, 06050{B0(5) = 0s)} ds
+‘Z aj — Aal) //K (5,t)Pa,(t {%k — Gak(s)} ds dt

Ll#]

. //{[?a(mvg) - Ka(ma E)}(Ea,j(m)(ba,l(é) dm dﬂ"
(36)
and for any [ € N+,

[ [ Eals00010150s(5) ~ 6040} ds a
= //Ka(57t)¢a,l(t)¢a,k(5) ds dt/{cga,k( — ¢a,k(m) }dax(m
£ 3 Cos =) [ [ Kalsi 600000, (5) ds

rir#£k

’ // {[?a(m’ 6) - Ka(m7£)}$a,k(m)¢a7r(£) dm de. (37)

Substituting the results in (37) into (36) and using the property of eigenfunctions, we have that

[ [ Bl 014u0) s} {Buk(o) (o)} s
= | [ {Busm) = 605}y (m) i (s = Nas) P
A Raln ) = Kol 00 m)65(0) dm ]
[ =201 s [ {uslm) — s} m
/ / {Ram, 0) = Ko(m, 0)}dos(m)br(€) dm d]
] 3 Gy 2™ G~ A A

~//{f<a<m,£)— 2 (10,0 B () (£) dim

. // {I?a(m’@ N K“(m’f)}(gw(m)(ba,l(f) dm df‘

= (I)+ (II) + (II). (38)

Consider the following events,
E1={Paj — Akl TV <V2Aaj — Mgl fork e N\{j}, j € [J], a€{0,1}},

= log(1
Er = {HKa — Kl w, fora € {0,1}},
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~ 12 log(n )
£ = {18~ dulis < /B porje 1), ae 0.1y},
and

go={| [ [ {Rutm ) = Kulm,0)}0usm)0.4(0) dm ]

- \/j‘ak“ilog(ﬁ/n)

~ n

 kjel), aefo1}}.
By Lemmas 32, 34, 35, 37 and a similar argument as the one leads to (51), it holds from a union-
bound argument that P(£; NE; NE3NE,) > 1 —n. The rest of the proof is constructed conditioning

on these events happening, and we will control the three terms in (38) above separately in three large
probability events below.

Step 1: Upper bound on (7). Note that by triangle inequality, we have that

(D < ‘ /{a‘”(m) = a5 (M) }bas(m) dm - ok = Aag) ™ Aag
’ //{I?a(m7£> - Ka(ma g)}{aa,k(m) - ¢a,k(m)}¢a7j(£) dm d¢
][ ) = )} s0m) - B = A e

,//{f(a(mj) — Kao(m, 0) }da 1:(m)da,;(€) dm dé‘

=)+ (I)a.

Note that the control of (I); is similar to the argument in (35) and will be dominated by the upper
bound we give on (). We omit the proof here. To control (I),, we have that

(D)2 < Aaj

Aak — /\a,j|_1‘ / {a,;(m) = Baj(M) }baj(m) dm‘

"//{[?“(m’é)_K“(m7£)}¢a,k(m)¢a,j(€) dm dé’

jk~>log(n/n)

<5 Nak = Aajl M ba; — GagllLe ¢“’jHL2\/

j2=3af—aog? (R
< P —Aa,jl‘l\/] g~ ( /17)7

ﬁQ

where the second inequality follows from Cauchy—Schwarz inequality. Therefore, we have that

j2-3ek—log?(7/n)
ﬁQ

. (39)

(1) S ak — /\au‘l_l\/

Step 2: Upper bound on (I7). The argument to control (IT) is similar to the one used in Step 1.
We omit the proof here and we have that

k2-3aj-alog?(n
(H)SAa,kAa,jll\/ J~% log (/) (40)

n

Step 3: Upper bound on (I11). To control (I1I), by Cauchy—Schwarz inequality, we have that
(II1)
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5 Mty = 20) [ [ ARum,t) = Km0} (m)00s(6) dm ey

L4,k

Z At ak = Aat) //{K (m,€) — mg}d’ak %l()dmdf}Q

L],k

= /(IIT); - \/(II])s.
To control (I11);, note that
(I11),

Z )\a,l()\a,j - )\a,l)_Q

L5,k

{/ / {Rulm,0) = Km0} {8y (m) = 6 (m) i (0) dm e}
+ 3 il //{K m, ) — Ko(m, £) }daj(m ¢al()dmd£}2

Ll
= (A)+(B).

Similarly, the upper bound we provide on (A) will be masked off by the upper bound we provide on
(B), and we focus on the upper bound on (B) below. We have, from a similar argument as the one
used in Steps 2 and 3 in the proof of Lemma 41, that

B)< S il — Agy)2 L loe(/n)
) < l:;k 1(Aaj = Aat) =
_ j~*log(n/n) )
n l;k(
where the last inequality follows from Lemma 44. Similarly, we can show that
k2~ log(n/n)
n

Aag) 2" 2Q<M

a,j = P

i

(II1)y S
Therefore, we have that

R R GI \/jzakzalog%/n)_ )

n n n?

Step 4: Combine results together. Substituting results in (39), (40) and (41) into (38) and applying
a union bound argument, we have that forany 1 < j <k < J

2—3al—a 2/~
@) < P — Aa,ﬂl\/ﬂ ko log? /)

ﬁ2

k2— 3a —a] i2—af2—a] 2/~
g — )\a’j—l\/ og”(n/n) n \/J og”(n/n)

n? n?

'2—3o¢k.—a1 2~ 'Q_ng_al 2/~
< P — Aw|_1\/3 og”(n/n) \/J og”(n/n)

n? n?

\/j4*"‘k*aﬁlzog @/n) \/ Jimek2— “2log (@/n) when j <k <{2jAJ}

n

\/f‘wwﬁ;og?(ﬁ/n) n \/ﬂ*“k?*%zlogz(ﬁ/n) when k> {2j A J}
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§ \/ﬁ—w—alog%/n)
~Y ﬁ2 )

where the second and the last inequality follows from the fact that j < k, the third inequality follows
from the fact that

Pay — Aoy 2 JU T HIT G2 < k<2,
A VA if k> 2j.

The lemma thus follows.

O

Lemma 27. Under the same condition of Lemma 12, for any small constant n € (0,1/2), it holds
with probability at least 1 — n that

J ~ ~

Q5 — Z My <0a,1,j/\_ a0, bany— 9u,o,j>2

j=1 Aa,j Aaj
J—2843 1002 ( J) log (7
ogﬁ( ) log(@/m) when oFL < g < af2
~ ) Jlog(n/n) +2
— when 3 > O‘T

Proof. To control (O3, we have that

J ~ ~
oa,l,j - oa,O,j oa,l,j - oa,O,j 2
Z Aa.j 3 - 2

Jj=1 a,j aJ

J
a5 —ba0;  banj —bao; | bany —bao;  banyj —ba0,)\?
=3 (L — Zad 4 eld — b
Aaj Aa,j Aaj a.j

N
(]~
>
i)
<
<
s
=
&,
|
D
£
(=}
&,
|
D
s}
=
<.
+
)
£
(=}
[
~—
(V]
+
[~

1 1 2
(Oan,j — 9a,0,j)2)\a,j’X7 -3 ‘

a,j a,j

Il
-

»J J

s~

J ~
Aa, 5 (0a1j = 0a.05)*  [Aay = Aayl®
S Z A;'] (01,5 — 000 — 0aj + 0a0;) + B j)\ _a I MAQ 2l
>‘a . ; a,j )‘a,j

5] J

Mu

Il
-

The lemma thus follows by applying a union bound argument to results in Lemmas 28 and 29. [J

Lemma 28. Under the same condition of Lemma 12, for any small constant n € (0,1/2), it holds
with probability at least 1 — n that

J
Jj=1

~

Aa.i ~

) 2
= (0o = 0005 = 0o+ 0a0,;)
Aai

a—28+3 2 ~
J logﬁ(J) log(n/n)7 when a;rl < ﬁ S a;rZ)
~ ) Jlog(n +2
ogén/ﬁ)’ when B > 01—2|- .

Proof. Consider the following events

T
1 ‘<L j—2log(n/n)

~ 2 ~ 9
>‘a7j /\a,j n

- 1
& = {Nas/2 € Ry < 3Mai/2 and ’X— -
a,j

j €l ae{o 1},

~ ~ 3%~20 log?(j) log(i/n)
&y = {|9a,1,j — 001, + 04,05 — 000, S \/ = ’
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je[]ae{01}<ﬁ<a—;2}7

and

W,je[]ae{01}ﬂ>o‘;2}.

& = {I%,u —0a,1,5 + 04,05 — ba0,] S

By Lemma 39, a similar argument used to control (44) and a union bound argument, it holds that
P(E1NE2NE3) > 1 —n. The rest of the proof is constructed conditioning on £ NE; N E3 happening
and we have that

<

0 2
a,l, 90,,0, ] 90,,1, i + 90,,0, a,l, 9(1,0, | 9(1,1, i + 6(1,07 ) . (42)
J J J J J J J J

j=1 ] j=1

In the rest of the proof, we will present upper bounds on (42) in several cases depending on the
relationship between o and 3.

Case 1: When (o + 1)/2 < 8 < (« + 2)/2. In this case we have that

J 2726 |og? j)log(n lo 10 (n J
j:1

=1

_ JO 20 log? () log (/1)

n

where the last inequality follows as a — 28 + 2 > 0.
Case 2: When 3 > (a + 2)/2. In this case we have that

J

S j~*log(n/n) _ Jlog(n/n)

n ~ n

(42) S

O

Lemma 29. Under Assumptions 1 and 2, for any small constant ) € (0,1/2) and J € Ny such
that J**+21og?(J) log(n/n) < 7, it holds with probability at least 1 — 1) that

J
1 1 2
Z(Ga,l,j = 04,0,5) Aaj|=— — ~—

< log(n/n)
j=1 Aaj Ao

‘ ~ n
n

Proof. Consider the following event,

1| 1 [ log(/n)
N NAT -~

- 1
& = {Aa,j/Q < Ny < 3\a/2 and ’X— _ =

for j € [J],a € {0,1}}.

By a similar argument used to control (44), we have that P(£;) > 1 — 7. The rest of the proof is
constructed conditioning on £; happening. We thus have that

J
1 1 j—**log(n/n)
> (Oarj —0a05)Aa s Z w15 = 00,0,5) Nasj - Py S
- )\ - n
Jj=1 a,j j=1
J ~
log ”/77 Z Oa 1,3 a0,j)2 _ log(n/n)
= .
j=1
The lemma thus follows. O
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Lemma 30. Under the same condition of Lemma 12, for any small constant n € (0,1/2), it holds
with probability at least 1 — 1) that

/\

J -~ J 2
‘Z (Ga,l,j —0a0,5)° Z ‘171;J 0a,0,5)
=1

a7] j=1 a.j
J2log?(J) log(n/n) a+1 at2
< e el when “5= < 3 < 9=,
~Y

log(n/n) a+t2
|/ B when > 922,

Proof. By triangle inequality, we have that

J o~ /\ 2
‘Z(Qa,l,j— 0,0,5)° Z a,l,y— ao,j) ’
=1

a,j j=1

< ‘ Z (0a1; —0a0)? — (Bar1,j — 0a0,4)> ’
~ ’A\avj

j=1

J J 9
‘Z a,l,y— 0a.0,5) Z Oa,1,5 — ao,j)‘

a7j j=1 a,j

' G N
Z Oa1j — Oay + 0a1y — b o,g)(9a 1,5 = 00,05 —0an,j +0a0,;)

j=1 Aaa

J
N ‘ 3 (¥a,1,5 — 0a0,5)°
=1

Aa,j

(0a1; — 0a0,;)?
Aa,j

M-

~
Il
N

S _
<Z(|9a,1,j—9a,o,j\+|9a,1,j—9 0.4) - |9alj 0,0, = ba,1,5 + Ba,0,5]
i=1 Aa.j
1 ,0 2 4 1 0’)2
R “
a,j j=1

Consider the events

- 1 1 L [j=2log(n/n)
51:{/\a,j/2§>\a,j§3/\a,j/2 and ‘T—v 54)\2 , Ta
j J a,j
for j € [J],a € {0,1}}, (44)

~ ~ i . a—|—1 3a+2
E = {|9a,1,j _Ha,O,jl <3 ﬁ, fOI‘j E[ ] a < {O 1} <ﬂ§ B) },

—~ —~ /7 a]o n 3a+2
53 = {|9a,1,j - ea,O,jl S g /n fOl’j E 0 € {0 1} B }

Note that by (58), it holds with probab1l1ty at least 1 — /6 that

and

CESW j 10g g2 log(n/n) _ g2 log(n/n) _ 3Xa,;

a]N a]"’ n =9

where the ﬁrst and the fourth 1nequahty follow from the fact that

[j—2 log n/n
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By Lemma 36, we also have with probability at least 1 — /6 that for all j € |

‘7_7’:|A(l] a]| /7 QQIOg n/n /log n/ﬁ
Aajraj ”AQ N>‘7J

a,j
Additionally, by Lemma 39, we have with probability at least 1 — 7/3 that for all j € [J],

R —
|§ é\ | - |9a717j _ 9(1’707]4 n \/j2 28 log %])log(n/"])’ when a+1 < 5 < a+2
a,1,j = Ya,0,51 ~ ol
00,1, — 0a0,5] + \/@, when 8 > &2
< i 7, when &L < g < Sat2
j*ﬁ V. M when ﬁ > i’»cv24r27

where the second inequality follows from the fact that

« When &1 < 8 < 22 it holds that

\/ §2-281og?(j) log(7/n) ~ \/ 52 log?(j )log(n/n) < 5P (45)

n n ~

« When &2 < 3 < 3%E2 it holds that

[ “log i—log(nfn) _ s [52°~*log(ii/n) ‘*log (@/m) \/ joote- C’log(n/n) 8

e When g8 > %, different term dominates depending on the value of j € [J].

Therefore, by a union bound argument, we have that P(;) > 1 — n/3 for any k € {1,2,3}. In
addition, consider the following disjoint events,

&y = {é\ 1 =001+ 0005 — 000, < \/jg_zBIOgZ(j)IOg(ﬁ/n)
=3 1%,15 = Va1,j T Va0, = Va0l 2 = ;

n

jelae {01}, ““<ﬁs“;2},

j=log(i/n) a+t 2}
ﬁ b

Es = {|§a}l,j — 041, + é\a,o,j —ba0,4] S , j€[J],a€{0,1},8 > 5

and by Lemma 39, we have that for each k € {4,5}, P(€;) > 1 — /3. In the rest of the proof, we
will consider 3 different cases conditioning on various events happening based on the range of .

Case 1: When (o + 1)/2 < 8 < (a + 2)/2. In this case, the proof is constructed conditioning on
&1 N & N &4 happening and by a union bound argument we have that P(&; NE NE) > 1 —n.
Consequently, it holds that

J B 2 2[31 J
J 0g”(j) log(7i/n) 1 1
CORDY )\aj\/ = E ‘T By _‘(9a,1,j —04,0,4)°
j=1 7%

n = a,j

J J
log log (n/n) Z a—28+1 log( n/n al] 0a0.)2
) = o

7j=1 j=1 a,j

J? logQ(Jllog(ﬁ/n)

A

N
& &
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where the last inequality follows from the fact that -1 < o — 28+ 1 < 0.

Case 2: When (a + 2)/2 < 8 < (3ac + 2)/2. In this case, the proof is constructed conditioning
on & N & N & happening and by a union bound argument we have that P(£; N & N &) > 1 — 1.

Consequently, it holds that
- = J
j—“log(n/n) \/log n/n) <~ (ba, 1; 0a0,5)?

J

sy ‘(ﬁ

=1 e

_ B/ 5~ 5o floi/n)

logi /1)

n

a,j

where the last inequality follows from the fact that a/2 — 8 < —1.

Case 3: When 3 > (3« + 2)/2. In this case, the proof is constructed conditioning on & N E3 N Es
happening and by a union bound argument we have that P(€; N &3 N E5) > 1 — 7. Consequently, it

holds that
L \/j“ g/ \/ja s/, \/log(ﬁﬁ/n)

{ \/ j 2P og(i/m) |, i~ log(ﬁ/n)} 4/ tos(®/n)

n n n

COEDY

2.

J
DR ER [log n/n Zlog n/n log(n/n)

j=1

og(n/n) \/log(ﬁ/n) < \/log(ﬁ/n)

n n

<.
=

A

<.

where the third inequality follows from the fact that /2 — 8 < —1 and the last inequality follows

whenever J22121og?(J) log(7/n) < 7.The lemma thus follows by combining results from three
cases. O

F Proofs for class probability estimation

In this section, we present auxiliary lemmas related to class probabilities. Results below holds for
any a,y € {0,1}.

Lemma 31. Under Assumption 1, for any small € > 0 and a,y € {0, 1}, it holds that

P<|ﬁa7y — oy > e) <exp ( - ﬁ62).

Proof. Consider the sequence of bounded random variables {1{Y; = y, A; = a}}}_,. then it
holds that

Ry = D22 Nzn{y Ay = ab

Therefore, the lemma follows by applying Hoeffdings inequality for general bounded random vari-
ables (e.g. Theorem 2.2.6 in Vershynin, 2018) O

Note that in the lemma below, the constant 1/5 is arbitrary.
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Lemma 32. With 0 < C,, CI') < 1/5 being the absolute constants in Assumption 1, consider the
following events,

& = {(% A (I_TC’G))FL < Nay <0, forall a,y € {0,1}},

and

& = {(% A W)n <Ngy <n, foral a,y € {0,1}}.

We have that P(E1 N E3) > 1 — n for some small n € (0,1/2) whenever {n An} 2 log(1/n).

Proof. Fory € {0,1} and a € {0, 1}, consider the sequence of bounded random variables {1{Y; =
y, A; = a}}" ;. By Hoeffdings inequality for general bounded random variables (e.g. Theorem
2.2.6 in Vershynin, 2018), we have that for any €;, €5 > 0,

2

Y LA 1y 4
P{’;]l{n 1A =1} m,ln‘zq}gexp( N),

n

and
2

} <o (- ).

P{’Zﬂ{)@ =0,Ai =1} —(1—m1)A>e
=1

Therefore, we have that with probability at least 1 — /4 that

ng =Y LY =1,A=1} > m i — /ilog(1/n) > Cyii — Gogi s Gl

- 2 2
=1

whenever 7 > 4log(1/n)/C2. Similarly, we also have with probability at least 1 — 1/4 that

nio=» 1{Y;=0,A=1}> (1 —m —m )i — /7log(1/n)
i=1

(1L-5C)__ (1-Cp

> (1-3C))n— 5 5 ,

whenever 7 > 4log(1/n)/(1 — 5C;)?. The other cases can be justified similarly. The lemma thus
follows from a union bound argument. O

G Proofs for functional data estimation

In this section, we present auxiliary lemmas related to mean, covariance, eigenvalue, eigenfunction

and score estimation for the training data D. Denote 1, = 14,0 + 7,1 and the group-wise mean and
covariance function by

and

Na,y

Ku(sit)= oy . z{fé,y(S)—ﬁa,y(S)}{sz,y(t)—ﬁa,y(t)}«
i=1

Ng o+ Na1 Nay — 1 4
ye{0,1} a,0 a, a,y

We further let {Xa j}i>1 and {QASG ;j};>1 denote the eigenvalues and eigenfunctions of K , obtained
by spectral expansion. The lemmas in the rest of the section holds for all a € {0,1} and y € {0, 1}.
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G.1 Mean and covariance function

Lemma 33 (Lemma 1 in Zapata et al., 2022). Assume Assumptions 1 and 2a hold. For any small
€1, €2 > 0, it holds that

P([lfiay — fayllez = €1) S exp(—iiayel) and P([|Roy— Kallzz 2 €2) S exp(~iiay ),
where Ky = 1/(fq,y — 1) Ena y{X ( ) — ﬁa,y(s)}{Xéy(t) — Ha,y (1)}

Proof. By standard properties of Gaussian processes and Assumption 2a, Assumption 2 in Zapata
et al. (2022) is automatically satisfied. Hence, the lemma follows.

O
Lemma 34. Assume Assumptions 1 and 2a hold. It holds for any small 0 < € < 1 that
P(Hf(a Kl > e) < exp(—Tia€?).
Proof. Note that
Ka(s,t) — Ku(s,t)
1 <
<= 2 3 (K~ 0 (9)} — {Fny(3) — oy ()]
@ ye{0,1} i=1
- [{)?z;,yu) ~ Ha ()} = (o (1) = oy} = E{ LKL (5) = ttay(5)H{ Ko, () = pay (0} |
1 o -
< — 30 3 {9 a0 — ey ()}
ye{o 1} i=1
~ B{{X0,(8) ~ oy () HXL, (0 — pay (0} }]
1 ~
== Y Ty {Ban(s) = tay($) Hay(0) = pay (1)} (46)
@ y€{071}

Therefore, triangle inequality implies that
[ACHES ACKH]

Na,y

Sl 3[R s HEL 0 — ran0)
ye{0,1} i=1
~E{{X0,(5) ~ ta () XL, (1) = pa(t )}}”L2
{Z}”\/ / / {ay () = pay ()} {Fay(t) = pray (B} ds dt
RS S R0 — hn O HEL 0 — )}
“ ye{0,1} i=1
—B{{XE(5) = o Fy (0 — oy} )]

1 JUREENN 9
+ = E Nayllla,y — Hayllz2
N
ye€{0,1}
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= (I )+ (I1). 47
To control (1), note we have for any ¢, k € N that

/ / {(X2,(5) s HEL (0 = a0}
- E{ {2 4(5) = g ()KL (1) = oy ()} }] d0.e(5)00r(t) ds dt

Z Z ayl’gayk a»f]l{gzk})’
¢ yefo,1} i=1
where for £ € N, f;)y’g = f{Xa 5(8) = tay(5)}¢a.e(s) ds. Therefore, by Lemma 45 and a similar

argument as the one in Lemma 1 in Zapata et al. (2022) or Lemma 6 in Qiao et al. (2019), we have
that for some small 0 < e < 1,

]P’((I) > e) < exp(—Tiae?). 48)
To control (I7), by Lemma 33, it holds that for y € {0, 1},

—~ [ g€
P(”Ma,y Payllzz = P ) S exp(—n 2)~ (49)
ay

Applying a union bound argument and substituting (48) and (49) into (47), we have that with prob-
ability at least 1 — exp(—ne?),

~ 1 5oy 2 m 2
1Ko — Kallpe Set = Y Zewfe® — o e <oy 2 <
a Na,y Ng,
y€{0,1}
where the last inequality follows from the fact that € < 1. Thus, the Lemma follows. O

G.2 Eigenfunction

Lemma 35. Assume Assumptions I and 2a hold. For any j € N such that j < Ji where J; > 0

(a+1)

is a function of i and any small 0 < € < jJ- , we have that

2

~ Tl €
P(160; — usllze 2 €) S exp (7).

Proof. Note that by Lemma 46 and (5.16) in Hall and Horowitz (2007), it holds that

H(Ea,j - ¢a,j”L2
< V2| 3 0ua ()0 = Aa) ™ [ [ ARus10) = K00} (510 ds ]
k:k#j
<\fH Sai()Ray — Aar) //{K $,8) — Ka(5,1) ba ()b x(t) ds dtHL2
k:k#j
V2| 32 duk()Ras = Aak) !
k:k#j

[ [ R0 = K1 HBas(0) = 00s(5)}0n(t) ds ]|,
(50)
where the second inequality follows from the triangle inequality. Next, consider the event & =

{IIKs — Kqllz> < €/j} and we have that P(£1) > 1 — exp(—€2/j2) by Lemma 34. The rest of
the proof is constructed conditioning on &;. Construct another event

& ={Paj—Aak) 2 <200y — Aap) 2SSO fork e N\{j}, jelJal}. (5D
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We want to show &, holds. By Weyl’s inequality, it holds that |Xa,j — Ao < Ko — Kallr2 < €/j
for any 7 € N. This then implies that

|/\a,j - Aa,k| > |>\a,k - )\a,j| - ‘/\a,j - >\a,j| > |>\a,k - >\a,j| - 6/.7

> Mok — Al — (L=27Y)) Aok — Aaj] =272 N — Mgl (52)

where the first inequality follows from triangle inequality and the third inequality follows from
Assumption 2a,

k=, ifk < j/2,
Aaj — Akl 2 17— Klj77h, ifj/2 <k <2,
i, if & > 27,
—(a+1)
Z ‘]ﬁ I

and the fact that for 0 < e < (1 — 2_1/2)jJ5(°‘+1), we have that
S -2V S (1= 27 D = Ayl
J

Thus, from (52), we have that conditioning on &7, & holds with probability 1. The rest of the proof
is constructed conditioning on both £; and &;. To control (50), we can further upper bound it by

(50)
:ﬁ[k%j(x\a,j— ak) //{K 5,t) — Kq(s,t) }da,j(s qﬁak()dsdt}]
+\@{ Z(X“’j_ ak) //{K (s,t) (s,t)}

kik#j

Nl

'{aa,j(s) — Ga,j(5) }ai(t) ds dt} }

< 2[ > (e —Aa,k)”{//{f?a(s,t) (5,8) }ba ; (8)ba i (t) ds dt} f

k:k#j7

2 Y O = ) [ [ {Ralsit) = K0}

kik£j

Nl

'{aa,j(s) — Ga,j(5) }ai(t) ds dt} }

=2|| 3 bu()has —)\a)k)—l//{f(a(s,t) — Ka(5:1)}0u()00n(t) ds dt]|

kik#j

2 Y 60r000s — )™ [ [ {Ruls.t) ~ Kals.0)}

k:k#j

: {aayj(s) — Ga,j(5) }dak(t) ds dtHL2
= 2(I) +2(I1),

where the last inequality follows from & and the orthogonality of eigenfunctions. In the rest of the
proof, we construct large probability events to control upper bounds on (I) and (I7).

Step 1: upper bound on (7). Using the result in (46), we can further write (1) as

Ta,y

<Hn7a Z Zz%k ak)71

ye{0,1} i=1 k:k#j
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-//[{X};,y(s)—uay VHXE () = ptay ()}
B[R, — a9 KL 0 - Mwm}}} bus o)) s ]

Z Z ¢ak ak)_lﬁa,y

* ye{0,1} kik#j

- / [ fast) = o} o 0) ~ a0} 05 5)0s(0)ds ]|

’I’Lay

— —1¢1 7
S 3D SID S SENTCICWEPWIRT TN 1

ye{0,1} i=1 k:k#£j

e DD D WIOIC W WS Rt WA

L2
@ ye{0,1} kik£j
= )1+ (I)2
where for k € N, ¢ ayk = f{X’7y — Hay(8)} ar(s) ds ~ N(O,Mak)s Eayk
~—1 Na,y ¢i
na7y i=1 Sa,y,k*

Step 1-1: upper bound on (7);. Denote {{z; ;}" . bien, and {{z; e 1 ren, two collections of
independent standard Gaussian random variables. With the above notation, by Lemma 45, to control
(I)1, it suffices to control

Z {H Z ¢ak ak)71 V Aa,j)\a,kzi,jzi,kHiz}~

i=1 k:k#j

Note that for any i € [, we have that

B{[| 3 60x0)00s ~ 2o VA hawznzia, )

k:k#j
b
=B[{ Y Ous = ) Phashan? )
k:k#j
b
S,j_%aE[{ Z (Maj — Aak) 2k~ z”sz}q
kik£j
b
{5 O o g 2!
k#j Dok k;é]( )‘a,k)_zk @
2 a
< —TQ{ Z gk }3Zk:k¢j(/\a,j_>\a,k) k= IE(szzzk)
kg Dokt (Aag — Aa k) 2R
. ba e’ 2— —27.—a
S (4 +2) ! Z (Aaj = Aak) ’k E(Zf,jzzl?,k)
k:k#j
< _TQ(l_i_ a+2)——1 Z ()\ S )—Qk—a E( Qb)E( Qb)
~J J a,j a,k Zi,j Zz,k
kik#j

5j—7‘1(1 +Ja+2)——12bb;( a+2) be'jQ -h— 2
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where the first equality follows from the orthogonality of {¢4 1 }xen, , the first inequality follows
from Assumption 2a, the second inequality follows from Jensen’s inequality, the third inequality
follows from Lemma 44, the fourth inequality follows from Cauchy—Schwartz inequality and the
fifth inequality follows from Lemma 44 and the fact that

E(:2) = —1/22br<26;1) < 2%,

1.7

Therefore, pick L =< j 2 and Ly =< j, we have that

ZE{H Z ¢ak ak)71 V )\a,j)\a,kzi,jzi,kHl;z}

k:k#j

< 4bIN§2(25)72 S BINLLS2.

Hence, it holds from Lemma 45 that
2 ~ 2

]P{(I)lze}S?eXp(f%) gexp(fn;f ) (53)

whenever € < j.

Step 1-2: upper bound on (I)s. To control (I)s, it holds that

2 : Na,y

(I)Z S 5 ) Z (ba,k(')()\a,j - /\a,k)_lga,y,jga,y,k‘ 12
ye{0,1} Y kk#j
Fia, - -
= Z Ty Z ()‘C%j - )‘U«,k)_Q 2,y,j£2,y,k’ (54)

ye{0,1} ¢\ kik#j

where the first inequality follows from triangle inequality and the last equality follows from the
orthonormality of {¢q i }ren, . Also, since forany k € Ny and a,y € {0, 1}, we have that f;vk <)
N(0, Ay ) by the independence property. Then, by standard property of independent Gaussian
random variables, this implies that &, ,, 1 ~ N (0, \g.k/Ta.y)-

Moreover, by standard properties of sub-Gaussian variables and Lemma 47, we have that
D kekrg (A — k) 2 2)%]{3}%,6 follows a sub-Weibull distribution with parameter 1/2. We next
upper bound its sub-Weibull norm. Note that

H Z ()‘U«;j - )‘11:7@)_252@,1/,]‘52,3/,19“1/} < Z ()\a,j - )\a k 2” a,y,J ay kle/g

k:k#j V2 kk#y
_ _ Aa.kNa.i
< Z ()‘a,j - )\a,k)_nga,y,jufmHga,gthfb < Z ()\a,j - )\a,k)_Q%
k:k#j kik#£j a,y

J o TP
S 2 Oag = hek) RS

nﬂyy k:k#£j a,y

where the first inequality follows from triangle inequality, the second inequality follows from stan-
dard property of sub-Gaussian random variables (e.g. Lemma 2.7.7 in Vershynin, 2018), the third

inequality follows from the fact that for any k£ € Ny, ||§a,y7k"w2 < V/Aak/Na,y. the fourth in-

equality follows from Assumption 2a and the last inequality follows from Lemma 44. Therefore, by
Lemma 47.1, it holds for any small 6 > 0 that

- n2. o\
{5 s v ]2 ) e - (B2)'}
ke:k#j J
Pick § = nge*/(n2 ,j%), we have that
=2 4 ~ 2

P(| 3 s = 2ai) 2858000] 2 27 ) S (- 7). (55)

k:k#j “Y
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Substituting the result in (55) into (54), we have that with probability at least 1 — exp(—nqe?/52)
that

2

n n2et
as Y Ten [T o

<< (56)
yE{O,l} a na,y] .7

where the last inequality follows from the fact that j > 1 and e < 1.
Step 2: upper bound on (/). To control (/I), we have that

(I =" (o = Aak)

kikj

. [//{f(a(s,t) K5, 8) M Bai (5) — baj (5) u(t) ds dtr
< Jé(aﬂ)i [/{/{f(a(s,t) = Ka(5,)}{0a,3(5) — da,3(5)} ds (! dtr
k=1
=200 [ [{Ralo.) = Kal ) HBus(0) = G0y} 0] a

< 2] / {Bai(s) = dai(5)}” ds| | / / {Ra(s.t) — Ko(s,0)}” ds ]
= 2M|6u; — baill32 ]| Ka — Kall32

2
2(a+1) € || _ -~
< Ty = aslle < (=272 — bl

where the first inequality follows from &, in (51), the first equality follows from Parseval’s identity,
the second inequality follows from Cauchy—Schwartz inequality, the third inequality follows from

& and the last inequality follows for all € such that 0 < € < jJ (e+1) Therefore, we have that

Ny €2

IP’{(II) >(1- 271/2)“5&’]- - ¢a,jHL2} Sexp ( - ) (57

Step 3: Combine results together. Substituting the results in (53), (56) and (57) into (50) and
applying a union bound argument, it holds with probability at least 1 — exp(—n4e?/j2) that

fa; — bajllie < e+e+ (1 —272)|pu; — bulire,

which implies that H(ga,j — ¢a,jll2 S € and the lemma thus follows.

G.3 Eigenvalue

Lemma 36. Under Assumptions 1 and 2a, for any small constant n) € (0,1/2), it holds with proba-
bility at least 1 — 1 that, for any j € [J] such that J***2log(n/n) < g,

Y '—2a1 >y
|)\a,j _)\a,j| 5 j?\,ﬂ.
Ng

Proof. By Lemma 46 and the triangle inequality, for any j € [.J], it holds that

(1~ [[da; — bajllzz) Payj — Aayl

= ‘ //{R“(S’t) — Ku(8,1) } ba,j(8)ba,j(t) ds dt
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+ |$a; — ¢anillze

/{f?a(&t) — Ka(s,t) }¢a,j(s) ds‘

< | [ [ 1Ru(600) = Kals:00}0(5)005(0) ds Q] + [y = 1

L2

L2

where the last inequality follows from the fact that

sup H / {IA(a(s,t) — Ku(5,t) }¢a,j(s) dsHL2 < ‘ K, —

JE[J]

2’

Therefore, by Lemmas 34, 35 and 37 and a union bound argument, we have that with probability at
least 1 — 3n,

-~ i—2c Jog (71, 2 log? (T, =20 |og (71,
Raj = Al S \/3 08 ({ta/1) +\/‘7 ngzn /) < \/jclg(n/n) for all j € [J],

Ng nz Ng
(58)

where the last inequality follows since J2%*2log(7, /1) < M. O

G.4 Projection of difference between covariance function and its estimator

Lemma 37. Assume Assumptions 1 and 2a hold. Then for {,k € Ni and 0 < e¢ <
Na,y(Lk) =% /T, it holds that

7| // {Ra(s5,8) = Kal5:1)}6.(5)00(t) ds dt| > e} Sexp (= (Zl)e—a)'

Proof. Note that

Ka(s,t) - Z Z {X5.,(8) = Fay () H{X0,(8) = flay(B)}
¢ ye{0,1} i=1

7E{{5{:(7i,y(5) 7Na,y }{Xay ,Ufa,y(t)}}
We have that for any k, ¢ € N,

//{I?a(s,t) (5,8) } bae(5)Pa,r(t) ds dt

= = Z Z a,y,l ga,y,()(g(il,y,k - g(l,y,k,) — )\,17@]1{( — k}
yE{O 1} i=1
= Ny [ 1 ey ) )
= ye%;l} Na {ﬁa,y 7;21 (fa,y,éga,%k )\a,gﬂ{é = k})}
_ na W Ta,y Ma,y }
o ™ {%zg,y, He el
ye{0,1} p
where for £ € N, & ayé f{X — ftay(5)}bar(s) ds ~ N(0,Aar) Eays

~—1 Na,y ¢4

Ny 2 iei €ay e BY standard properties of sub Gaussian random variables (e.g. Lemma 2.7.7 in

Vershynin, 2018) and Assumption 2a, we have that [|£’ il \/m =~ (gk)*a/ 2 for
any y € {0,1} and ¢ € [rq,,]. Using the standard property of the covariance operator, it holds that

B 6h) = E[ [ [(Re005) = s OHEL 1) = oy (0} (5)60.0(0) d ]
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_ / / K5, 8)as(t) ds dt = Ao 1{C = k}.

Hence, for y € {0, 1} it holds from Bernsteins inequality (e.g. Theorem 2.8.1 in Vershynin, 2018),
we have that for any 6, , > 0,

P Z (i — Macl{E=k})| 2 01, } Sexp { - (72;55% A 32’5’2%)}-

WY =1

Moreover, it holds from General Hoeffding inequality (e.g. Theorem 2.6.2 in Vershynin, 2018) that
for any d2 4, 03,4 > 0,

nay

SIS TNRRRNELS

and

Mg,y

]P’{‘Nl - ‘ 63’1,} eXp(— na,y53, )

na ﬁa ﬁa
51,1} =€y =, (52’y =€ = a0 and (53’y = €4 = mp
Na.y Ng,yk Mgyl

and by a union-bound argument, we have that

B{] [ [ (Ralos.t) ~ Kalost)}ous(o)ua0) ds ] < 3 22 (01,4 62 ,) )

yefo,1} ¢

Pick

Zl—exp(— flat )
Note that

ﬁ%y ﬁayy ﬁa 2 na
=2 (01 + 02,y03,) = > =5 =
aye{0,1} ¢ aye{o1} “y “y

>

< 3/2 <
S et € (ék)—awe’

where the last inequality follows from the fact that € < /g (¢k) =% /g, hence

€ < Nay <1
(k)= ~\ ng ™

and the lemma follows. O

Lemma 38. Assume Assumptions | and 2a hold. For j € Ny and 0 < € < j —/2 e have that
2

H/{K (s,t) — Ka(s, t) } a,j(t dt” >e} <exp< %)

Proof. The proof follows from a similar and even simpler argument as the one used in Step 1-1 in
the proof of Lemma 35. We only include the difference in the following. With the same notation as
the one used in the proof of Lemma 35, it holds that

b

o)

B {600 — s ()} — AasbasC)]

CB[{ 30 (€6, — Austle =1}

{=1

wlo
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njo

= IEH i AajAae(ZieZiy — 1{t = j})z}

{=1

|
S B{(zuzy - 11= )’}

/=1 =1
Sblim(imE)

Therefore, by picking L1 = j7%and Ly = j~

~ 2
|t~ Rttt ], = emn (- 55

The lemma thus holds by picking € satisfying ;=% > j~ % e. O

o

2 in Lemma 45, we have that

G.5 Projection score

Lemma 39. Under Assumptions 1 and 2a, we have with probability at least 1 — n that, for any
§ € [J] such that J***+21og?(J) log(7/n) < 7,

n

j— < log(n/n) a+2
\ R when 3 > 3=,

Proof. Applying a union bound argument to the arguments in Lemmas 40, 41 and 42, we have with
probability at least 1 — 7 that

00,1, — 0a,0 — (0a,1,5 — 0a0,5)l

R R \/j2—2/3 1og2(~j)10;3;(77/7;)7 when &tl B < a+27
8~ B0~ (B I P
a,l,j a,0,j a,1,j = Oa 10,9

IN

‘/{,ual — fta, 1 (t) = Ha,0(t) + fa0(t) }da,;(t) dt‘

+| / {Fiua(8) ~ o O HBus () — 60y )}

< = (D)} (1)
ye{O 1}
:ua,y(t)}{(ga,j (t) - (ba,j (t)} dt‘
yE{O 1} @Y =1

+| / {1101() = O} {Bas(®) — 0501}

e Tty

n
[i=log(n .
+ J O~g(n/77) {1 \/jf_B'H log(j)}.
n
whenever J2 log?(J) log(7/n) < 7. Thus, the result follows. O

Lemma 40. Under Assumptions I and 2a, for any small € > 0, we have that

P : Mi/{ié,y(t) — gy ()} (1) dt] = e} Sexp (- ﬁj_yj)
=1

navy i
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Proof. By the standard property of Gaussian processes, we have that for each i € [n4,,],

/ (K1) ~ pray ()} s (D)1 2 N (0, Mg ).

Therefore, the lemma follows by Assumption 2a and General Hoeffding inequality (e.g. Theorem
2.6.2 in Vershynin, 2018). O

Lemma 41. Under Assumptions 1 and 2a, for any small constant ) € (0,1/2), it holds with proba-
bility at least 1 — 0 that

L 080 s} a0~ a0} ] < \/ £272 log” () log (/1)

forany j € [J), a,y € {0,1}, with J>**T21og(1/n) < 1.

Proof. Consider the following events:

81 = {D\\a,j - /\a,k|71 < \/i‘)‘a,j - /\a,k|717 fora € {071}7 ke N\{j}v j S [']]}a

= log(1
&= (IR~ Kz 512U ae qo.ny),
~ 12 log(m .
& = {60 — bailliz S %7 forj € [7), a e {0,1}},
1 w i j—log(n/n
ev= == 3 [ R0~ paa®}0s(0) ] £y T,
GY =1

forj € [J], a,y € {0,1}}7
and
& = {ﬁayy =n, forany a,y € {0,1}}.

Applying a union bound argument, it holds from Lemmas 32, 34, 35 and 40 and a similar argument
as the one leads to (51) that P(E; NE;NESNELNEs) > 1 —n/4, for some small n € (0,1/2). The
rest of the proof is constructed conditioning on & N & N & N E4 N 5 happening.

Note that by Lemma 46, we have that

Y [ (R0~ a0} (B 0) - 60500}
= ﬁiy i / {)}Zy@) — flay () }ba j(t) dt/ {GZM(s) — Ga,j(5) }da,j(s) ds
+ 3 Caj — )‘a,k)_l{% Z / {X0 () = ftay ()} bai(t) dt}
k:k#j “Y =1

-//{f{a(s,e)_Ka(s,e)}aa,j(s)%k(e) ds d¢

> [AFL 0~ )00 dt [ {Bus(5) = 605()}0uss) ds

May 121

71



+2 0 HZ/{Xy — ftay () }bak () dt}

n
k:k#j Y =1

~ / / [Roa(5.0) = Ko, 0)}{Bai (5) — G (5)} da(0) s dl

+ 3 Cag = Aa)” / (X0, (0) = tay () }ba (D) dt}

kik£j @Y =1

: // {Ra(s’a - Ka(svg)}(bad(s)(bmk(g) ds d¢

=)+ )+ (III). (60)
In the rest of the proof, we construct seperate large probability events which give control to upper
bounds on terms (1), (I7) and (II1).

Step 1 : upper bound on (I). To control (I), we have that with probability at least 1 — 7/4 that,
forany j € [J],

M,y

<Jz 3 [ 1R = 1o ®}00s® ]| [ {5us(9) = 60s(6)} ) d]

nay p

M,y

<[5 2 AR O st st)

- ¢ [ 1Busts) = 2use)}’ ds\/ [ 2,600 as

5\/j‘“log(ﬁ/n)\/jzlog(ﬁ/n)X 52~ log? (7 /n)

n n n2

, 61)

where the second inequality follows from Cauchy—Schwarz inequality and the last inequality follows
from £3 and &,4.

Step 2: upper bound on (/). To control (/I), we have that
((ID)] < 16a,i(8) = ba ()22 Ka = Kallzo Y ey — Aa,kI_l‘ﬁ

k:k#£j @Y

1

/ {RE(0) — 10y (0} s (t) ]

S 9a,5(5) = ba,i ()l [ Ka = Kallz,

n
1
> |/\a,j*/\a,k|71‘~
Na,y

Z / {)?é,y(t) — Ha, y }(ba k dt
k:k#j =1

where the first inequality follows from Cauchy—Schwarz inequality and the second inequality fol-
lows from &;. Note that by the standard property of Gaussian process, we have that

(62)

Tey ii.d. )\ak:
nay;/{x — ttay(t) i (t)dt N( nay).

Therefore, it holds from standard propertles of sub-Gaussian norms that

| 3 o= !*Z/{X — Hay (1)} 0.0 (8)

kik#£j
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S Z |)\a,j_)\a,k:

- Hﬁly n; / {Xiy(®) = oy (O} bo(t) |

kikj
Ak 1y j#elog?(j
€ 3 oy sl 2 g [ S e g [P0
k:k#j @y GY Lik£g ay

where the last inequality follows from Lemma 44. Thus, by standard properties of sub-Gaussian
random variables (e.g. Proposition 2.5.2 in Vershynin, 2018), we have that for any §; > 0,

P{ D Doy = Al 1\—2/{&, — fay () Y i (t) dt‘ 251}

k:k#j

.
SeXp(—% 61%’3 , )
J*relog™(j)

Pick 6; = \/32+a log?(4)log(7/n)/Tiay = \/j2+a log?(j) log(71/n) /7, we then have that with
probability at least 1 — 7)/4 that

ZP‘J ak

k:k#j

< \/ j>+elog™(j) log(i/n) 63)

n

‘7 Z / {Xlay — fa,y(t) } Pak(t) dt‘

Substituting (63) into (62), it holds from a union-bound argument that with probability at least
1 —n/4 that

() 5 [P wog(l/m\/ 2+ log? () los (/)

n n n

jHrelog®(5) log® (n/n) log(1/n)
= \/ =3 ; (64)
for any j € [J].

Step 3: Upper bound on (I17). To control (I11I), firstly, note that under &1, it holds that

Na,y

UIDIE Y R = okl [z 3[R0 a0} 0u(0)

k:k#£j My i=1

| / J AR5 = il 0} 9500 s

Na,y

S Y Pag = Aail” 1]—2/{){ — ay(t)}bar(t) dt‘

kikj Y

')//{f(“(s’z) — Ka(5,0)} $a,j(5)Pa,k(0) ds df‘,

Next, we control its 1)1 -orcliz norm and we have that

WD, < S Oy — L AR~ tan O} duste) ]

n
ke:k#j DY =1
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| [ (R0 - Kats.0)00s(6) 000
S Y N = Aak) ka\/ afagj:%ZMaj Nae| "1k

k:k#j7 k:k#j

< J'7 % log(j)

~ )

n

where the first inequality follows from the triangle inequality and Lemma 2.7.7 in Vershynin
(2018), the second inequality follows from Lemmas 37 and 40 and the last inequality follows from
Lemma 44. Consequently, by standard properties of sub-Exponential random variables (e.g. Propo-
sition 2.7.1 in Vershynin, 2018), it holds for any d5 > 0 that

P{|(111)| = b} Sexp{jl-gzﬁgm}

By a union bound argument and by picking 6, = j'~*/?log(j)log(n/n)/n, we have that with
probability at least 1 — 7/4 that

(IT1)] < s log(ﬁ) 1og(n/n) 65)

forany j € [J].

Step 4: Combine results. Substituting the results in (61), (64) and (65) into (60) and applying a
union bound argument, we have with probability at least 1 — 7 that

Tlay

Z/{X — tary ()Y Gaj (t) — da (1)} dt

=1

¢

for any j € [J] such that J2*"2log(1/n) <

Porloga) | ¢ 0 log? () log" (/) , §'* log() logi/n)

32 log?(j log (n/n)

O

Lemma 42. Under Assumptions 1 and 2a, for any small constant n) € (0,1/2), it holds with proba-
bility at least 1 — 0 that

| [ 0000 = hao®}H{Bus () = 000} ]
5\/3'22513g(ﬁ/n)+\/j?1og(ﬁ/n)10g(1/77){1H.Ha/alog(j)}

n n?

“log(n/n
+ %{14‘]2 ﬁ+110g( )}

forany j € [J] with J?>*T2 <j0 10

Proof. The proof follows using a similar and simpler argument as the one used in the proof of
Lemma 41. We only include the difference here.

By Lemma 46, we have that

/ (it (8) — pao (O {Bas (1) — das (1)} dt
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= /{/Jfa’l(t) - ,ua,O(t)}Cba,j(t) dt/ {(ga}j('s) - ¢a,j(3)}¢a,j(3) ds

+ Z (Xa,j - /\a,k)il / {,Ua,l(t) - Uu,O(t)}¢a,k(t) dt

k:k#j

~ / / {Ra(5,0) = Ka(5,6) 0 j (5)bax(€) ds Al
= / {1a,1(t) = pa,0(t) }ba,;(t) dt/ {aa,j(s) — Ga,j(5) }da,i(s) ds

+ Z (Xa,j —Xag) / {pa1(t) = pa,0(t) }da,k(t) dt

k:k#j

AR5, = Kol 0HBus () = 0y (9} a0 ds

+ Z (Xa,j - /\a,k)il / {Ma,l(t) - Uu,O(t)}¢a,k(t) dt

k:k#j

[ ARl = Kals, 0} 005500000 ds

= (I)+ (II) + (III). (66)

Step 1: Upper bound on () Using a similar argument as the one used in Step 1 in the proof of
Lemma 41, we have with probability at least 1 — 7)/3 that

D12 ] [ 11010) = 1o} 0) dt] | [ 1805(5) = 00550} 60505) |

< | [ {haa® = 10360500 dt\\/ [ 180i(5) = 2001}’ ds\/ [ 62,600 as

<" \/J'Qlogjﬁ/n) _ WHIB log(7/1)

~ n n

) (67)

where the third inequality follows from Assumption 2c.

Step 2: Upper bound on (1) To control (II), then using a similar argument as the one used in
Step 2 in the proof of Lemma 41, we have with probability at least 1 — 7/3 that

()] 5 [16a,5(5) = bas ()|l e = Kall,

> |/\a,j—)\a,k|_1’/{ﬂa,1(t)—ua,o(t)}%,k(t) dt‘

kikAj
2 log(n/n) log(1/n) C1
<W 57 P = Aal 7
~ =2 @3 @
n Kkt
i21log(n/n)log(1 Ao )
< \/J g( /gg g( /77){1+31+ P log(j)}- (68)

Step 3: Upper bound on (I17) To control (I11), then using a similar argument as the one used in
Step 3 in the proof of Lemma 41, we have with probability at least 1 — /3 that

UIDIE Y Pas =kl [ {rtaa®) = o)} 0s(0)

k:k#j
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"//{IA{“(S’Z) = Ka(5,0)}$a,j(5)Par(f) ds dl

< (L hoetn/) Log(7/m) {1+5% " log(j)}. (69)
n

Step 4: Combine results. Substituting the results in (67), (68) and (69) into (66) and applying a
union bound argument, it holds with probability at least 1 — 7 that

‘/{Uu,l(t) — pta.0(O) Hba(t) — bay(t)} dt’

< \/ 2% lggm/n) + \/ - 1°g<ﬁ/;33 L )

i~ log(n Lo .
+ ]72( /77){14-]2 Ftllog(j)}.

H Technical lemmas

For completeness, we provide all technical lemmas in this section.

Lemma 43 (Generalized Neyman—Pearson lemma, e.g. Lemma 3.1 in Zeng et al., 2024a). Let
D0, P15 - - -, Om be m + 1 real-valued functions defined on a Euclidean space X. Assume they are
v-integrable for a o-finite measure v. Let f* € F be any function of the form

1, po(x) > 37 cigilx),
[H(@) =< 7(x), ¢olz) =D, cigi(x),
0, do(w) < 35, cidi(w),

where 0 < 7(x) < 1 forall x € X. For given constants t1,...,t,, € R, let F< be the class of
measurable functions f : X — R satisfying

/f¢zdl/§tu zE{l,Q,,m}, (70)
x
and let F_ be the set of functions in F< satisfying (70) with all inequalities replaced by equalities.

(1) If f* € F—, then
* dv.
Ire arg;gggi/)(f% v
Moreover, if v({z : po(z) = D1, cipi(x)}) = 0, for all f' € argmaxser_ fX foodv,
! = f* almost everywhere with respect to v.

(2) Moreover, ifc; > 0 foralli =1,...,m, then
* € arg max dv.
£ g e [ fon

Moreover, if v({x : ¢o(x) = D2i" ci¢i(2)}) = 0, for all f' € argmaxser. [, fdodv,
we have f'(x) = f*(x) almost everywhere with respect to v.

Lemma 44 (Lemma 7 in Dou et al., 2012). Under Assumption 2a, for each r > 1, there exists a
constant C,. > 0 depending on r such that

) P — <{Cr(1+j’”(”°‘”)7 ifr>1,
2R TN S\ G e ogg), ifr =1,

Sforalla € {0,1} and j € N.
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Lemma 45 (Theorem 2.5 in Bosq, 2000). Let {X;}!_, be independent random variables in a sep-
arable Hilbert space with norm || - ||. If E[X;] = 0 for all i € [n] and

n
b!
Z]E(HXsz) < §TLL1LS_2, forb=2,3,...,
i=1
with Ly, Ly > 0 being two constants, then for all € > 0, it holds that
S(Epoe
i z

Lemma 46 (Lemma 5.1 in Hall and Horowitz, 2007). If we can write

2

> )<2e ( e )
X _ .
=€) =P\ T oL F oLy

o~

K(s.t) =Y Nioj()05(t) and  K(s,t) =" X;0;(s)8;(t),
Jj=1 j=1
then it holds for any j € N that

%= [ ARG = Ks.0}05(5)05(0) ds

<185 = &5l (B = A1+ | [ 1RG0 - Ks.0}os) as] ).
Moreover, if infj; |XJ — Xk| > 0, it holds for ¢ € [0, 1] that

51(0) = 63(0) = 05(0) [ {35(5) = &5()} 05 s

+ 3 (00 ka)*//{f((s,t) — K(s,t)};(5) ¢ () ds dt.

k:k#j
Lemma 47 (Wong et al., 2020, Sub-Weibull properties). Let X be a random variable. Then the
following statements are equivalent for every o > 0. The constants C,Co,Cs > 0 differ at most
by a constant depending only on .
1. The tail of X satisfies
P{|X| >t} <2exp{ — (t/C1)*}, forall t>0.
2. The moments of X satisfy
IX, = (E[XIP]) " < Cop!/®, forall p>1na.
3. The moment generating function of | X |® is finite at some point; namely

E[exp(|X|/C3)*] < 2.

We further call a random variable X which satisfies any of the properties above a sub-Weibull
random variable with parameter o.
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