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Abstract001

Optimizing language models for use in conver-002
sational agents requires large quantities of ex-003
ample dialogues. Increasingly, these dialogues004
are synthetically generated by using power-005
ful large language models (LLMs), especially006
in domains with challenges to obtain authen-007
tic human data. One such domain is human008
resources (HR). In this context, we compare009
two LLM-based dialogue generation methods010
for the use case of generating HR job inter-011
views, and assess whether one method gener-012
ates higher-quality dialogues that are more chal-013
lenging to distinguish from genuine human dis-014
course. The first method uses a single prompt015
to generate the complete interview dialog. The016
second method uses two agents that converse017
with each other. To evaluate dialogue quality018
under each method, we ask a judge LLM to019
determine whether AI was used for interview020
generation, using pairwise interview compar-021
isons. We demonstrate that despite a sixfold in-022
crease in token cost, interviews generated with023
the dual-prompt method achieve a win rate up024
to ten times higher than those generated with025
the single-prompt method. This difference re-026
mains consistent regardless of whether GPT-4o027
or Llama 3.3 70B is used for either interview028
generation or judging quality.029

1 Introduction030

A critical challenge for the development of con-031

versational agents remains collecting sufficient032

amounts of data (Kim et al., 2023) to be used for033

supervised fine-tuning or direct preference opti-034

mization (Rafailov et al., 2024). Collecting such035

dialogue data can be done with crowd-sourced hu-036

man workers, but this process is time-consuming037

and labor-intensive (Wan et al., 2022). As an al-038

ternative, the generation of synthetic dialogue data039

has emerged (Soudani et al., 2024). Furthermore,040

LLMs are not only used to develop synthetic dia-041

logues but also to automatically evaluate the dia-042

logue quality after the generation process (Jia et al., 043

2024; Zhang et al., 2024). 044

In our paper, we focus on generating high-quality 045

job interview data. Such data can be used to fine- 046

tune or preference-optimize task-oriented dialogue 047

systems that could conduct job interviews with job 048

candidates in various human resources (HR) con- 049

texts. Following Duan et al. (2024), we define a 050

high-quality dialogue as a dialogue that is indis- 051

tinguishable from authentic human discourse. To 052

generate the dialogues, we compare two different 053

methods. Recent works (e.g., Kim et al. (2023) 054

and Suresh et al. (2025)) use a single prompt to 055

generate the complete dialogue. Others (e.g., Duan 056

et al. (2024)) use two prompts, instructing LLMs 057

to assume roles and carry out a conversation. In 058

the case of a job interview, such roles typically 059

comprise an interviewer and a candidate. 060

In our paper, we investigate the following re- 061

search questions: 062

1. Whether one of the two prompt strategies 063

(single vs. dual) produces higher-quality dia- 064

logues. 065

2. Whether this quality difference remains con- 066

sistent regardless of whether GPT-4o or Llama 067

3.3 70B (Aaron Grattafiori, 2024) is used for 068

dialogue generation. 069

3. Whether GPT-4o and Llama 3.3 70B yield 070

consistent evaluations when they are used to 071

judge dialogue quality. 072

To the best of our knowledge, our study is the 073

first to rigorously conduct this comparison, provid- 074

ing a comprehensive evaluation of these dialogue 075

generation methods. This analysis is particularly 076

important due to the substantial cost disparities be- 077

tween the methods, with significant implications 078

for research and real-world (e.g., HR) applications. 079

For the remainder of this paper, "Llama 3.3" 080

refers to the 70B version unless otherwise speci- 081

fied. 082
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2 Related Work083

In this section, we examine the existing dialogue084

generation strategies and explore the role of LLMs085

as human-like evaluators of generated dialogues.086

2.1 Single- vs. Dual-Prompt Dialogue087

Generation Strategies088

There are two different strategies for dialogue089

generation: single-prompt and dual-prompt. The090

single-prompt strategy provides a dialogue type,091

information about the participants, and an optional092

seed (Kim et al., 2023; Suresh et al., 2025) to an093

LLM whose task it is to generate the complete di-094

alogue. In the dual-prompt strategy on the other095

hand, two prompts are used, one for each dialogue096

participant. Each prompt typically describes a role097

(e.g., interviewer or candidate) and an objective for098

that role (Duan et al., 2024). This dual-prompt ap-099

proach can be implemented in two different ways,100

either by alternating the prompts at each invocation101

of the same LLM, or alternatively by creating two102

agents (Fu et al., 2024) that execute their LLM calls103

independently and where we provide the output of104

one agent as input to the other agent.105

Since the dual-prompt strategy requires contin-106

uous re-copying of dialogue history into the LLM107

prompts, it is significantly more expensive in terms108

of token count than the single-prompt strategy (see109

detailed discussion in Section 7).110

2.2 Leveraging LLMs for Dialogue Quality111

Measurement112

Language models that are sufficiently large, suit-113

ably fine–tuned for instruction following and have114

sufficient reasoning capabilities can be leveraged115

for zero-shot automated dialogue evaluation (Jia116

et al., 2024). Specifically, instruction-tuned LLM117

variants like ChatGPT have been shown to be118

promising substitutes for human judges when it119

comes to evaluating dialogues (Zhang et al., 2024),120

with GPT-4 scoring the best on human alignment121

(Duan et al., 2024).122

3 Methodology123

Our objectives are 1) to compare single-prompt vs.124

dual-prompt job interview generation on dialogue125

quality using a judge LLM and 2) to examine if126

results are consistent across GPT-4o and Llama 3.3127

for dialogue generation and judging. To realize this,128

we first create interview seeds and then build a dia-129

logue generation pipeline that uses those seeds to130

construct interviews. Finally, we devise a strategy 131

to rate interviews. 132

To create the interview seeds, we start with con- 133

structing a dataset of 100 (Kim et al., 2023) summa- 134

rized anonymous job histories, randomly selected 135

from a larger job history dataset.1 We summarize 136

the job histories with GPT-4T, temperature set to 137

1. These summaries are used as input seeds to gen- 138

erate new interviews, inspired by how Samarinas 139

et al. (2024) use knowledge-based narratives to gen- 140

erate open-domain dialogues in the context of those 141

narratives. For each summarized job history, we 142

generate a set of four interviews by systematically 143

varying the use of a single-prompt or dual-prompt 144

generation strategy in combination with GPT-4o 145

and Llama 3.3. This ensures that each model is 146

employed for both prompt strategies, ultimately 147

yielding four distinct interviews. For Llama 3.3 148

we invoke the llama-3.3-70b-versatile model via 149

Groq2. We consistently use a default temperature 150

of 1 for all generating LLMs, to obtain a balance 151

between creativity and coherence. 152

For the dual-prompt strategy, we implement an 153

interviewer and a candidate agent. Each agent has 154

a dedicated prompt, in which we specify its role, an 155

expectation to pass the Turing test, and an expected 156

number of turns in the conversation that is going 157

to follow (Duan et al., 2024). For the candidate 158

agent, we also feed in a summarized job history. 159

Complete prompts are available in Appendix A.1. 160

For the single-prompt strategy, we ask an LLM 161

to generate a complete interview, based on the same 162

summarized job history that is used for the dual- 163

prompt strategy above. The complete prompt is 164

available in Appendix A.2. 165

After generating the interviews, we normalize 166

them by removing double newlines and standard- 167

izing speaker labels. The normalized interviews 168

have a moderate length difference across gener- 169

ation methods, which is nevertheless statistically 170

significant as verified by a Kruskal-Wallis H test 171

(Kruskal and Wallis, 1952). Length difference can 172

introduce bias when using an LLM to judge texts, 173

where longer texts usually get systematically pre- 174

ferred (Dubois et al., 2024; Hu et al., 2024). We 175

address this issue below. 176

For each set of four normalized interviews (with 177

each interview generated from the same seed 178

but with a different prompt strategy and differ- 179

1Hugging Face dataset anonymized for review
2http://groq.com
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ent LLM), we perform pairwise comparisons us-180

ing both GPT-4o and Llama 3.3 (llama-3.3-70b-181

versatile model via Groq) as the judge LLM. Fol-182

lowing Salinas et al. (2025b), we set the tempera-183

ture to 0 for our judge LLMs to favor reproducible184

results. Following PairEval from Duan et al. (2024),185

we ask our judge LLM to detect AI generation for a186

pair of provided interviews. The winning interview187

is the interview for which it judges AI generation188

to be less likely. In line with PairEval, we allow the189

judge LLM to also cast a tie, indicating that it con-190

siders both interviews to be equivalent. To avoid191

any bias based on the order in which interviews are192

presented in the prompt of the judge LLM (Zheng193

et al., 2023), we perform each pairwise compari-194

son twice, alternating which interview comes first.195

Following Duan et al. (2024), we use all scores for196

our win rate calculation.197

The prompt of our judge LLM is similar to the198

one used in Duan et al. (2024)’s PairEval, with199

three differences. First, we ask the LLM to first pro-200

vide its rationale and then its decision. Using this201

order has been shown to create a more consistent202

alignment between rationale and decision (Jia et al.,203

2024). Second, to streamline coding, we instruct204

the LLM to generate responses in JSON format, a205

constraint that large models have been shown to206

handle robustly (He et al., 2024). Third, we add207

“Do not consider conversation length as a factor” to208

the prompt to eliminate the aforementioned poten-209

tial interview length bias. The complete prompt for210

our judge LLMs is available in Appendix A.3.211

We calculate the win rate for each interview gen-212

eration method Mi using eq. (1). When calculating213

the win rate for a method, the denominator only214

contains the results from the pairwise comparisons215

in which that particular method participates. We216

explicitly include ties in our win rate calculation, as217

they are a non-negligible outcome category when218

using LLMs as judges (Duan et al., 2024).219

Win Rate (Mi) =
#Wins Mi

#Wins Mi +#Losses Mi +#Ties Mi

(1)220

4 Results221

Irrespective of the type of LLM that is used for222

dialogue generation, Table 1 and 2 indicate higher223

win rates across judge LLMs for the dual-prompt224

strategy (bold). For Llama 3.3 interviews (evalu-225

ated by Llama 3.3 itself), the difference is tenfold.226

In addition, when aggregating over prompt strategy,227

GPT-4o and Llama 3.3 yield similar win rates when228

Dual Single Both

GPT-4o 0.49 0.18 0.36

Llama 3.3 0.62 0.09 0.33

Both 0.71 0.02

Table 1: Average win rates for GPT-4o vs. LlaMA 3.3,
with GPT-4o as a judge.

Dual Single Both

GPT-4o 0.54 0.24 0.39

Llama 3.3 0.81 0.08 0.43

Both 0.86 0.03

Table 2: Average win rates for GPT-4o vs. LlaMA 3.3,
with Llama 3.3 as a judge.

generating interviews (right column, labeled “Both” 229

in Table 1 and 2). In other words, the choice of 230

the generation LLM has no impact on win rates for 231

both judges. 232

The almost identical win rate for GPT-4o and 233

Llama 3.3 as dialogue generators in our experiment 234

is surprising, given that LLM judges tend to favor 235

their own generations (Panickssery et al., 2024). 236

5 Measuring the Impact of Length 237

To avoid length bias, we add “Do not consider con- 238

versation length as a factor” to the prompts of the 239

LLM judges. To investigate if this is effective, we 240

use ordinal logistic regression (Bender and Grou- 241

ven, 1997). Per interview, we subtract losses from 242

wins and divide the resulting scores in 3 ranked 243

buckets of equal range. The regression checks if 244

the independent variable (interview length) has a 245

statistically significant effect on the ranking out- 246

come. For both the GPT-4o and Llama 3.3 judges, 247

character-based and word-based lengths have a sta- 248

tistically significant impact on ranking, but the im- 249

pact is minimal. Note that we measure a negative 250

impact, where longer dialogues are less preferred 251

compared to shorter ones. 252

To investigate length bias regarding utterance 253

length, we rerun the regressions based on character 254

length while dividing this character length by the 255

number of utterances in the interview. For both 256

judge LLMs, we measure a significant and stronger, 257
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positive effect of utterance length on ranking.258

Our results indicate that asking to ignore length259

in the prompt is an effective way to counter the260

natural inclination of a judge LLM to favor a longer261

text (Hu et al., 2024). However, the length of the262

individual utterances in the text may still have a263

statistically significant impact on the judgments.264

6 Agreement Between LLM Judges265

When investigating whether the judgments of the266

GPT-4o and Llama 3.3 LLMs correspond, initial267

results exhibit no discernible trend (Table 3, “Unre-268

laxed”). When considering a tie as agreement (i.e.,269

only different answers neither of which are “tie” are270

considered disagreement), then we get agreement271

rates that are consistently higher than 85% (Table272

3, “Relaxed”). This could arise from granting the273

LLM judges greater latitude for uncertainty, which274

might be expressed by the use of a tie score. Tie275

scores are pervasive in our results: 32% and 17%276

of comparisons result in a tie, for the GPT-4o and277

Llama 3.3 judges respectively.278

In summary, there is high agreement between279

the GPT-4o and Llama 3.3 judge LLMs when we280

allow for flexibility in handling uncertainty.281

Comparison Unrelaxed Relaxed

D,G vs. D,L 30.5% 86.5%

D,G vs. S,G 40% 91%

D,G vs. S,L 56.5% 89%

D,L vs. S,G 72% 97.5%

D,L vs. S,L 76.5% 99%

S,G vs. S,L 52.5% 87%

Table 3: Agreement rate between GPT-4o and Llama
3.3 as judges. (D)ual, (S)ingle, (G)PT-4o, (L)lama 3.3

.

7 Token Counts282

We provide the average token counts for the inter-283

view generations in Figure 1. While the single-284

prompt strategy demands only one API call per285

interview, the dual-prompt strategy requires an API286

call per utterance, with the dialogue history pro-287

vided as input. As a result, the token count of the288

dual-prompt approach is much higher than for the289

single-prompt approach, due to a larger number290

of input prompt tokens per interview. In practice,291

we see a sixfold increase in token cost. We pro-292

vide an equation to estimate the token cost of the293

dual-prompt approach in Appendix B.294
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Figure 1: Prompt and Completion Token Counts.

8 Conclusion and Future Work 295

To generate job interview dialogues that are indis- 296

tinguishable from authentic human discourse, a 297

dual-prompt dialogue generation method achieves 298

a win rate up to ten times higher than when a sin- 299

gle prompt is used, but with a sixfold increase in 300

token cost. The win rate is derived from pairwise 301

interview comparisons, where a judge LLM evalu- 302

ates dialogue authenticity. The quality difference 303

remains consistent regardless of whether GPT-4o 304

or Llama 3.3 70B is used for the dialogue genera- 305

tion. Additionally, both models provide consistent 306

evaluations when serving as the judge LLM. 307

Assuming that Llama 3.3 70B is available at 308

a lower price point than GPT-4o, its utilization 309

can help mitigate the additional costs associated 310

with the dual-prompt strategy. Consequently, we 311

consider the integration of Llama 3.3 70B with the 312

dual-prompt approach to be the optimal solution 313

for generating synthetic job interviews. 314

For future work, we aim to expand our quality 315

criteria beyond assessing whether a dialogue rep- 316

resents human-like interaction, and incorporate a 317

dimension that evaluates whether the LLMs gen- 318

erate questions aligned with best practices for job 319

interviews in HR. We will collaborate with HR ex- 320

perts to ensure adherence to industry standards and 321

guidelines. 322
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9 Limitations323

“LLM as a judge” is a powerful paradigm that re-324

duces experiment costs compared to using human325

evaluators. However, the use of LLMs as judges is326

still actively being researched and there are known327

limitations, as discussed below.328

To start with, LLM judges can potentially use ir-329

relevant characteristics to cast their judgment (Sali-330

nas et al., 2025a) such as (1) input order (Zheng331

et al., 2023) or (2) length of the provided text332

(Dubois et al., 2024). We account for these specific333

forms of bias, but we cannot exclude the possibility334

of other spurious or irrelevant patterns influencing335

the decisions of the LLMs used in our experiment.336

More broadly, caution is needed when assuming337

that LLMs will automatically align with human338

values and criteria, especially when using them as339

judges. For the use case of judging on dialogue340

quality, Duan et al. (2024) found a 65.74% consis-341

tency rate between GPT-4 and human evaluators.342

Although Llama 3.3 and GPT-4o could be assumed343

to perform better given their later release date, to344

the best of our knowledge this has not yet been345

confirmed through a follow-up experiment.346
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Appendix 439

A Prompts 440

A.1 Interviewer and Candidate Agents 441

A.1.1 Interviewer System Prompt 442

443
1 You are an AI job interviewer conducting an intake interview with a human candidate. 444

Ask the candidate for past job experiences , and looking experiences that 445
demonstrate competencies that are useful in a professional setting. 446

2 447
3 You must pass the Turing test , which means you need to speak like human as much as 448

possible. The conversation flow should be natural and smooth. Do not say too 449
many words in each round. Do not talk like an AI assistant , and don ’t use overly 450
long sentences. 451

4 452
5 Aim to retrieve a good set of candidate experiences in about 8 conversation turns. 453
6 454
7 Now start the interview with a simple ’Good morning ’ to greet the candidate and take 455

it from there. When you are done with the interview , just say ’I got what I 456
needed , thank you for your time.’ Use those exact words. 457458

A.1.2 Candidate System Prompt 459

460
1 You are an AI job seeker and you are being interviewed by a human HR interviewer 461

about past job experiences. Here is a short overview of some of your 462
accomplishments: 463

2 {seed} 464
3 465
4 You must pass the Turing test , which means you need to speak like human as much as 466

possible. The conversation flow should be natural and smooth. Do not say too 467
many words in each round. Do not talk like an AI assistant , and don ’t use overly 468
long sentences. 469

5 470
6 If the provided overview does not contain good information to help you answer an 471

interview question , then try to answer in an evasive way. 472473

A.2 Single-Prompt Interview Generation 474

A.2.1 System Prompt 475

476
1 You are a helpful dialog generating agent. 477478

A.2.2 Human Message 479

480
1 {seed} 481
2 482
3 Based on the career history above , generate an in-depth job interview between and 483

interviewer and a candidate. 484
4 485
5 The interviewer does not know anything about the career history or the candidate ’s 486

background , but is looking for experiences that demonstrate competencies that 487
are useful in a professional setting , by asking questions. 488

6 489
7 The interview should have about 16 conversation turns in total , so about 8 turns for 490

each speaker. 491
8 492
9 Make sure to refer to the interviewer with "interviewer :" and to the candidate with 493

"candidate :" and use those exact speaker labels , all lower case. 494
10 495
11 Start your output with the first speaker label , without adding things like " 496

interview begins" or "job interview ". 497498
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A.3 Judge LLM499

500
1 You will be provided with two conversations , and there can be AI-generated501

utterances in each conversation. You need to read both conversations and judge502
if AI generation was used for any of them. Do not consider conversation length503
as a factor.504

2505
3 If you think Conversation 1 is more likely to have AI generation involved , include "506

Choice ": "1" in your response.507
4 If you think Conversation 2 is more likely to have AI generation involved , include "508

Choice ": "2" in your response.509
5 If you think both conversations are equally likely to have AI generation involved ,510

or if you think no AI generation was involved for any of them , include "Choice ":511
"Tie" in your response.512

6 You also need to first provide a short reason for your choice.513
7514
8 Respond **only in JSON format ** with two keys:515
9516

10 1. "Reason ": A brief explanation of why you chose this answer.517
11518
12 2. "Choice ": "2" or "1" (indicating the one more likely to be AI-generated) or "Tie"519

(both equally likely).520
13 Don ’t put additional quotes or backticks around the JSON output.521
14522
15 Conversation 1:523
16 {dialog1}524
17525
18 Conversation 2:526
19 {dialog2}527528
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B Estimating the Token Count for Dual-Prompt Dialogue Generation 529

With: 530

• p: The average number of tokens in the agents’ system prompts. 531

• a: The average number of tokens in an utterance (across agents). 532

• n: The number of utterances in the dialogue, 533

the token count for dual-prompt dialogue generation is approximated by the formula: 534

n · p+ (n− 1)n

2
· a 535
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C Example Interview Comparison: Dual-Prompt GPT-4T vs. Dual-Prompt Llama 3.3536

Two GPT-4T agents in a job interview Two Llama 3.3 agents in a job interview

Interviewer: Good morning!
Candidate: Good morning! How are you doing today?
Interviewer: I’m doing well, thank you! Let’s get started.
Could you please share with me an overview of your most
recent job experience?
Candidate: Certainly! In my most recent role, I focused
on retail product development, where I was involved in de-
veloping and launching food products. My responsibilities
included working on packaging, ensuring compliance with
food safety regulations, and collaborating with national
retailers to expand market presence. I also led promotional
strategies and represented our products in national cook-
ing competitions. This role was a great blend of creativity
and strategic planning.
Interviewer: That sounds like a comprehensive role with
a mix of creativity and strategy. Can you tell me about a
specific project where you faced a significant challenge
and how you managed to overcome it?
Candidate: Absolutely! One challenging project involved
launching a new line of health-conscious snacks. The ma-
jor hurdle was balancing nutritional value with consumer
taste preferences. We also faced strict compliance require-
ments for labeling and shelf stability. To overcome these
challenges, I collaborated closely with our chefs to refine
the recipes until they met our nutritional goals without
compromising taste. Concurrently, I worked with food
safety authorities to ensure all products <truncated>

interviewer: Good morning. It’s nice to meet you. Can
you start by telling me a little about your background and
what you’re looking for in a role?
candidate: Good morning. Nice to meet you too. So,
I’ve got a pretty diverse background, with experience in
management, training, and product development. I’ve led
teams, created training programs, and worked on devel-
oping new products. I’m looking for a role that combines
some of those skills, maybe something that involves inno-
vation and leadership. I’m excited about the opportunity
to contribute to a new organization and take on new chal-
lenges. What can you tell me about the company and the
role you’re hiring for?
interviewer: That sounds interesting. We’re a company
that values innovation and collaboration. The role we’re
hiring for involves leading a team to develop new products
and solutions. Can you tell me about a time when you had
to lead a team through a challenging project? What was
the outcome, and what did you learn from the experience?
candidate: I recall a project where I had to standardize
food presentation across multiple units. It was a tough
task, as each unit had its own way of doing things. I
worked with the team to create detailed recipe and plating
guides, and we were able to get everyone on the same
page. The outcome was really positive - we saw a big
increase in customer satisfaction and consistency across
the units. <truncated>

GPT-4T rationale and preference: Llama 3.3 rationale and preference:

GPT-4T interview first: "[GPT-4T] displays a more struc-
tured and detailed response pattern typical of AI-generated
text, with comprehensive and specific answers that cover
various aspects of the candidate’s experiences and skills
in a very polished manner. [Llama 3.3], while detailed,
contains elements that suggest more natural human conver-
sation, such as admitting to being out of the workforce for
a while and learning about social media, which introduces
a personal and less formal tone." Winner: Dual-Prompt
Llama 3.3

Llama 3.3 interview first: "[GPT-4T] appears more
likely to involve AI generation due to the structured and
somewhat formulaic responses from the candidate, which
closely align with typical AI-generated content focus-
ing on idealized professional scenarios and responses.
The conversation flows smoothly with detailed, well-
articulated answers that might be overly polished for a
typical spontaneous human response in an interview set-
ting." Winner: Dual-Prompt Llama 3.3

GPT-4T interview first: "[GPT-4o] seems more polished
and detailed, with answers that are lengthy and cover
multiple aspects of the question, which could indicate AI
generation. In contrast, [Llama 3.3] has more concise
answers and a more natural flow, which might suggest
human involvement. Winner: Dual-Prompt Llama 3.3

Llama 3.3 interview first: "Both conversations seem to
be well-structured and coherent, but [GPT-4o] appears
more polished and formal, with answers that are slightly
more generic and could be generated based on common
interview questions and expected responses. [Llama 3.3],
while also professional, has a slightly more personal and
varied tone, suggesting a human touch." Winner: Dual-
Prompt Llama 3.3
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D Example Interview Comparison: Single-Prompt GPT-4o vs. Single-Prompt Llama 3.3 537

Two GPT-4o agents in a job interview Two Llama 3.3 agents in a job interview

Interviewer: Thank you for joining us today. To start, can
you briefly summarize your professional background for
me?
Candidate: Certainly! I have a diverse background, be-
ginning with my role as the owner of a vehicle and heavy
machinery business. This allowed me to gain extensive
experience in business operations and import-export ser-
vices. Additionally, I worked in a hotel setting as a front
desk representative and an auditor, which helped me hone
my customer service and financial oversight skills.
Interviewer: That sounds interesting. Can you tell me
more about how you managed the operations in your vehi-
cle and machinery business?
Candidate: As the owner, I was responsible for over-
seeing the entire operation, which included managing a
nationwide dealer network. I utilized auction access to ac-
quire inventory from across the U.S. and coordinated the
logistics for import-export services. This required careful
planning, relationship management, and negotiation skills
to ensure smooth operations and customer satisfaction.
Interviewer: That’s impressive. How did your experience
in the hospitality industry complement your skills in your
business operations?
Candidate: Working as a front desk representative, I
developed strong interpersonal communication skills and
the ability to address service discrepancies effectively.
<truncated>

Interviewer: Good morning, thank you for coming in
today. Can you start by telling me a little bit about yourself
and what you’re looking for in a professional setting?
Candidate: Good morning, thank you for having me. I’m
a highly motivated and versatile individual with a strong
background in business operations and customer service.
I’m looking for a role that will challenge me and allow me
to grow professionally.
Interviewer: That’s great to hear. Can you give me an
example of a time when you had to handle multiple re-
sponsibilities at once? How did you prioritize your tasks
and manage your time?
Candidate: Yes, certainly. In one of my previous roles,
I was responsible for managing a nationwide dealer net-
work, which involved coordinating with multiple parties
and handling various tasks simultaneously. I prioritized
my tasks by focusing on the most urgent and important
ones first, and then delegated tasks to my team members
when possible.
Interviewer: I see. It sounds like you have some experi-
ence with leadership and team management. Can you tell
me about a time when you had to make a difficult decision
that affected a team or an organization? What was the
outcome, and what did you learn from the experience?
Candidate: Yes, I recall a situation where I had to make a
tough decision to adjust our business strategy in response
to changes in the market. <truncated>

GPT-4o rationale and preference: Llama 3.3 rationale and preference:

GPT-4o interview first: "Both conversations exhibit struc-
tured and coherent responses typical of AI-generated text,
with detailed and articulate answers. However, [GPT-4o]
contains more complex and nuanced responses, which
might suggest a higher likelihood of AI involvement."
Winner: Single-Prompt Llama 3.3

Llama 3.3 interview first: "Both conversations exhibit
structured and coherent responses typical of AI-generated
text, with detailed examples and clear articulation of ex-
periences. However, [Llama 3.3] has a more formulaic
and comprehensive style, which is often indicative of AI
generation." Winner: Single-Prompt GPT-4o

GPT-4o interview first: "Both conversations seem to be
well-structured and professional, but [GPT-4o] appears
more polished and detailed, with the candidate providing
specific examples and skills that align closely with the
questions. [Llama 3.3] also provides relevant examples,
but the responses seem slightly more generic and less
detailed in some areas. However, both conversations could
potentially be AI-generated due to their professional tone
and structure. After careful consideration, I find both
conversations to be equally likely to have AI generation
involved due to their similar tone and professionalism."
Winner: Tie

Llama 3.3 interview first: "Both conversations seem
to be well-structured and professional, but [Llama 3.3]
appears more formulaic and repetitive, with the candidate
providing very similar answers to various questions, which
could indicate AI generation. In contrast, [GPT-4o ]seems
more dynamic, with the candidate providing more varied
and detailed responses." Winner: Single-Prompt GPT-
4o
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