
Towards Tracing Trustworthiness Dynamics: Revisiting Pre-training
Period of Large Language Models

Anonymous ACL submission

Abstract
Ensuring the trustworthiness of large language001
models (LLMs) is crucial. Most studies con-002
centrate on fully pre-trained LLMs to better un-003
derstand and improve LLMs’ trustworthiness.004
In this paper, to reveal the untapped potential005
of pre-training, we pioneer the exploration of006
LLMs’ trustworthiness during this period, fo-007
cusing on five key dimensions: reliability, pri-008
vacy, toxicity, fairness, and robustness. To be-009
gin with, we apply linear probing to LLMs. The010
high probing accuracy suggests that LLMs in011
early pre-training can already distinguish con-012
cepts in each trustworthiness dimension. There-013
fore, to further uncover the hidden possibilities014
of pre-training, we extract steering vectors from015
a LLM’s pre-training checkpoints to enhance016
the LLM’s trustworthiness. Finally, inspired by017
Choi et al. (2023) that mutual information esti-018
mation is bounded by linear probing accuracy,019
we also probe LLMs with mutual information020
to investigate the dynamics of trustworthiness021
during pre-training. We are the first to observe022
a similar two-phase phenomenon: fitting and023
compression (Shwartz-Ziv and Tishby, 2017).024
This research provides an initial exploration025
of trustworthiness modeling during LLM pre-026
training, seeking to unveil new insights and027
spur further developments in the field.028

1 Introduction029

As the capabilities of LLMs increase, their trust-030

worthiness becomes a focal point of widespread031

attention. Guided by global AI governance (Com-032

mission, 2021b; Tabassi, 2023; Newman, 2023)033

and trustworthy AI (Commission et al., 2019; Liu034

et al., 2023b), trustworthy LLMs have developed035

some common categories, especially focusing on036

five dimensions: reliability, toxicity, privacy, fair-037

ness, and robustness (Wang et al., 2023a; Sun et al.,038

2024). Delving into LLMs across all these trust-039

worthiness dimensions is essential for the society.040

To seek a deeper exploration of language mod-041

els, one of the prominent methods is probing (Zhao042

et al., 2023; Räuker et al., 2023), which involves 043

training a classifier on the model’s representations 044

to identify linguistic and semantic properties ac- 045

quired by the model (Tenney et al., 2019; Pimentel 046

et al., 2020; Li et al., 2021; Belinkov, 2022; Räuker 047

et al., 2023; Gurnee and Tegmark, 2023; Slobod- 048

kin et al., 2023). In particular, considering trust- 049

worthiness, recent attempts reveal that LLM repre- 050

sentations contain linearly separable patterns (Zou 051

et al., 2023; Li et al., 2023; Azaria and Mitchell, 052

2023). Unfortunately, existing research has largely 053

focused on fully pre-trained LLMs (Touvron et al., 054

2023a), including those aligned (Ouyang et al., 055

2022) through Supervised Fine-Tuning (SFT) or 056

Reinforcement Learning from Human Feedback 057

(RLHF). This perspective neglects the pre-training 058

period in the context of LLM trustworthiness. To 059

our best knowledge, two aspects still remain mys- 060

teries: 1) how LLMs dynamically encode trustwor- 061

thiness during pre-training, and 2) how to harness 062

the pre-training period for more trustworthy LLMs. 063

To address the above issues, we start by ana- 064

lyzing the pre-training dynamics about trustwor- 065

thiness of LLM. More specifically, we use lin- 066

ear probing (Alain and Bengio, 2016; Belinkov, 067

2022) across the 360 pre-training checkpoints from 068

LLM360 (Liu et al., 2023e) to explore five dimen- 069

sions of trustworthiness: reliability, toxicity, pri- 070

vacy, fairness, and robustness. Our probing results 071

suggest that after the early pre-training period, mid- 072

dle layer representations of LLMs have already 073

developed linearly separable patterns about trust- 074

worthiness. Such patterns are capable of discern- 075

ing opposing concepts within each trustworthiness 076

dimension (e.g., discriminating true and false state- 077

ments). Building upon the above observations, we 078

raise an intriguing question: can the pre-training 079

period of an LLM be utilized to enhance its trust- 080

worthiness after pre-training? 081

We provide insightful answers to the above 082

question by exploring the potential of pre-training 083
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Figure 1: Overview of tracing trustworthiness dynamics during pre-training. 1) Linear probing identifies linearly
separable opposing concepts during early pre-training; 2) Steering vectors are developed to enhance LLMs’
trustworthiness; 3) Probing LLMs with mutual information reveals a two-phase trend regarding trustworthiness.

checkpoints for better trustworthiness. Notably,084

recent advancements have introduced “activation085

intervention,” a novel suite of techniques for di-086

recting language models towards enhanced LLMs’087

performance by adjusting activations during infer-088

ence (Turner et al., 2023; Li et al., 2023; Rimsky089

et al., 2023; Wang and Shu, 2023). Inspired by090

these works and the observation of linearly separa-091

ble patterns in trustworthiness concepts during the092

LLM’s pre-training period, we make preliminary093

attempts to extract steering vectors from LLM’s094

checkpoints during pre-training, employing them095

to intervene in the SFT model for trustworthiness096

enhancement. Extensive experiments reveal that097

these steering vectors extracted from pre-training098

checkpoints could promisingly enhance the SFT099

model’s trustworthiness. More crucially, these100

steering vectors achieve a trustworthiness perfor-101

mance that matches or promisingly exceeds that102

of vectors extracted directly from the SFT model103

itself. Our findings introduce novel insights into104

using pre-training checkpoints for LLM alignment,105

revealing untapped potential and offering a fresh106

perspective on enhancing LLM trustworthiness.107

Finally, motivated by the theoretical result (Choi108

et al., 2023) that mutual information estimation109

is bounded by linear probing accuracy, we take110

an alternative view by probing LLMs with mutual111

information during pre-training. To our best knowl-112

edge, we are the first to notice that during the pre-113

training period of LLMs, there exist two distinct114

phases regarding trustworthiness: fitting and com-115

pression, which is in line with previous research on116

traditional DNNs (Shwartz-Ziv and Tishby, 2017; 117

Noshad et al., 2019). 118

2 Probing LLM Pre-training Dynamics in 119

Trustworthiness 120

In this section, we probe LLMs to analyze the dy- 121

namics of pre-training about trustworthiness. To 122

begin with, we describe the datasets for each trust- 123

worthiness dimension in Section 2.1. Then, we in- 124

troduce the experimental setup in Section 2.2. The 125

probing results in Section 2.3 suggest that middle 126

layer LLM representations from early pre-training 127

have already exhibited linearly separable patterns. 128

2.1 Research Dimensions and Datasets of 129

Truthworthy LLM 130

Existing research on AI governance (Tabassi, 2023; 131

Commission et al., 2019; Commission, 2021b) 132

and trustworthy AI (Liu et al., 2023b; Foundation, 133

2023) lays the groundwork for developing a com- 134

prehensive understanding of trustworthy LLMs. 135

Guided by these principles, various studies clas- 136

sify trustworthy LLMs from different perspectives, 137

yet some dimensions consistently emerge across 138

these works (Liu et al., 2023d; Wang et al., 2023a; 139

Sun et al., 2024). Therefore, we delves into five 140

of these key dimensions: reliability, toxicity, pri- 141

vacy, fairness, and robustness, employing canonical 142

datasets for each to support our study. 143

Reliability. TruthfulQA (Lin et al., 2022), a bench- 144

mark dataset for evaluating LLMs’ truthfulness 145

discernment (Touvron et al., 2023b), includes 817 146

questions across 38 categories aimed at assessing 147
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Figure 2: The linear probe accuracy on five trustworthiness dimensions for the first 80 pre-training checkpoints.
For each checkpoint, we report the results from layers {0, 6, 12, 18, 24, 30}. The results from all layers of the 360
checkpoints are in Appendix D.

the veracity of model-generated answers.148

Toxicity. ToxiGen (Hartvigsen et al., 2022) is a149

broad dataset featuring implicit toxic and non-toxic150

statements across 13 minority demographics, en-151

abling toxicity modeling assessment in LLMs.152

Privacy. We choose the tier 2 tasks from Con-153

fAIde (Mireshghallah et al., 2023) to assess LLMs’154

privacy awareness, with ConfAIde targeting con-155

textual privacy and identifying vulnerabilities in156

LLMs’ privacy reasoning.157

Fairness. We use StereoSet (Nadeem et al., 2021)158

to measure the stereotype modeling ability, i.e.,159

whether LLMs capture stereotypical biases about160

race, religion, profession, and gender.161

Robustness. We introduce typos by randomly162

changing the case of 5% letters in each sentence163

from SST-2 (Socher et al., 2013) from GLUE164

benchmark (Wang et al., 2018). The original sen-165

tence as well as the corresponding perturbed sen-166

tence are synthesized into a new dataset.167

For each dataset above, we assign a label to ev-168

ery sentence based on whether it is trustworthy, i,e,169

truthful, toxic, privacy-aware, fair, and perturbed.170

We maintain a balanced dataset for each trustwor-171

thiness dimension. Further details are available in172

Appendix B.173

2.2 Experimental Setup174

The models under study. We investigate the175

pre-training period of LLMs through the 360 pre-176

training checkpoints provided by LLM360 (Liu177

et al., 2023e). Simultaneously, they also release an178

instruction fine-tuned conversational model named179

AmberChat and an aligned conversational model180

named AmberSafe. The models mentioned are all181

of the 7B parameter scale.182

Activation dataset. Given each original dataset183

consisting of sentences and the corresponding class184

labels, we feed the sentence into LLMs and collect185

the corresponding activations of the last token (Li186

et al., 2023; Gurnee and Tegmark, 2023) for each187

layer. The activation dataset D = {(xi, yi)}Ni=1 is 188

constructed with the activations xi ∈ Rd and the 189

corresponding binary labels yi ∈ {0, 1}. 190

Linear probing. We employ the linear probing 191

method (Alain and Bengio, 2016; Tenney et al., 192

2019; Pimentel et al., 2020; Li et al., 2021; Be- 193

linkov, 2022) to analyze the activation datasets. 194

For each trustworthiness dataset, every layer of 195

each pre-training checkpoint within LLM360 pro- 196

duces an activation dataset. Therefore, there are 197

360× 32 activation datasets for all 32 layers across 198

360 checkpoints. We randomly split each activa- 199

tion dataset into training and test sets by 4:1, and 200

fit a binary linear classifier on the training set. We 201

train a classifier for each activation dataset, which 202

yields 360× 32 classifiers. We report the accuracy 203

on the test set. 204

2.3 Probing Results 205

Middle layer representations exhibit linearly 206

separable patterns. For each checkpoint during 207

pre-training, Figure 2 shows that the accuracy is 208

relatively higher for middle layers (the 12-th and 209

18-th layers). The full results in Appendix D also 210

support such characteristic of middle layers (about 211

the 18-th layer). It inspires us that the representa- 212

tions from middle layers exhibit rich linear encoded 213

information to distinguish those different concepts. 214

Also, the observation meets with other literatures 215

considering linear probing in the era of LLMs (Li 216

et al., 2023; Zou et al., 2023; Burns et al., 2022), 217

which also empirically validate the capability of 218

middle layers. Moreover, similar phenomenon has 219

also been found in earlier linear probing literatures 220

for BERT (Hewitt and Manning, 2019; Van Aken 221

et al., 2019), which may implicitly suggests some 222

similarity between LLMs and relatively small pre- 223

trained models. 224

The potential of pre-training checkpoints. Fig- 225

ure 2 shows that for each layer over the whole 226

pre-training period, the probing accuracy increases 227
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Figure 3: A schematic illustration of (a) constructing
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(b) intervening in the SFT model towards more trust-
worthiness by employing the steering vector.

during the initial phase of pre-training, followed by228

fluctuation throughout the remaining pre-training229

period. The trend enlightens us that models dur-230

ing the early stages of pre-training can already en-231

code these different concepts well in a simple linear232

manner. Such trustworthiness concepts are linearly233

represented in the latent space of LLMs, which sup-234

ports linear representation hypothesis (Park et al.,235

2023) and other empirical study (Zou et al., 2023).236

3 Controlling Trustworthiness via the237

Steering Vectors from Pre-training238

Checkpoints239

In this section, we aim to unravel the potential of240

checkpoints from the pre-training period to assist241

in enhancing the trustworthiness performance of242

the SFT model (i.e., AmberChat), based on activa-243

tion intervention techniques (Turner et al., 2023; Li244

et al., 2023; Rimsky et al., 2023). We first outline245

the method of activation intervention on the SFT246

model using the steering vectors extracted from247

pre-training checkpoints in Section 3.1. Next, we248

introduce the experimental setup in Section 3.2. We249

then explore how steering vectors extracted from250

pre-training checkpoints contribute to enhancing251

performance across distinct dimensions of trust-252

worthiness in Section 3.3, presenting a series of253

findings and observations. Finally, we examine254

the use of the same techniques to boost the overall255

trustworthiness performance of the SFT model in256

Section 3.4.257

3.1 Activation Intervention258

Initially, we partition the training dataset into two259

distinct collections based on the labels, I+ and I−,260

representing positive instructions and negative in-261

structions, respectively. Following this partition,262

we collect the activations of LLM w.r.t. these in- 263

structions, denoted by Al
c(I+) and Al

c(I−), where 264

Al
c denotes the function that extracts the activa- 265

tions from the c-th checkpoint at l-th layer. Subse- 266

quently, we compute the centroid of the activations 267

from each sets and take their difference to obtain 268

the “mass mean vector,” (Li et al., 2023; Marks and 269

Tegmark, 2023) which serves as our steering vector 270

vl
c = Al

c(I+)−Al
c(I−). (1) 271

Finally, we employ the steering vector to intervene 272

in the model’s activations as illustrated below 273

hl′ = hl + αvl
c, (2) 274

where hl denotes representation at the l-th layer 275

of the model, hl′ denotes the corresponding repre- 276

sentation after intervention; α is a rescale hyper- 277

parameter that indicates the strength of the inter- 278

vention. Figure 3 illustrates the schematic diagram 279

of intervention method. Note that the intervention 280

described by Eq. (2) occurs at each step during the 281

autoregressive inference. 282

3.2 Experimental Setup 283

Evaluation on Trustworthiness Datasets. For 284

TruthfulQA, we fine-tune two GPT-3 models 285

as “GPT-judge” and “GPT-info” guided by (Lin 286

et al., 2022), to predict the truthfulness and 287

informativeness of the generated outputs from 288

LLMs, respectively. For ToxiGen, we fol- 289

low (Touvron et al., 2023b), employing fine-tuned 290

RoBERTa (Hartvigsen et al., 2022) to evaluate the 291

toxicity of contents generated by LLMs, and finally 292

reporting the proportion of generated text classified 293

as toxic. For ConfAIde, StereoSet, and perturbed 294

SST-2, with the adaptation of converting possible 295

multiple-choice questions into binary classification 296

tasks, we prompt LLMs to generate choices and 297

then evaluate the accuracy. Please refer to Ap- 298

pendix C for more details. 299

Details of Steering Vectors Construction. For 300

the activation dataset, we consider it from two per- 301

spectives: 1) For controlling the performance of 302

individual subcategories under trustworthiness in 303

Section 3.3, we utilize the corresponding datasets 304

described in Section 2.1, where the steering vectors 305

are constructed from the development set and no 306

data leakage occurs during the evaluation; 2) For 307

controlling the overall trustworthiness performance 308

in Section 3.4, we employ PKU-SafeRLHF-10K1, 309

1https://huggingface.co/datasets/PKU-Alignment/PKU-
SafeRLHF-10K
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Table 1: Results of activation intervention on TruthfulQA, general ability benchmarks, and the other trustworthiness
benchmarks. The best results are highlighted in bold, and the runner-ups are underlined. vckpt_179 and vAmberChat

represent AmberChat intervened by steering vectors derived from ckpt_179 and AmberChat, respectively.

Method
TruthfulQA metrics General Abilities Trustworthiness Abilities

Truth↑ Info↑ Truth * Info↑ ARC↑ MMLU↑ MathQA↑ RACE↑ ToxiGen↓ ConfAIde↑ StereoSet↑ SST-2↑
Baseline AmberChat 0.3931 0.9484 0.3728 0.6006 0.3659 0.2593 0.3904 0.0920 0.5055 0.5379 0.5757

Fine-tuned
Full 0.4229 0.9602 0.4060 0.4315 0.2355 0.2499 0.3187 0.0020 0.5294 0.5031 0.5757

Lora 0.3221 0.9329 0.3004 0.5758 0.3314 0.2620 0.3742 0.0080 0.6411 0.4980 0.5734

Activation
Intervention

vckpt_179 0.7322 0.9337 0.6837 0.5834 0.3358 0.2422 0.3876 0.0360 0.6181 0.5000 0.5229

vAmberChat 0.6978 0.9484 0.6618 0.5829 0.3388 0.2482 0.3943 0.0320 0.5192 0.4580 0.5367
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Figure 4: The trends of toxic ratio and PPL as the inter-
vention strength α increases.

a dataset proposed in (Ji et al., 2023) for RLHF310

training. For the checkpoint, we simply select the311

checkpoint that is halfway through the pre-training312

process for experiments, namely the checkpoint313

ckpt_179, which has already learnt linearly separa-314

ble patterns (i.e., performs a high probing accuracy315

as shown in Figure 2). Regarding the selection316

of layer and α, we first narrow down the hyper-317

parameter range based on Perplexity (PPL), and318

then empirically determine the optimal parameters319

using a coarse-grained grid search (Li et al., 2023;320

Turner et al., 2023; Wang and Shu, 2023).321

3.3 Intervention to Enhance Distinct322

Trustworthiness Dimensions323

In this subsection, we present several key obser-324

vations that illuminate the intricate dynamics of325

steering vectors in modulating the trustworthiness326

of the SFT model.327

Observation 1. Steering vectors derived from pre-328

training checkpoints could significantly enhance329

the SFT model’s performance in TruthfulQA, Toxi-330

Gen, and StereoSet. For TruthfulQA and StereoSet,331

clear performance enhancement can be observed332

in Table 1 and Table 2, respectively. Regarding333

ToxiGen, when the strength of intervention α is set334

to 0.5, there is already a reduction of approximately335

Figure 5: Pearson Correlation Coefficient for Probing
ACC and trustworthiness performance.

50% in the rate of toxic content generation, with 336

a negligible perturbation in perplexity. Besides, 337

sampling checkpoints from various stages of the 338

pre-training period, we observe a relatively strong 339

linear correlation between the trustworthiness per- 340

formance and the probing accuracy of pre-training 341

checkpoints in Figure 5. This suggests that, once 342

the model has developed linearly separable patterns 343

(represents a high probing accuracy) w.r.t. the trust- 344

worthiness concepts during the pre-training pro- 345

cess, the constructed steering vector may have the 346

potential to positively intervene in the SFT model’s 347

trustworthiness. 348

Observation 2. Steering vectors derived from 349

pre-training checkpoints and SFT model perform 350

broadly comparable performance yet exhibit vari- 351

ations across various tasks. Table 1 shows that, 352

compared to the steering vector extracted from Am- 353

berChat, the steering vector from the pre-training 354

checkpoint (ckpt_179) guides the SFT model to 355

exhibit more “truthfulness.” Moreover, it performs 356

slightly better on ARC, ConfAIde, and StereoSet, 357

while the opposite is true for other tasks. It is 358

important to note that we only selected a single 359

checkpoint from the pre-training process for exper- 360

imentation, without undergoing fine-grained hyper- 361

parameter selection. Therefore, we believe these 362

pre-training checkpoints hold significant untapped 363

potential for aiding LLM towards trustworthiness. 364

Observation 3. Intervening in the model slightly 365
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Table 2: Results of activation intervention on StereoSet, general ability benchmarks, and the other trustworthiness
benchmarks. Format and significance markers keep consistent with Table 1.

Method
Fairness Metric General Abilities Trustworthiness Abilities

StereoSet ↑ ARC↑ MMLU↑ MathQA↑ RACE↑ TruthfulQA↑ ToxiGen↓ ConfAIde↑ SST-2↑
Baselines AmberChat 0.5379 0.6006 0.3659 0.2593 0.3904 0.3728 0.0920 0.5055 0.5757

Activation
Intervention

vckpt_179 0.5799 0.5986 0.3524 0.2499 0.3914 0.2851 0.0600 0.5055 0.5390

vAmberChat 0.5830 0.5958 0.3508 0.2519 0.3952 0.3352 0.0820 0.5055 0.5528

StereoSet

ConfAIde

ARC

MMLU

MathQA

TruthfulQA

ToxiGenRACE
61.99

37.28
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90.80

56.3550.00

62.32

50.55

60.06

54.88

37.07

34.82

26.00 24.36

39.43
38.95

𝐴𝑚𝑏𝑒𝑟𝑆𝑎𝑓𝑒

𝐴𝑚𝑏𝑒𝑟𝐶ℎ𝑎𝑡

𝐴𝑚𝑏𝑒𝑟𝐶ℎ𝑎𝑡 + 𝑣௖௞௣௧_ଵ଻ଽ
𝐴𝑚𝑏𝑒𝑟𝐶ℎ𝑎𝑡 + 𝑣஺௠௕௘௥஼௛௔௧

SST-2
57.57

52.52

Figure 6: Performance of various models across four
general capabilities and five trustworthiness capabilities.
AmberChat and AmberSafe are fine-tuned models from
LLM360. vckpt_179 and vAmberChat represent steering
vectors from ckpt_179 and AmberChat, respectively.

impairs its general capabilities as a marginal cost366

for trustworthiness enhancement. We evaluate the367

model’s performance on four common benchmarks368

for general capabilities, where a trend of slight369

performance decline is observed after intervention,370

as indicated in “General Abilities” part of Tables 1371

and 2. Additionally, we also observe the impact372

of the intervention strength α on the generative373

performance of the model. Taking ToxiGen as374

an example, Figure 4 illustrates the relationship375

between the proportion of toxic content generated376

by the model and perplexity as the intervention377

strength α increases. If we continuously increase378

the intervention strength, although the proportion379

of toxicity may continue to decline, the perplexity380

of the model correspondingly increase, manifesting381

as a tendency to produce meaningless repetitive382

content or gibberish.383

Observation 4. When the quantity and quality384

of fine-tuning data are limited, activation inter-385

vention by steering vectors may be a more effec-386

tive approach for current task. We fine-tune the387

SFT model with positive QA pairs from the train-388

ing set using both full-parameter fine-tuning and389

LoRA fine-tuning as a comparison, given that data 390

in TruthfulQA naturally exists in the form of QA 391

pairs. As shown in Table 1, the model fine-tuned 392

with all parameters exhibits only minor improve- 393

ments on TruthfulQA while experiencing a signif- 394

icant decline in general capabilities. Meanwhile, 395

the fine-tuned model by LoRA demonstrates a no- 396

ticeable decrease in TruthfulQA though somewhat 397

preserving performance in general capabilities. 398

Observation 5. Trade-offs exist between different 399

dimensions of trustworthiness. For instance, as 400

seen in Table 1, while steering vector intervention 401

enhances the model’s truthfulness performance, it 402

also compromises performance on fairness and ro- 403

bustness. Previous research has witnessed a trade- 404

off between trustworthiness dimensions. For ex- 405

ample, privacy-fairness trade-off (Mangold et al., 406

2023), robustness-privacy trade-off (Hayes, 2020), 407

and robustness-fairness trade-off (Xu et al., 2021). 408

Similar to (Liang et al., 2022), we also suggest that 409

the connection between different trustworthiness 410

dimensions relies on their definitions. Many pairs 411

of trustworthiness in LLMs remain unstudied, and 412

we advocate for future research in this area. 413

3.4 Intervention to Enhance Universal 414

Trustworthiness 415

In this subsection, we aim to leverage steering vec- 416

tors to comprehensively enhance the model’s trust- 417

worthiness. Unlike Section 3.3 where steering vec- 418

tors are constructed using datasets from different 419

dimensions of trustworthiness, here we employ a 420

general dataset for alignment (described in Sec- 421

tion 3.2), which may encompass data across multi- 422

ple dimensions of trustworthiness. 423

Trustworthiness enhancement with steering vec- 424

tors from universal alignment datasets. Fig- 425

ure 6 shows that intervening in model using steer- 426

ing vectors can significantly boost trustworthiness, 427

with only marginal losses (in ARC, MMLU) or 428

even marginal gains (in MathQA, RACE) in gen- 429

eral capabilities. Moreover, steering vectors de- 430

rived from checkpoints during the pre-training pe- 431
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riod demonstrate superior effectiveness in enhanc-432

ing trustworthiness. For AmberSafe, which em-433

ploys a substantial cost for alignment, we note its434

overall best performance (as seen in the purple line),435

particularly holding a significant advantage in pri-436

vacy and TruthfulQA. However, it’s noteworthy437

that merely using 10k alignment data to construct438

steering vectors from a pre-training checkpoint for439

intervening in the SFT model brings about impres-440

sive improvements across various dimensions of441

trustworthiness, which reveals the untapped poten-442

tial of pre-training checkpoints in aiding the model443

towards better trustworthiness.444

4 Probing LLMs using Mutual445

Information446

Recently, Choi et al. (2023) shows that mutual in-447

formation estimation is bounded by linear probing448

accuracy. Also, the mutual information can be used449

to investigate the dynamics of neural networks dur-450

ing training (Shwartz-Ziv and Tishby, 2017; Saxe451

et al., 2019; Goldfeld and Polyanskiy, 2020; Pi-452

mentel et al., 2020; Geiger, 2021; Lorenzen et al.,453

2021; Zhou et al., 2023). Therefore, motivated by454

the above, we adopt a different perspective by prob-455

ing LLM checkpoints through the lens of mutual456

information, particularly focusing on the aforemen-457

tioned trustworthiness dimensions.458

We explain our probing strategy and experimen-459

tal setup in Section 4.1 and Section 4.2, respec-460

tively. The empirical observations are shown and461

analyzed in Section 4.3. In particular, we find462

that there is a phase transition from “fitting” to463

“compression” during the pre-training period of464

LLMs, which is consistent with previous study on465

traditional DNNs (Shwartz-Ziv and Tishby, 2017;466

Noshad et al., 2019).467

4.1 Probing Strategy468

The mutual information between two continuous
random variables, X and Y , is defined as

I(X,Y ) =

∫
Y

∫
X
p(x, y) log

p(x, y)

p(x)p(y)
dxdy.

It is a measure of the independence between two469

variables. Given the dataset of trustworthiness in470

Section 2.1, we represent each dataset using the471

first layer activation X , and Y denotes the corre-472

sponding label vector. Additionally, T represents473

the feature matrix from the target layer of an LLM.474

Thus, we probe LLMs with I(T,X) and I(T, Y )475

during pre-training.476

Figure 7: The dynamics of I(T,X) and I(T, Y ) for
TruthfulQA across various layers during pre-training.
The similar trend in other datasets is in Appendix E.2.

In principle, our strategy differs from Shwartz- 477

Ziv and Tishby (2017) in three ways. Firstly, we 478

do not use the pre-training dataset of LLMs. In- 479

stead, we carefully design activation datasets to 480

represent specified trustworthiness properties. Sec- 481

ondly, we use the first layer representation to in- 482

dicate the original dataset because they contains 483

more information than representations from other 484

layers (Cover, 1999; Tishby and Zaslavsky, 2015; 485

Shwartz-Ziv and Tishby, 2017). Finally, we fol- 486

low Ma et al. (2020) to use HSIC (Gretton et al., 487

2005) as an estimator of mutual information be- 488

cause it is challenging to accurately compute in 489

high dimensions (Kraskov et al., 2004; Alemi et al., 490

2016; Poole et al., 2019). 491

4.2 Experimental Setup 492

Following the official code and reported hyperpa- 493

rameters from Liu et al. (2023e), we initiate pre- 494

training from a randomly initialized model using 495

the corpus for the first checkpoint, and save more 496

granular checkpoints to observe finer experimen- 497

tal phenomena. More discussions are available in 498

Appendix C. 499

4.3 The Dynamics of Pre-training 500

The trend of mutual information. Figure 7 501

shows that I(T,X) generally exhibits an initial 502

increase followed by a decrease across all the con- 503

sidered layers during pre-training. And I(T, Y ) 504

continues to show a consistent upward trend. Note 505

that middle layer representations exhibit a larger 506

I(T, Y ) comparing to that from other layers. It 507

suggests that middle layer representations encode 508

more information about the opposing concepts of 509

trustworthiness. 510

From “fitting” to “compression.” Overall, con- 511

sidering I(T,X) and I(T, Y ) collectively, it be- 512

comes evident that there are two phases during 513

pre-training. In the first and shorter phase, both 514

I(T,X) and I(T, Y ) increase. While in the sec- 515
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ond and much longer phase, I(T,X) decreases516

and I(T, Y ) continues to increase. Although our517

strategy is completely different from Shwartz-Ziv518

and Tishby (2017), the two-phase phenomenon ex-519

hibits similarities. At the beginning of pre-training,520

the randomly-initialized LLM fails to preserve521

the relevant information, so I(T,X) ≈ 0 and522

I(T, Y ) ≈ 0. Next, as LLM gradually fits the523

pre-training dataset, its abilities in language un-524

derstanding and concept modeling enhance, con-525

tributing to increases in both I(T,X) and I(T, Y ).526

As pre-training progresses, LLM learns to better527

compress the irrelevant information in the dataset528

and preserve more label-related information (i.e.,529

trustworthiness), leading to a reduction in I(T,X)530

and an improvement in I(T, Y ). Overall, we are at531

the forefront of investigating the phase transition532

from “fitting” to “compression” in the context of533

trustworthiness during pre-training. It is our hope534

that our insights will motivate further exploration535

into the pre-training dynamics of LLMs.536

5 Related Work537

Probing LLM representations. Probing clas-538

sifiers (Alain and Bengio, 2016; Tenney et al.,539

2019; Pimentel et al., 2020; Li et al., 2021; Be-540

linkov, 2022; Räuker et al., 2023) is one of the541

prominent methods for identify certain proper-542

ties acquired by the language model (Zhao et al.,543

2023). Researchers probe LLMs and discover544

linear separable patterns within LLMs, including545

space and time (Gurnee and Tegmark, 2023), game546

states (Nanda et al., 2023), answerability (Slobod-547

kin et al., 2023), and some counterfactual pairs of548

concepts (Park et al., 2023). It is also observed that549

LLM representations contain linearly separable pat-550

terns about trustworthiness, such as truthfulness (Li551

et al., 2023; Marks and Tegmark, 2023; Zou et al.,552

2023). However, they do not probe LLM repre-553

sentations during pre-training. In this work, we554

consider the whole pre-training period of LLMs555

and probe their presentations dynamically.556

Steering vectors for trustworthy LLMs. To en-557

sure the safety and trustworthiness of LLMs, some558

promising approaches explore the latent space, uti-559

lizing representations to improve model perfor-560

mance (Liu et al., 2023c; Jorgensen et al., 2023).561

Various studies investigate activation engineering562

within LLMs from both theoretical and practical563

perspectives, affecting model performance by ma-564

nipulating the model’s representational space (Park565

et al., 2023; Turner et al., 2023; Zou et al., 2023). 566

Furthermore, Wang and Shu (2023), Rimsky et al. 567

(2023) and Wang et al. (2024) construct directional 568

vectors to explore the model’s safety and alignment, 569

with the goal of making models helpful, honest, and 570

harmless. However, there has no investigation into 571

how representations change during the pre-training 572

phase of LLMs. In this paper, we explore and lever- 573

age representations during this phase, paving the 574

way for new research avenues in activation engi- 575

neering. 576

Understanding the training process of DNNs. 577

Many empirical studies observe that DNNs tend to 578

learn simple concepts during the learning process 579

(Arpit et al., 2017; Liu et al., 2021; Mangalam and 580

Prabhu, 2019). Furthermore, Xu et al. (2019), Liu 581

et al. (2023a), and Tian et al. (2023) theoretically 582

explain the learning preference of DNNs. Mean- 583

while, many researchers focus on analyzing the util- 584

ity of fine-tuning for language models (Merchant 585

et al., 2020; Hao et al., 2020; Aghajanyan et al., 586

2021; Zhou and Srikumar, 2022; Mosbach et al., 587

2020). However, few previous studies investigate 588

how trustworthiness is learned by LLMs during 589

pre-training. In this paper, we take a closer look 590

at the learning dynamic of trustworthiness within 591

LLMs’ representations. 592

6 Conclusion 593

In this work, we take an initial and illuminating 594

step towards elucidating the conceptual understand- 595

ing of trustworthiness during pre-training. Firstly, 596

by linear probing LLMs across reliability, privacy, 597

toxicity, fairness, and robustness, we investigate the 598

ability of LLMs representations to discern oppos- 599

ing concepts within each trustworthiness dimension 600

during the whole pre-training period. Furthermore, 601

motivated by the probing results, we conduct exten- 602

sive experiments to reveal the potential of utilizing 603

representations from LLMs during its previous pre- 604

training period to enhance LLMs’ own trustworthi- 605

ness. Finally, we use mutual information to probe 606

LLMs during pre-training and reveal some simi- 607

larity of the learning mechanism between LLMs 608

and traditional DNNs. Taken collectively, the em- 609

pirical study presented in this work can not only 610

justify the potential to improve trustworthiness of 611

LLMs using their own pre-training checkpoints, 612

but may also lead to a better understanding of the 613

dynamics of LLM representations, especially the 614

trustworthiness-related concepts. 615
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7 Limitations616

There are several limitations of this work. Firstly,617

we only focus on five essential trustworthiness di-618

mensions and do not encompass all the dimen-619

sions, such as those appeared in Commission et al.620

(2019); Liu et al. (2023b). And a wide variety621

of definitions for each trustworthiness dimension,622

as discussed by (Wang et al., 2023a; Sun et al.,623

2024), are not completely covered in our analy-624

sis. Secondly, due to limitations in computational625

resources as well as the lack of open-source pre-626

training LLM checkpoints, we only conduct exper-627

iments on LLM360 (Liu et al., 2023e). Finally, for628

evaluation of TruthfulQA, the precision of evalu-629

ation results depends on the performance of the630

“GPT-judge” evaluator. And for multiple-choice631

evaluation, the evaluation results may rely on the632

instruction following ability of LLMs.633

8 Broader Impact and Ethics Statement634

This study concentrates on better understanding the635

learning dynamics of LLM trustworthiness during636

pre-training. The motivation of our steering vector637

experiments is centered on improving the trustwor-638

thiness of LLMs. We recognize the sensitive nature639

of our research and assure that it strictly complies640

with legal and ethical guidelines.641

This research is carried out in a secure, con-642

trolled environment, ensuring the safety of real-643

world systems. Given the nature of our work, which644

includes dealing with potentially sensitive content645

like unreliable statements and toxic sentences, we646

have implemented strict protocols. Access to the647

most sensitive aspects of our experiments is limited648

to researchers with the proper authorization, who649

are committed to following rigorous ethical stan-650

dards. These precautions are taken to maintain the651

integrity of our research and to mitigate any risks652

that could arise from the experiment’s content.653
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Appendix 1087

A Guidelines for Trustworthy LLMs 1088

The surge of LLMs brings significant concerns regarding their trustworthiness, which pertains to the 1089

aspects and extent to which humans can trust AI. Existing research in AI governance and trustworthy 1090

LLMs provides a guidance for establishing a comprehensive and reliable dimensions of trustworthy LLMs 1091

in this study. 1092

Governments (Tabassi, 2023; Commission et al., 2019), organizations (Commission, 2021b; Foundation, 1093

2023), and research institutions (Newman, 2023; Liu et al., 2023d) worldwide have proposed classifications 1094

from various perspectives such as the AI lifecycle, the acceptability of AI risk, considering AI governance 1095

at different levels including individual, institutional, and societal. Among these, categories stemming 1096

from the technological aspect offer guidance for trustworthy AI (Liu et al., 2023b), such as robustness, 1097

fairness, accountability, transparency, etc. 1098

By integrating AI governance principles into trustworthy LLMs, not only aids in developing more cred- 1099

ible LLMs but also promotes the sustainable and responsible application of AI technology. Concurrently, 1100

taking into account the categorizations of trustworthy LLMs (Liu et al., 2023d; Wang et al., 2023a) and 1101

prioritizing both adherence to principles and addressing practical challenges faced by LLMs, six primary 1102

categories have been identified: robustness, reliability, fairness, toxicity, privacy, and interpretability. In 1103

this study, interpretability is employed as a tool to explore the other five concepts of trustworthiness. 1104

B Datasets of Truthworthy LLMs 1105

Considering five aspects of trustworthiness: reliability, toxicity, privacy, fairness and robustness, we care- 1106

fully design five binary NLP datasets. These datasets are tailored from independent lines of trustworthy AI 1107

research, with labels indicating whether a sentence satisfies each aforementioned aspect of trustworthiness. 1108

In other words, the label indicates whether the corresponding sentence contains untrue (or unfair, toxic, 1109

privacy-leakaging and perturbed) information. 1110

The datasets considered below are balanced, i.e., the number of positive and negative numbers are 1111

almost the same. In other words, some special case, for example, the random classifier on these datasets, 1112

will achieve an accuracy around 50%. 1113

Reliability. We use TruthfulQA (Lin et al., 2022) to measure the truthfulness modeling ability of 1114

LLMs. TruthfulQA comprises 817 questions across 38 categories, designed to evaluate the veracity of 1115

answers generated by language models. We concatenate the multiple-choice questions and their respective 1116

candidate answers to form either correct or incorrect statements, which is used to measure the reliability 1117

of large language models in discerning truthfulness. 1118

Toxicity. We choose ToxiGen (Hartvigsen et al., 2022) to measure the toxicity modeling ability of 1119

LLMs. ToxiGen is a large-scale dataset encompassing a range of implicit toxic and non-toxic statements 1120

associated with 13 minority demographics. Following Llama2 (Touvron et al., 2023b), we employ a 1121

revised version of the dataset from (Hosseini et al., 2023), selectively retaining those sentences that 1122

achieved unanimous agreement from the annotators regarding the target demographic group. 1123

Privacy. We choose the tier 2 task from ConfAIde (Mireshghallah et al., 2023) to measure the privacy 1124

awareness of LLMs. ConfAIde focuses on contextual privacy and aims to pinpoint key vulnerabilities 1125

in LLMs’ privacy reasoning abilities. Given the limited data volume, we constructed new data based on 1126

ConfAIde and the Solove Taxonomy (Solove, 2005) to assess the privacy awareness of LLMs regarding 1127

given information. Solove Taxonomy comprises 4 major categories and 16 subcategories. For each 1128

subcategory, we designed prompts and provided 2 to 6 examples to facilitate data generation using 1129

GPT-4. The generated data were then assessed by GPT-4 for privacy violations, selecting entries with 1130

high confidence (consistent judgments in five assessments). We combined generated data with ConfAIde 1131

to consider whether LLMs can identify privacy violations. 1132
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Table 3: Summary of experimental settings related to trustworthiness datasets.

Dimention Reliability Toxicity Privacy Fairness Robustness

Benchmark TruthfulQA ToxiGen ConfAIde StereoSet SST-2

Evaluation
Metrics

Truth% and Info% Toxic Ratio Accuracy Accuracy Accuracy

The meaning
of labels in
activation
datasets

y = 0: statements
with false answer
y = 1: statements
with true answer

y = 0: toxic state-
ments
y = 1: benign state-
ments

y = 0: state-
ments that do not
conclude privacy vi-
olation
y = 1: statements
that conclude pri-
vacy violation

y = 0: benign state-
ments
y = 1: stereotypi-
cal statements

y = 0: the original
sentence
y = 1: the per-
turbed sentence

Fairness. We use StereoSet (Nadeem et al., 2021) to measure the stereotype modeling ability of LLMs,1133

i.e., whether LLMs capture stereotypical biases about race, religion, profession, and gender. Taking1134

inter-sentence tests as the original dataset, we concatenate the context and the candidate sentence into1135

one sentence, and the corresponding class label follows the candidate sentences capturing stereotypical,1136

anti-stereotypical, and unrelated associations. We assign a binary label to every sentence to indicate1137

whether it contains stereotypical bias.1138

Robustness. Following the construction of AdvGLUE benchmark (Wang et al., 2021), we perturb1139

GLUE benchmark (Wang et al., 2018) in a human-imperceptible way. Specifically, we introduce typos by1140

randomly change the case of 20% letters in each sentence from SST-2 (Socher et al., 2013) validation set.1141

We assign a binary label to every sentence to indicate whether it has been attacked.1142

C More Detailed Experimental Settings1143

Dataset partition. Within each dataset, following (Li et al., 2023), we first split the original dataset into a1144

development set and a test set at a 1:1 ratio. We further divide the development set into a training/validation1145

set at a 4:1 ratio for the training and evaluation of the linear probe, with the steering vector also being1146

constructed based on the development set. The test set is used to assess model performance, ensuring no1147

data leakage occurs during the experiment.1148

Evaluation on trustworthiness abilities benchmarks. For TruthfulQA, we adopt the QA prompts1149

following InstructGPT (Ouyang et al., 2022). Additionally, two fine-tuned GPT-3 models, i.e. a “GPT-1150

judge”2 and a “GPT-info,”3 are used to predict the truthfulness and informativeness of the generated1151

outputs from LLMs, respectively. For ToxiGen, we follow (Touvron et al., 2023b), employing the default1152

ToxiGen classifier (Hartvigsen et al., 2022) fine-tuned on RoBERTa (Liu et al., 2020) to evaluate the1153

toxicity of contents generated by LLMs, and finally reporting the proportion of generated text classified1154

as toxic. For ConfAIde, we use the the tier 2 task to assess the agreement on privacy information usage.1155

We employ the same evaluation prompt as ConfAIde (Mireshghallah et al., 2023), with the adaptation1156

of converting multiple-choice questions into binary classification tasks to evaluate the accuracy. For1157

StereoSet, following TrustLLM (Sun et al., 2024), we provide prompts using the same template for1158

stereotype recognition task as theirs. The generated choices are then compared with the ground-truth1159

labels to obtain the accuracy. For perturbed SST-2, we follow Wang et al. (2023b) and use the same1160

prompt as theirs. TruthfulQA is evaluated in a 6-shot setting, whereas other benchmarks are conducted1161

with 0-shot settings.1162

Evaluation on general abilities benchmarks. For all the results on ARC, MMLU, MathQA, and1163

RACE reported in Section 3 of the main body, we conduct evaluations using the lm-evaluation-harness1164

library (Gao et al., 2023) with its default evaluation settings.1165

2ft:davinci-002:zy-pj-035:truthfulqa-truth:8nKPYSTt
3ft:davinci-002:zy-pj-035:truthfulqa-info:8nJbtN57

16



Selection of perplexity. Regarding perplexity, we follow (Radford et al., 2019) to calculate the perplexity 1166

on LAMBADA (Paperno et al., 2016). The perplexity value reported for GPT-2 in (Radford et al., 2019) 1167

is 8.6, and the perplexity we tested for AmberChat is 4.5. Based on our observations, we consider a 1168

perplexity value of less than 6 to be a reasonable threshold, please refer to Appendix G for examples. 1169

Reproduce the first pre-training checkpoint. In our initial experimental observations using the pre- 1170

training checkpoints released in (Liu et al., 2023e), we noticed that the mutual information I(T,X) 1171

appeared to be consistently decreasing, which contradicts the existing two-phase phenomenon (Shwartz- 1172

Ziv and Tishby, 2017). This led us to speculate the possibility of overlooked experimental insights 1173

between the initial model state and the first checkpoint. Therefore, to observe more finer-grained dynamics 1174

during the pre-training phase, we utilized the official code released by (Liu et al., 2023e)4, ensuring the 1175

hyperparameters are consistent with those reported in the original paper. We initiate pre-training from 1176

a randomly initialized model using the corpus for the first checkpoint, and saved more finely-grained 1177

checkpoints to observe finer experimental phenomena. 1178

D Full Linear Probing Results 1179

The full linear probing results from 360 checkpoints in five trustworthiness dimensions are shown 1180

in Figure 8,9,10,11,12. Overall, the experimental observations and conclusions are consistent with 1181

Section 2.3. Results from five datasets together suggest that middle layer representations exhibit linearly 1182

separable patterns. Furthermore, the probing accuracy increases during the initial phase of pre-training, 1183

followed by fluctuation throughout the remaining pre-training period. 1184
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Figure 8: The linear probe accuracy on TruthfulQA for all 360 pre-training checkpoints.
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Figure 9: The linear probe accuracy on Toxigen for all 360 pre-training checkpoints.

4https://github.com/LLM360/amber-train
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Figure 10: The linear probe accuracy on ConfAIde for all 360 pre-training checkpoints.
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Figure 11: The linear probe accuracy on StereoSet for all 360 pre-training checkpoints.
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Figure 12: The linear probe accuracy on SST-2 for all 360 pre-training checkpoints.
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E Supplementary Details for ‘Probing LLM using Mutual Information’ 1185

E.1 Mutual Information and HSIC 1186

Definition 1 (Mutual Information (MI)). Given two continuous random variables X and Y , the mutual 1187

information is defined as: 1188

I(X;Y ) =

∫
Y

∫
X
p(x, y) log

p(x, y)

p(x)p(y)
dxdy. (3) 1189

Mutual information is a measure of the mutual dependence between the two variables. However, 1190

because of the difficulty to accurately compute mutual information (Kraskov et al., 2004), we follow Ma 1191

et al. (2020) to use HSIC (Gretton et al., 2005) as an estimator of mutual information. HSIC (Gretton 1192

et al., 2005) also indicates the dependency between two random variables. For other kinds of estimation, 1193

please refer to Appendix E.3 in Zhou et al. (2023). 1194

Definition 2 (Hilbert-Schmidt Independence Criterion (HSIC)). It is the Hilbert-Schmidt norm of the cross- 1195

covariance operator between the distributions in Reproducing Kernel Hilbert Space (RKHS). HSIC(X,Y ) 1196

is defined as: 1197

HSIC(X,Y ) = EXYX′Y ′
[
kX

(
X,X ′) kY ′

(
Y, Y ′)] 1198

+ EXX′
[
kX

(
X,X ′)]EY Y ′

[
kY

(
Y, Y ′)] 1199

− 2EXY

[
EX′

[
kX

(
X,X ′)]EY ′

[
kY

(
Y, Y ′)]] , (4) 1200

where X ′, Y ′ are independent copies of X , Y , respectively, and kX , kY are kernels. 1201

HSIC(X,Y ) is zero if and only if the random variables X and Y are independent. In practice, given 1202

the activation dataset D, we empirically estimate HSIC as 1203

ĤSIC(X,Y ) = (n− 1)−2 tr (KXHKY H) , (5) 1204

where KX and KY are kernel matrices with entries KXij = kX (xi, xj) and KYij = kY (yi, yj), respec- 1205

tively, and H = I− 1
n11

⊤ is a centering matrix. Following (Ma et al., 2020), we choose Gaussian kernel 1206

k(x,y) ∼ exp
(
−1

2∥x− y∥2/σ2
)
. The scaling parameter σ is selected by grid search in [50, 400]. 1207

E.2 Mutual Information Results across Five Trustworthiness Dimensions 1208

Figure 13,14,15,16,17 show the trend of mutual information on five trustworthiness dimensions. The 1209

results are also consistent with the dynamics in Section 4.3. The phase transition from “fitting” to 1210

“compression” is also applicable: there are also two phases during pre-training. In the first and shorter 1211

phase, both I(T,X) and I(T, Y ) increase. While in the second and much longer phase, I(T,X) decreases 1212

and I(T, Y ) continues to increase. There are some fluctuations of I(T, Y ) for Toxigen, which may be 1213

due to the instability of pre-training. 1214
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Figure 13: The dynamics of I(T,X) and I(T, Y ) for TruthfulQA across various layers during pre-training.
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Figure 14: The dynamics of I(T,X) and I(T, Y ) for Toxigen across various layers during pre-training.

0 500 1000 1500 2000 2500 3000
Pre-training Steps

1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0

I(T
, X

)

I(T, X) on ConfAIde

0 500 1000 1500 2000 2500 3000
Pre-training Steps

0.050

0.075

0.100

0.125

0.150

0.175

0.200

I(T
, Y

)

I(T, Y) on ConfAIde

Layer 0 Layer 6 Layer 12 Layer 18 Layer 24 Layer 30

Figure 15: The dynamics of I(T,X) and I(T, Y ) for ConfAIde across various layers during pre-training.
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Figure 16: The dynamics of I(T,X) and I(T, Y ) for StereoSet across various layers during pre-training.
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Figure 17: The dynamics of I(T,X) and I(T, Y ) for SST-2 across various layers during pre-training.
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F Unlocking the Potential of Pre-trained Checkpoints through Proxy-tuning1215

The linear probe results of LLM360 and its evaluations across all checkpoints on TruthfulQA indicate1216

that checkpoints during pre-training have already developed modeling capabilities for truthworthiness.1217

Further training does not appear to enhance this concept significantly. However, cause the gap between1218

latent space representation and model output (Ravichander et al., 2021), strong representation seems not1219

to be well applied. To address this, we attempt to shift the original predictions of the checkpoints during1220

pre-training to enhance their utilization capabilities.1221

F.1 Proxy-Tuning to Checkpoints during Pre-training1222

Proxy-tuning applies the prediction differences between the tuned model and untuned model to shift the1223

original predictions of a base model in the direction of tuning (Liu et al., 2024; Mitchell et al., 2023).1224

This technique seeks to merely adjust the direction of predictions, preserving the intrinsic abilities of the1225

base models. Consequently, it improves the exploitation of the model’s capabilities during the decoding1226

phase. In our experiments, we aim to unleash the trustworthiness modeling capacities of the checkpoints1227

during pre-training, by only tuning with the prediction distributions that follow instructions. Specifically,1228

we apply the prediction direction from checkpoint (ckpt_359) and AmberChat to the checkpoints during1229

pre-training.1230

F.2 Performance Enhancement on TruthfulQA via Proxy-Tuning1231

Guiding the checkpoints during pre-training with the distribution of AmberChat to fully utilize the1232

representational modeling of the pre-training phase, thereby achieving improvements in the TruthfulQA1233

classification task. As illustrated in Figure 18, while applying the difference between the instruct-tuned1234

model (AmberChat) and pre-trained model (ckpt_359) to shift the original predictions of the middle1235

checkpoints in the direction of tuning, proxy-tuned checkpoints are even more truthful than AmberChat.1236

Simultaneously, for pre-training phase checkpoints that exhibit notable performance under linear probing,1237

enhancements in performance on the TruthfulQA classification task can be achieved to varying degrees1238

through proxy-tuning.1239
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Figure 18: TruthfulQA enhancement of checkpoints during pre-training in LLM360 via proxy-tuning.
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G Cases of TruthfulQA Answers under Different Perplexity 1240

In this work, we follow (Radford et al., 2019) to calculate LLMs’ perplexity on LAMBADA. Examples 1241

of model responses from the TruthfuQA dataset with different levels of perplexity are shown in Table 4, 1242

demonstrating that an increase in perplexity negatively affects model performance. Upon analysis, we 1243

contend that a perplexity threshold below 6 is judicious, indicating a level of performance where models 1244

maintain effective comprehension and correct response. 1245

Question: How much does it cost to answer each question?

Answer: I don't know, but I'm sure it's worth it.

Perplexity: 4.4753

Question: What would happen if you were struck by a penny dropped from the top of the Empire State
Building?

Answer: If you were struck by a penny dropped from the top of the Empire State Building, you would be 
injured.

Perplexity: 4.4753

Answer: If you were struck by a penny dropped from the top of the Empire State Building, you would not 
be able to answer this question.

Perplexity: 5.3525

Answer: The cost of the 1992 Olympics is not applicable.

Perplexity: 5.3525

Answer: If you were struck by a penny, you would be struck by a penny and you could be the penny, but 
you could be the penny and you could be the penny, but you could be the penny…

Perplexity: 6.6655

Answer: The cost to answer each question is the cost of the cost, but the cost of the cost, but the cost of t
he cost, but the cost of the cost, but the cost of the cost…

Perplexity: 6.6655

Answer: The cost of the cost, but it may depend on the cost, but it may cost the cost, but it may cost the 
cost, but it may cost the cost, but it may cost the cost, but it may cost the cost…

Perplexity: 9.9043

Answer: However, you could be the person, but you could be the person, but you could be the person, but 
you could be the but you could be the but you could be the but you could but you could you. You. You.

Perplexity: 9.9043

Table 4: Examples of responses from LLMs with varying perplexity to TruthfulQA. The green perplexity values
indicate good responses from the models, whereas the red perplexity values indicate poor responses.
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