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Abstract

Hidden Markov Models (HMMs) are foundational tools for modeling sequen-
tial data with latent Markovian structure, yet fitting them to real-world data re-
mains computationally challenging. In this work, we show that pre-trained large
language models (LLMs) can effectively model data generated by HMMs via
in-context learning (ICL)—their ability to infer patterns from examples within
a prompt. On a diverse set of synthetic HMMs, LLMs achieve predictive ac-
curacy approaching the theoretical optimum. We uncover novel scaling trends
influenced by HMM properties, and offer theoretical conjectures for these em-
pirical observations. We also provide practical guidelines for scientists on using
ICL as a diagnostic tool for complex data. On real-world animal decision-making
tasks, ICL achieves competitive performance with models designed by human
experts. To our knowledge, this is the first demonstration that ICL can learn to
predict HMM-generated sequences—an advance that deepens our understanding
of in-context learning in LLMs and establishes its potential as a powerful tool for
uncovering hidden structure in complex scientific data. Our code is available at
https://github.com/DaiYijia02/icl-hmm.

1 Introduction

Many natural and artificial systems, from animal decision-making to ecological processes to climate
patterns, generate observations governed by underlying, unobservable states that follow Markovian
dynamics [3, 17, 34, 48, 57]. Hidden Markov Models (HMMs) [39] provide a powerful framework
for studying such phenomena. However, accurately modeling these systems presents significant
challenges. Parameter estimation and model fitting require complex algorithms like Baum-Welch [5],
and Gibbs Sampling [16]. These methods are often computationally intensive and can be algorithmi-
cally unstable, demanding extensive domain expertise [8, 9]. For scientists across disciplines, these
accessibility and computational bottlenecks limit the practical applications of HMM modeling tools.

Recently, large language models (LLMs) [1, 18] have reshaped the landscape of AI. Trained on
vast amounts of sequential text data, they have achieved unprecedented performance across natural
language processing tasks and exhibit remarkable in-context learning (ICL) capabilities—the ability
to learn patterns and perform new tasks directly from examples provided in the input context, without
explicit parameter updates [7]. While prior theoretical and empirical works [13, 33, 40] have demon-
strated LLMs’ capabilities as Bayesian learners and their ability to model fully observed Markov
processes, their capacity to implicitly learn Hidden Markov Models—with latent states, complex
transition dependencies, and observation emissions—remains largely unexplored. Understanding this
capacity could illuminate the mechanisms underlying in-context learning HMMs, and reveal new
ways to leverage LLMs for analyzing complex sequential phenomena in scientific contexts.
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Figure 1: Overview of our study. We start by studying whether ICL using pre-trained LLMs
can converge to theoretical optimum on HMM sequences (Q1, Section 2), then study how HMMs
properties affect the convergence rate/gap with theoretical conjectures (Q2, Section 3), and finally we
demonstrate how these findings translate to insights on real-world datasets for studying behaviors in
science (Q3, Section 4).

In this paper, we present a comprehensive study on the ability of pre-trained LLMs to learn HMMs
through in-context learning (Figure 1), revealing their surprisingly strong performance and offering
actionable insights for real-world scientific experiments. A key finding is that pre-trained LLMs
demonstrate a remarkable capacity to learn HMMs nearly optimally, achieving performance that
approaches optimal Bayesian inference and often surpasses traditional statistical methods. These
results not only advance our understanding of the emergent capabilities of in-context learning, but
also introduce a novel and practical framework for using LLMs as powerful, efficient statistical tools
in complex scientific data analysis. Our study makes three key contributions:

1. We conduct systematic, controlled experiments on synthetic HMMs and empirically show that pre-
trained LLMs outperform traditional statistical methods such as Baum–Welch. Moreover, their
prediction accuracy consistently converges to the theoretical optimum—as given by the Viterbi
algorithm with ground-truth model parameters—across a wide range of HMM configurations
(Section 2).

2. We identify and characterize empirical scaling trends showing that LLM performance improves
with longer context windows, and that these trends are shaped by fundamental HMM properties
such as mixing rate and entropy. We further provide theoretical conjectures to explain these phe-
nomena, drawing connections to—and highlighting distinctions from—classical HMM learning
paradigms, including spectral methods. These findings offer important insights into the learnability
of stochastic systems through in-context learning (Section 3).

3. We translate our findings into practical guidelines for scientists, demonstrating how LLM in-
context learning can serve as a diagnostic tool for assessing data complexity and uncovering
underlying structure. When applied to real-world animal decision-making tasks, LLM ICL
performs competitively with domain-specific models developed by human experts (Section 4).

2 Synthetic Experiments and ICL Convergence

We investigate the in-context learning capabilities of pre-trained LLMs on sequences generated by
synthetic HMMs. We first review key HMM properties (Section 2.1) and outline our experimental
setup (Section 2.2). We then empirically demonstrate that the prediction accuracy of pre-trained
LLMs consistently converges to the theoretical optimum (Section 2.3).

2.1 HMM Background

Hidden Markov model: HMMs impose a set of probabilistic assumptions on how sequences of
data are generated. The elements of the sequence are called observations, denoted at each step t
by Ot. The observations depend on a hidden state denoted by Xt, which evolves according to a
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Figure 2: Properties of HMMs that impact pre-trained LLMs in-context learning performance.

Markov chain. A HMM is characterized by the Markov chain’s initial state distribution and its state
transitions, along with the emission probabilities of an observation given the hidden state. The key
assumptions are that the state transition depends only on the previous state (Markov property), the
observation depends only on the current hidden state (output independence), and both transition and
emission probabilities are time-invariant (stationarity).

We focus on the setting with finitely many states and observations. Without loss of generality, states
take values in X = {1, 2, . . . ,M} while observations take values in O = {1, 2, . . . , L}. The initial
state distribution is denoted as π ∈ RM with πj the probability of starting in state j, the state
transitions are describe by the matrix A ∈ RM×M with elements aij the probability of transitioning
to state j from state i, and the emission matrix B ∈ RM×L contains bjl the probability of observing l
when in hidden state j. The triple λ = (π,A,B) completely parameterizes a finite-alphabet HMM.

Stationary distributions: Under certain conditions (see Appendix A), Markov chains are guaranteed
to converge to unique stationary distributions, which are given by the µ ∈ RM satisfying µ = µA
[14]. The stationary distribution of the hidden state characterizes the long term behavior of the HMM,
and therefore plays an important role in both predicting future observations and learning HMM
parameters. The rate of convergence is characterized by the mixing rate which for finite-alphabet
HMMs is equal to λ2, the second-largest eigenvalue of A. From any initial distribution, the hidden
state distribution approaches the stationary distribution geometrically with multiplier λ2. A smaller
mixing rate indicates faster convergence to the stationary distribution.

Entropy: HMMs can describe processes which vary from deterministic to purely random, depending
on how transition and emission probabilities are defined. Entropy is a measure of the randomness
or unpredictability of a random variable. By considering the average entropy over the stochastic
processes of hidden state and observation, we can quantify the entropy of a particular HMM by
H(A) = −

∑
i,j µiaij log aij and H(B,µ) = −

∑
j,l µjbjl log bjl. We additionally define normal-

ized entropies H̃(A) = H(A)/ logM and H̃(B,µ) = H(B,µ)/ logL as metrics for visualization.
A smaller entropy indicates a more predictable process. See Appendix A for further explanation.

2.2 Experimental Setup

Experiment setting: Our experiment follows a three-step protocol: First, we specify the HMM
parameters λ = (π,A,B) according to our control variables (described below). Second, we generate
observation sequences {o1, o2, . . .} from this parameterized model. Third, we evaluate the ability of
candidate models to predict the next observation ot+1 given preceding observations o1:t.

We systematically vary five control parameters and consider 234 total HMM settings: (1) state
and observation space dimensions, with M,L ∈ {2, 4, 8, 16, 32, 64}; (2) mixing rate of the hid-
den Markov chain, with λ2 ∈ {0.5, 0.75, 0.95, 0.99}, where λ2 is the second-largest eigenvalue
of A; (3) skewness of the stationary distribution µ (uniform or non-uniform); (4) entropy of the
transition and emission matrices A and B, ranging from deterministic (zero entropy) to maximum
entropy (random); and (5) initial state distribution π (uniform or deterministic). While generat-
ing π and B is straight-forward, for matrix A, we define a constrained optimization problem and
solve using first order optimization. See Appendix B for additional details. For each parameter
configuration, we sample 4,096 state-observation sequence pairs, each of length 2,048. We as-
sess model performance across context lengths ranging from 4 to 2,048 observations, specifically
{4, 8, 16, 32, 64, 128, 256, 512, 1024, 2048}. For each HMM setting, we report performance metrics
averaged over the 4,096 samples. Our candidate models are open-source pre-trained LLMs (Qwen
and Llama family). Note that we are not training the LLMs, only evaluating their capability for
in-context learning. In the following sections, we evaluate LLMs’ performance by comparison to
several other approaches (Table 1).
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Method Input Variable Description

Viterbi [51] O1:t, λ ∅ Finds most likely hidden state sequence
P (Ot+1|Ot−k:t) Ot−k:t, λ k Direct conditional probability

Baum-Welch [5] O1:t, M ∅ EM algorithm for HMM parameter estimation
Spectral [21] O1:t, M ∅ Improper learning for spectral parameters (Section 3.3)
n-gram O1:t n Optimal (n−1)-th order Markov predictor
LSTM (RNN) O1:t ∅ Neural network with memory cells
Transformer O1:t ∅ Neural network with multi-head attention

Table 1: Methods for HMM prediction task.

ε

T

Figure 3: (Left) We define T as when LLM converges (see Appendix B for computation metric),
and ε as the final accuracy gap at sequence length 2048. (Middle) Examples when LLM accuracy
converges to Viterbi. Each curve represents a different HMM parameter setting. LLM ICL shows
consistent convergence behavior. (Right) Examples of convergence in Hellinger distance (distance
between two probability distributions). LLM ICL is not just “guessing” the most probable output, but
converging distributionally.

2.3 ICL Converges to Theoretical Optimum

We define convergence as achieving prediction accuracy comparable to the Viterbi algorithm. The
Viterbi algorithm, given ground-truth HMM parameters λ, computes the most likely hidden state
sequence x1:t from observations o1:t (see Appendix C for details). Since Viterbi has access to the
true model parameters, its performance represents the theoretical optimum. Remarkably, ICL with
pre-trained LLM achieves this near-optimal prediction accuracy across diverse HMM parameter
configurations in our experiments. Figure 3 illustrates examples and conditions under which this
convergence occurs. Convergence occurs reliably when HMM entropy is low and mixing is fast.

For challenging conditions where LLM convergence fails or proceeds exceptionally slowly—like
the red areas shown in the left-hand side of Figure 4—Viterbi algorithm also exhibits diminished
prediction accuracy and requires substantially longer context windows to achieve reliable performance.
This degraded performance reflects the fundamental limits of stochastic system learnability due to
random dynamics and long-range dependencies, affecting even the optimal inference methods. See
Appendix D for detailed examples.

3 Impact of HMM Properties on Convergence

Having established that ICL with pre-trained LLM converges to the theoretically optimal predictions,
we now provide an in depth characterization of their performance across variable settings. We
summarize the scaling trends in terms of key HMM properties, compare these patterns against other
popular methods for HMM prediction, and conclude by providing theoretical conjectures.

3.1 In-context Scaling Trends

Neural scaling laws describe empirical power-law relationships that characterize how neural network
performance improves with increases in key resources such as model size, dataset size, and compute
[24]. For in-context learning [29], it describes trends between prediction accuracy and context
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Figure 4: (Left) Convergence gap ε increases with higher mixing rate (slower mixing) and higher
entropy. This plot is showing results averaged across all HMM configurations we tested. (Right)
Slower mixing (λ2 = 0.95, 0.99) shows delayed convergence compared to (Middle) fast mixing
(λ2 = 0.5, 0.75) at similar entropy levels.

window length. We further show how these scaling trends depend on the underlying stochastic
process characteristics: entropy, mixing rate, and state-space dimensionality.

Context window length: Given an observation sequence sampled from an HMM, LLM performance
generally improves monotonically with increasing sequence length before plateauing. Representative
examples are shown in Figure 3. Fluctuations may occur when the entropy of the sequence is high;
additional examples are provided in Appendix D.

Entropy of transitions and emissions: Entropy determines the predictability of the observation
sequence. The entropies of both the transition matrix A and the emission matrix B are positively
correlated with the number of steps required for LLM convergence, as shown in the middle and right
plots of Figure 4. However, this relationship is not strictly monotonic in practice.

Mixing rate: We control the mixing rate of synthetic HMMs using λ2, the second-largest eigenvalue
of A. Lower values of λ2 indicate faster mixing. As illustrated in Figure 4 (middle vs. right), for
the same entropy level, convergence occurs significantly later when mixing is slow—indicating that
slower mixing delays LLM learning.

Number of hidden states and observations: The dimensionality of the state and observation spaces
affects the maximum possible entropy. While larger state spaces intuitively allow for higher entropy,
our experiments show that when entropy is held constant, varying the number of states does not
impact LLM convergence rates. Detailed examples and discussion are provided in Appendix D.

3.2 Comparison to Baselines

We compare the in-context learning performance of pre-trained LLMs against several established
methods commonly used for HMM prediction tasks, as summarized in Table 1. An oracle conditional
predictor, P (Ot+1 |Ot−k:t), uses the true HMM parameters but truncates the history to model limited
memory (cf. Viterbi-style oracle inference). For learning-based baselines, we include the classical
Baum–Welch (BW) expectation-maximization algorithm, which remains the statistical state of the
art for HMM parameter estimation [56]. Spectral methods have empirical evidence of converging
to the theoretical optimum on a range of HMM prediction tasks [31, 42]. We also train two neural
models: an LSTM (reflecting common RNN practice in neuroscience [54]) and a 2-layer, 4-head
Transformer with self-attention architecture akin to pretrained LLMs; due to training cost, these
results are averaged over 16 samples (vs. 4,096 elsewhere). Finally, n-gram baselines connect our
HMM results to recent ICL findings in Markovian settings [40]. Full algorithm descriptions and
implementation details are provided in Appendix C.

Across a range of HMM configurations, we find that LLM consistently outperforms empirical
learning baselines. A representative example is shown in Figure 5 left two panels. Among the
n-gram models with n ∈ {1, . . . , 4}, the bigram model performs best, aligning with its role as the
maximum likelihood estimator for first-order Markov chains. However, because HMM observations
are not Markovian when H(B) > 0, the bigram model is inherently suboptimal. Trigram models
converge more slowly than bigram due to increased data sparsity and resulting estimation bias.
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Figure 5: HMM parameters M = 8, L = 8, H(A) = 1.5, H(B) = 1. (Left) Accuracy comparison
between LLM ICL (Qwen2.5-7B) and baselines; Hellinger distance is between model and ground-
truth predictive distributions. The dash line means the result is averaged over 16 samples (vs. 4,096
elsewhere). (Right) The gap between P (Ot+1|Ot) and Viterbi is small when mixing is fast. The line
styles differentiate mixing rates.

Spectral learning algorithm converges to optimal prediction with longer context. Note that at early
context its hidden-state belief update becomes numerically unstable because the sample complexity
of spectral learning scales as O(M2L), which is 512 context length in the Figure 5 setting. The
Baum–Welch (BW) algorithm, while given the correct HMM structure and leveraging expectation-
maximization, suffers from nonconvex optimization. Its global convergence is not guaranteed.
Even when averaging across multiple random seeds and 4,096 samples per setting, BW converges
slowly and often unreliably. LSTM and Transformer baselines, despite their flexibility, require
significant computational resources and exhibit unstable accuracy across varying context lengths.
Transformer performs better than LSTM, which suggests attention mechanism plays important role for
learning to predict HMMs. Notably, LLMs via ICL demonstrate clearly superior behavior across all
baselines—achieving faster, more stable convergence to the ground-truth distribution and highlighting
their surprising efficiency in modeling HMMs.

On the other hand, in Figure 5 right, the conditional predictor P (Ot+1 | Ot−k:t) can approach
Viterbi-level performance, particularly when the mixing rate is low. This observation suggests that
approximate prediction using a truncated observation history can be nearly as effective as statistically
optimal inference in fast-mixing regimes, motivating the conjecture discussed in Section 3.3.

3.3 A Possible Theoretical Explanation

In this section, we give a potential explanation for the ICL behavior of pre-trained LLMs for HMM
sequence prediction by comparing it with the spectral learning algorithm [21]. This is motivated by
empirical evidences [31, 42] showing the convergence of spectral learning prediction to theoretical
optimum (in limited settings). Furthermore, for partially observed linear dynamical systems, Li et al.
[27] observes that transformers can learn statistically optimal predictions in-context when trained
on many similar tasks in the meta-learning setting. These findings suggest that ICL by LLMs may
exhibit similar performance characteristics to spectral learning algorithms.

A key idea in spectral learning literature is to compute the probability of observation sequences in
terms of observation operators [21]: For any o ∈ O, define Ao := A⊤diag([B]1,o, . . . , [B]M,o),
where [B]i,j denotes the ij-th element of B. Then for any t > 0,

P(Ot+1 = ot+1

∣∣ O1:t = o1, . . . , ot) =
1⊤A⊤

ot+1
A⊤

ot · · ·A
⊤
o1π

1⊤A⊤
ot · · ·A⊤

o1π
, (1)

where 1 is all one vector of appropriate dimension. In this formulation, the conditional probability is
estimated by first learning the spectral parameters (Appendix F) using training samples (in-context
observations). Then, one can predict the next observation directly using these parameters along-with
hidden state belief updates, without explicitly learning the matrices A, and B. This is therefore
an example of improper learning, which has been extensively studied in related areas like linear
dynamical systems [45]. The spectral learning algorithm is theoretically well understood. The
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following theorem is obtained by extending the results by Hsu et al. [21] to single trajectory spectral
learning.

Theorem 1 (Informal) Fix ϵ, δ > 0. Let Σ2 denote the pairwise probability matrix of observations
such that [Σ2]ij = P(Ot+1 = i, Ot = j). Suppose π > 0 element-wise, and A, B are rank M .
Suppose L ≥ M , and let σM (·) denote the M -th largest singular value. Suppose the observation
operator Ao > 0 element-wise for all o ∈ O, and

t ≳
1

1− λ2(A)

(
M2L

ϵ4σM (B)2σM (Σ2)4
+

ML

ϵ2σM (B)2σM (Σ2)2

)
log

(
1

δ

)
, (2)

Then, with probability at least 1 − δ, the next observation prediction P̂(·
∣∣ O1:t) using spectral

learning algorithm (detailed in Appendix F) satisfies the following upper bound in Hellinger distance,

H2
(
P(Ot+1

∣∣ O1:t = o1, . . . , ot), P̂(Ot+1

∣∣ O1:t = o1, . . . , ot)
)
≤ ϵ (3)

Theorem 1 indicates that the scaling trends we observed in Section 3.1 are similar to those of spectral
learning based predictions. Specifically, like our observations in Section 3.1, the prediction accuracy
improves with more samples (i.e., larger t). The mixing rate, captured by 1

1−λ2(A) , affects ICL and
spectral learning similarly. This occurs because spectral parameter estimation from a single trajectory
degrades with 1

1−λ2(A)—the faster the HMM mixes, the smaller the estimation error. Finally, the
effect of entropy is captured by the observability conditions in Theorem 1. Estimation error is
maximized when the HMM is unobservable, which corresponds to maximum entropy rate. The
relationship between entropy and HMM observability has been well studied in literature [28, 32].

One of the practical limitations of spectral learning algorithm is the requirement of rank conditions
of A and B. Furthermore, the spectral learning algorithm is sensitive to the conditioning2 of the
observed sequence, making its numerical performance robust only in limited settings. ICL by pre-
trained LLMs seems to handle such issues more gracefully, pointing to an intriguing gap in our
statistical understanding for learning HMMs.

4 Guidelines for Practitioners: How to (creatively) use LLMs for your data?

LLMs’ capacity in deciphering complex sequential patterns in language can be repurposed: as
demonstrated in our synthetic experiments (Sections 2 and 3), pre-trained LLMs can effectively
model HMM-generated sequences through ICL, achieving theoretically optimal prediction accuracy
under favorable conditions. This section first translates these findings into practical guidelines for
scientists, then demonstrates our observations on real-world data in animal behavior (Section 4.1).

Guideline 1: LLM in-context learning as a diagnostic tool for data structure and learnability. Our
synthetic experiments (Sections 2.3 and 3.1) reveal that key HMM properties—notably entropy and
mixing rate—strongly influence LLM ICL convergence behavior. Practitioners can leverage this
relationship as a diagnostic tool for their own sequential data. If you observe that an LLM’s ICL
prediction accuracy on your data sequence steadily improves and saturates with increased context
length (like Figure 3), this strongly indicates a learnable, non-random underlying structure. Our
findings show that LLMs achieve near-optimal prediction accuracy on HMMs with clear, learnable
patterns (Section 2.3).

The characteristics of this convergence provide further insight: faster convergence and higher final
accuracy in LLM ICL experiments are consistently associated with HMMs having lower entropy
(less randomness) and faster mixing rates, as shown in Section 3.1 and Figure 4. Conversely, if LLM
ICL on your data converges slowly, requires exceptionally long contexts, or plateaus at low accuracy,
this suggests the underlying process has high entropy or slow mixing dynamics—characteristics that
inherently limit predictability and affect even optimal methods like Viterbi (Section 2.3). While
calculating intrinsic HMM parameters from real-world data is challenging, you can qualitatively
assess your data’s learnability by comparing its ICL convergence profile to our synthetic HMM
experiments (Figures 3 and 4).

2This issue should not be insurmountable, similar to how (appropriately tuned) regularization can overcome
poor conditioning in ridge regression [37]. However, we are unaware of prior work which provides a solution.

7



L R

L R R ?LLM-ICL:

Engaged Left bias

Disengaged

0.95

0.01

0.04

0.11

0.86

0.03
0.20

0.05
0.75

stimulus

action

reward

GLM-HMM

Figure 6: IBL dataset mice decision-making task. (Left) GLM-HMM model developed by neurosci-
entists. (Middle) A cartoon illustration of the task. A mouse observes a visual stimulus presented on
one side of a screen, with one of six possible intensity levels. It then chooses a side, receiving a water
reward if the choice matches the stimulus location. (Right) LLM ICL performance curve averaged
across all animals, with 1-σ error bar. Its prediction accuracy steadily increase with longer context
window, exceeding the domain-specific model performance.

Guideline 2: LLMs are data efficient in giving accurate next observation prediction in-context.
Pre-trained LLMs offer a remarkably data-efficient and accessible approach for next-observation
prediction through ICL, particularly valuable when rapid insights are needed or when data for training
bespoke models is scarce. Our analyses (Section 3.2) show that LLM ICL achieves strong predictive
performance with fewer domain-specific assumptions than Baum-Welch (which faces non-convexity
issues) and fewer training resources than specialized sequence models like LSTMs/RNNs (which
require substantial data and careful tuning). LLMs therefore deliver immediate predictive capabilities
with stable performance on limited data.

A key practical advantage of LLM ICL is accessibility: while traditional methods require substantial
computational expertise, applying pre-trained LLMs simply involves formatting data as text prompts,
dramatically lowering barriers to sequence analysis. We are not positioning LLM ICL as a universal
replacement for meticulously tuned, domain-specific models. Rather, its strength lies in providing
strong, often surprisingly near-optimal predictions (Section 2.3) without any task-specific parameter
updates or fine-tuning. Our key observation is that general-purpose LLMs can effectively model
HMM-generated sequences and real-world scientific data tasks for which they were not explicitly
pre-trained on. This highlights vast untapped potential and suggests that future LLM ICL development
could yield transformative scientific tools.

4.1 Real World Examples

We extend our synthetic HMM findings to real-world biological decision processes, focusing on two
extensively studied behavioral neuroscience datasets. Understanding how animals make decisions
and learn efficiently remains a fundamental challenge, with researchers investing tremendous effort
in high-precision modeling to capture underlying cognitive mechanisms. These datasets serve as
ideal testbeds given the neuroscience community’s modeling efforts and the inherent connections
between agentic decision-making and HMMs (Figure 6). We represent animal decisions as discrete
token sequences and compare LLM ICL performance against established domain-specific models in
predicting future actions.

Decision-making Mice Dataset: This dataset, developed by the International Brain Laboratory (IBL)
[25], has gained significant traction for studying mouse behavior within the neuroscience community.
A popular study [3] characterizes mice choice behavior as an interplay among multiple interleaved
strategies governed by hidden states in a HMM. Their GLM-HMM model (Figure 6 left) achieved an
average prediction accuracy of 82.2%, outperforming standard approaches like the classic lapse model
by 2.8%. For scientists investigating animal decision-making, these performance improvements are
significant for advancing model fidelity and experimental interpretation.

We compare GLM-HMM to in-context LLMs on data from 7 mice, following the descriptions
in Ashwood et al. [3]. The experimental data consists of three components: stimulus, choice, and
reward. For each trial, the mouse perceives a visual stimulus presented to their left or right, makes
a choice by turning a steering wheel, and receives a water drop as reward when correct (Figure 6
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Figure 7: Rat reward-learning task. (Left) Analog agent learning to HMMs. (Middle) A cartoon
illustration of the more challenging task. No stimulus is presented on either side; instead, the reward
probabilities for left and right choices evolve independently via random walks. As the optimal choice
changes over time, the rat must learn and adapt its decisions based solely on the history of past
rewards. (Right) LLM ICL performance curve averaged across all animals, with 1-σ error bar. Its
performance curve improves only marginally with increasing context length.

middle). Each mouse is described by one sequence, composed of trials. The trials are ordered
sequentially as they occurred during experiments.

Remarkably, when provided with a context of more than 1000 trials, LLM ICL consistently achieved
higher prediction accuracy (average of 86.2%) than the expert-developed GLM-HMM (Figure 6 right).
More importantly, the convergence trend of LLM ICL mirrors the in-context scaling we observed in
synthetic experiments, particularly when entropy is relatively low. This observation suggests that
mouse decision-making processes contain learnable structures that LLMs, even without task-specific
training, can effectively identify and leverage for prediction.

Reward-learning Rats Dataset: The dataset from Miller et al. [36] allows us to explore LLM ICL
capabilities on more complex learning behaviors. This task presents a significantly greater challenge
than the IBL dataset for two primary reasons: first, animals receive no explicit stimuli to guide their
choices towards potential rewards; secondly, the dataset captures the entire dynamic learning process
itself, rather than behavior after learning. Consequently, the underlying behavioral dynamics are
expected to be more complex and less stationary. To benchmark LLM ICL in this scenario, we
compare its performance against a state-of-the-art model from recent work [10], which employed
code generation and evolutionary search to discover interpretable symbolic programs well-fitted
to this dataset. It is important to note that this state-of-the-art model results from an extensive,
computationally intensive evolutionary search, setting a very high performance bar.

As shown in Figure 7, the prediction accuracy of LLM ICL on this dataset improves only marginally
with increasing context length. This limited improvement parallels the ICL behavior we observed
for synthetic HMMs characterized by high entropy and slow mixing rates. LLM ICL exhibits a
substantial performance gap when compared to the specialized model. This outcome is consistent
with our hypothesis that the underlying dynamics of this naturalistic learning process are complex,
potentially pushing the limits of what current off-the-shelf LLMs can capture through ICL alone.

5 Related Works

LLMs and In-Context Learning. The surprising ability of LLMs to perform ICL [7] has led to
significant interest in understanding its underlying mechanisms [11, 22, 53]. Several works [20, 52,
55] interpret ICL as implicit Bayesian inference, suggesting that LLMs naturally perform posterior
updates through attention mechanisms. Theoretical works analyzing transformers’ ability to model
Markovian data [6, 13, 33, 40, 41] show that they can efficiently learn fully observed Markov chains.
However, the transition from observable Markov sequences to latent-variable models like HMMs
remains underexplored. Recent studies also evaluate LLMs’ predictive performance on structured
tasks, including dynamical systems [29], density estimation [30], and time series forecasting [19, 49].
While these works explore LLMs’ empirical capabilities, they do not systematically analyze how
intrinsic properties of underlying stochastic processes—such as mixing time and entropy—affect
ICL performance. Our work fills this gap by providing a controlled study on synthetic HMMs and
offering theoretical conjectures for the observed scaling trends in ICL performance.
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Spectral learning (SL) HMMs. SL algorithms have emerged as a compelling tools for learning
HMMs from observations, using method-of-moments to learn the spectral parameters. Several works
[2, 21, 42] construct matrices with observations, perform singular value decomposition and projection
to obtain the beliefs of the HMM operators. Recent work [31] improves the practicality of SL by
projecting the probability beliefs onto simplex after every belief update. Despite these, SL algorithms
have practical limitations and make assumptions on how observations carry information about the
HMM dynamics. ICL seems to handle such issues by learning better observation operators without
requiring the limiting assumptions of SL algorithms.

Neuroscience and Animal Behavior. Many neuroscience studies model animal behavior as HMMs
[47, 50]. A common modern approach involves training data-specific RNNs and finding attractor
dynamics [4, 23, 54], which can be highly data-inefficient. Large generative models have accelerated
neuroscience discoveries, from data processing [44, 46] to model discovery [10]. In our work,
we present a novel approach, leveraging the frontier of AI to help scientists understand their data,
focusing on discrete behaviors [36, 43].

6 Discussion & Takeaways

LLMs are surprisingly effective HMM learners through in-context learning: We observe that
LLM prediction accuracy often converges towards theoretical optimum achieved by the Viterbi
algorithm, which knows true model parameters. Contrasting with iterative and computationally
intensive traditional HMM estimation algorithms or trained neural architectures (e.g., LSTMs),
LLM ICL offers simplicity as a tool. As demonstrated by the competitive performance to domain-
specific models on real-world animal decision-making tasks, LLM ICL offers a new avenue for
rapid data exploration. LLMs can serve as a “zero-shot statistical tool”, enabling scientists to
diagnose data complexity and generate future predictions without the overhead of extensive model
development—addressing a common bottleneck in many scientific workflows.

Existing gaps: While we observe promising trends, our experiments also point to existing gaps in the
broad application of LLM ICL. A primary bottleneck is the reliance on discrete tokenization, which
poses challenges for modeling continuous, real-valued, or high-dimensional observations—such as
neural recordings—within the ICL framework. Although our experiments successfully employed
tokenization strategies for discrete sequences (see Appendix E.2 for ablations), adapting LLMs to
handle continuous state-space models or direct real-valued inputs remains an open question. More-
over, despite achieving high predictive accuracy, the inherently “black-box” nature of LLMs limits
interpretability. While our findings demonstrate that LLMs can effectively model HMM dynamics,
extracting explicit and interpretable parameters—such as transition or emission probabilities—from
the model’s internal representations is nontrivial. Yet, such interpretability is often central to the
goals of scientists and practitioners seeking to understand underlying system dynamics. We hope
this work lays the groundwork for future research into extending ICL to continuous domains and
developing tools for extracting interpretable structure from LLMs.

Call to action: Realizing the full potential of LLMs and HMMs to advance our understanding of
complex systems demands a multidisciplinary effort. There is a growing need for next-generation
foundation models specifically designed to meet the challenges of scientific data—ranging from
structured sequences to high-dimensional, continuous signals. Moving beyond adaptations of NLP-
focused models, such advancements are critical not only for enabling more effective scientific analysis,
but also for deepening our understanding of in-context learning and the structure embedded within
human language corpora. Ultimately, this progress will be essential to unlocking the transformative
potential of LLMs in scientific discovery across a broad range of disciplines.
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A Additional Background on HMMs

In this section, we define in detail the HMM settings we are interested in, including the conditions for
Markov chains to converge to unique stationary distributions. Recall that a HMM is characterized
by the Markov chain’s initial state distribution and its state transitions, along with the emission
probabilities of an observation given the hidden state. With finitely many states and observations,
without loss of generality, states take values in X = {1, 2, . . . ,M} while observations take values
in O = {1, 2, . . . , L}. The initial state distribution is denoted as π ∈ RM with πj the probability
of starting in state j, the state transitions are describe by the matrix A ∈ RM×M with elements aij
the probability of transitioning to state j from state i, and the emission matrix B ∈ RM×L contains
bjl the probability of observing l when in hidden state j. The triple λ = (π,A,B) completely
parameterizes a finite-alphabet HMM.

Let {X1, X2, ...} denote a discrete-time Markov chain taking values in X with transition matrix A.
Let p(n)ij = P(Xt+n = j|Xt = i) denote the n-step transition probability between states i, j ∈ X .

State j is said to be accessible from state i if there exists an integer n ≥ 1 such that p(n)ij > 0. A
subset C ⊆ X is called irreducible if every pair of states i, j ∈ C is mutually accessible. The period
of state i is defined as c(i) = gcd{n ≥ 1 : p

(n)
ii > 0}, the greatest common divisor of all possible

return times. State i is aperiodic if c(i) = 1. A Markov chain is termed geometrically ergodic if it is
irreducible and aperiodic, which guarantees convergence to a unique stationary distribution µ ∈ RM

satisfying µ = µA. The mixing rate ρ ∈ [0, 1) is such that for all states i, j ∈ X , there exists a
constant C ≥ 0 for which |p(n)ij − µj | ≤ Cρn for all n ≥ 1. For a finite-alphabet HMM, ρ equals
λ2, the second-largest eigenvalue of A. We run experiments on a few non-ergodic cases, while the
majority of HMMs are with ergodic state transitions to avoid dependence on the initial state.

The entropy H(X) of a discrete random variable X is defined as H(X) = −
∑

x∈X p(x) log p(x).
A fundamental property of entropy is that conditioning reduces uncertainty: for any two random
variables X and Y , we have H(X|Y ) ≤ H(X), with equality holding if and only if X and
Y are statistically independent [12]. By applying the chain rule of entropy, the joint entropy
of a stochastic process can be expressed as H(X1, X2, . . . , Xn) =

∑n
i=1 H(Xi|Xi−1, . . . , X1).

For a Markov chain with stationary distribution µ, the entropy rate is defined as H(X ) =
limn→∞

1
nH(X1, X2, . . . , Xn) = −

∑
i,j µiaij log aij , which depends solely on the transition

matrix A. We additionally define the entropy of the emission matrix B as−
∑

j,l µjbjl log bjl, which
quantifies the average uncertainty in observations given the underlying states. Although the entropy
rate of the observation process in a HMM has no known closed-form expression, it can be bounded
as H(On|On−1, Xn−1, . . . , O1, X1) ≤ H(O) ≤ H(On|On−1, . . . , O1). As A defines transitions
from Xt to Xt+1, and B determines sampling Ot from Xt, the entropies of A and B combined help
us to control the entropy lower bound of the sampled HMM sequence.
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B Additional Details of Experimental Setup

Construct A with specific mixing rate, entropy, and steady state distribution. For an ergodic
Markov chain that converges to a unique stationary distribution, the stochastic matrix A can be
decomposed into eigenvalues and eigenvectors with the ordering shown in Figure 8, where 1⃗ ∈ RM

is a vector of ones, λ2 is the second-largest eigenvalue of A, and µ is the stationary distribution
[15]. We leverage this decomposition to construct A with predefined λ2 and µ. To determine
the remaining eigenvalues and eigenvectors, we formulate an optimization problem based on the
following requirements: (1) all entries of A are non-negative; (2) each row of A sums to 1; (3)
U−1U = 1; and (4) all remaining eigenvalues have magnitudes not exceeding λ2. The optimization
problem has the following form, where we translate the constraints above into penality terms.

min
λ3:M ,V2

M∑
i,j=1

max{−aij , 0}+
M∑
j=1

((∑M
i=1 aij

)
− 1

)2

+

M∑
i,j=1

(VU− I)2ij +

M∑
i=3

max{λi − λ2, 0}

s.t. A = Vdiag(1, λ2, λ3, ..., λM )U, V = [1 V2] , U =

[
µ

V†
2

]
This is a nonconvex problem, which we solve using first order methods with pytorch. We randomly
initialize the free variables λ3, ..., λM and V2 and then run 5000 iterations of Adam with step size
0.01 and default values for other parameters. After the optimizer terminates, we reject instances
which do not satisfy the constraints exactly. By initializing with multiple random seeds, we generate
matrices spanning the desired entropy spectrum.

1 ...

μ

...

λ2

1

...
0

0
A = U ΛU =

-1

Figure 8: The singular value decomposition of ergodic unichain Markov matrix A. The darker shaded
region is pre-defined for our controlled experiments. The lighter shaded region is randomly initialized
and calculated using a neural network.

Steady state distribution. We construct steady state distributions with varying skewness using the
Beta distribution with α = 1 and different values of β. When α = 1 and β = 1, the resulting steady
state distribution is uniform. As β increases, the distribution becomes increasingly skewed toward
smaller state indices. Unless otherwise specified (Appendix D.3), we use a uniform steady state
distribution as the default configuration.

Entropy for visualizations. The entropy definitions H(A) and H(B,µ) we introduced in Section
2.1 are used for constructing HMM parameters and sampling trajectories. For graphing Figure 4
(Left), we define normalized entropy considering both matrices:

H̃(A,B,µ) =
H(A) +H(B,µ)

logM + logL
.

We define H̃(A) = H(A)/ logM and H̃(B,µ) = H(B,µ)/ logL for Figure 4 (Middle) and
(Right).

T is when LLM converges to Viterbi. The concept of “convergence”, though intuitive to human
eyes, requires a specific numerical definition for plots like Figure 4. We define convergence as the
point where two conditions are simultaneously satisfied: (i) the accuracy difference between Viterbi
and LLM is within 0.025, and (ii) LLM achieves at least 95% of Viterbi’s accuracy. We use both
constant and relative thresholds to ensure a strict convergence definition that accounts for different
baseline performance levels across experimental conditions.

Hellinger Distance. For two discrete probability distributions P,Q ∈ RL, the Hellinger distance is
defined as

DHellinger(P,Q) =
1√
2

√
L∑

i=1

(
√

Pi −
√
Qi)2.
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C Details of Benchmark Models

In this section, we provide descriptions and pseudocode for the benchmark models we use (Table 1).
The executable code for all methods are included in supplemental materials.

Algorithm 1: Viterbi Algorithm
Input: States X = {1, 2, . . . ,M}, initial distribution µ, transition matrix A, emission matrix B,

and observation sequence {o1, . . . , oT }.
Output: Most likely state sequence path = {x1, . . . , xT }
Initialization: P[0][s]← µ[s] ·B[s][o1] for all s ∈ X ;
Forward recursion: for t = 1 to T − 1 do

for s ∈ X do
P[t][s]← max

r∈X
{P[t− 1][r] ·A[r][s] ·B[s][ot]};

Q[t][s]← argmax
r∈X
{P[t− 1][r] ·A[r][s] ·B[s][ot]};

end
end
Backtracking: path[T − 1]← argmax

s∈X
P[T − 1][s];

path[t]← Q[t+ 1][path[t+ 1]] for t = T − 2, . . . , 0;
return path

Viterbi algorithm. The Viterbi algorithm is a dynamic programming technique for efficiently finding
the most likely sequence of hidden states in a Markov model, given a sequence of observations. It
iteratively computes the highest probability path to each state at time t by considering all possible
predecessor states at time t− 1, their transition probabilities, and the emission probabilities of the
current observation. Rather than exhaustively evaluating all MT possible state sequences, Viterbi
maintains only the M most promising paths at each time step, storing both their probabilities and the
penultimate states that maximize these probabilities. After computing probabilities for all time steps,
the algorithm traces backward from the most probable final state to reconstruct the optimal state
sequence. We use the most probable final state and ground-truth A and B to calculate the prediction
distribution of the next observation.

Algorithm 2: Compute P (Ot+1|Ot−k:t)

Input: States X = {1, 2, . . . ,M}, initial distribution µ, transition matrix A, emission matrix B,
and observation sequence {ot−k, . . . , ot}.

Output: Probability of next observation P (ot+1|ot−k:t)
Forward pass over observation window: αt−k[s]← B[s][ot−k] · µ[s] for all s ∈ X ;
αi[s]← B[s][oi] ·

∑
r∈X

A[r][s] ·αi−1[r] for i = t− k + 1, . . . , t, s ∈ X ;

Normalize to get posterior: P (s|ot−k:t)← αt[s]∑
s′∈X αt[s′]

for all s ∈ X ;
Prediction step: P (s|ot−k:t)←

∑
r∈X A[r][s] · P (r|ot−k:t) for all s ∈ X ;

Marginalize over states: P (ot+1|ot−k:t)←
∑

s∈X B[s][ot+1] · P (s|ot−k:t);
return P (ot+1|ot−k:t)

Optimal inference with truncated memory P (Ot+1|Ot−k:t). The forward-based prediction al-
gorithm computes the probability of the next observation in a hidden Markov model by using a
three-step approach. First, it calculates the posterior distribution over current hidden states via the
forward algorithm, recursively processing the observation window while accounting for transitions
and emissions. Second, it projects this belief state forward by applying the transition matrix to com-
pute the distribution over next possible states. Finally, it determines P (ot+1|ot−k:t) by marginalizing
over all possible next states, weighting each by its emission probability.

Baum-Welch algorithm. The Baum-Welch algorithm is an expectation-maximization method for
estimating hidden Markov model parameters. It iteratively alternates between computing state
posteriors γt(s) and transition posteriors ξt(s, r) via forward-backward recursion (E-step), and
updating parameters to maximize likelihood (M-step): setting the initial distribution to γ1, transition

17



Algorithm 3: Baum-Welch Algorithm
Input: States X = {1, 2, . . . ,M}, observations Y = {1, 2, . . . , L}, observation sequence

{o1, . . . , oT }, initial parameters µ(0), A(0), B(0), and threshold ϵ.
Output: Refined parameters µ, A, B
Initialize: µ← µ(0), A← A(0), B← B(0), Lprev ← −∞;
repeat
Lprev ← L;
E-Step:
Forward pass: α1[s]← B[s][o1] · µ[s] for all s ∈ X ;
αt[s]← B[s][ot] ·

∑
r A[r][s] ·αt−1[r] for t = 2, . . . , T , s ∈ X ;

L ←
∑

s αT [s];
Backward pass: βT [s]← 1 for all s ∈ X ;
βt[s]←

∑
r A[s][r] ·B[r][ot+1] · βt+1[r] for t = T − 1, . . . , 1, s ∈ X ;

Expected counts: γt[s]← αt[s]·βt[s]
L for t = 1, . . . , T , s ∈ X ;

ξt[s][r]←
αt[s]·A[s][r]·B[r][ot+1]·βt+1[r]

L for t = 1, . . . , T − 1, s, r ∈ X ;
M-Step: µ[s]← γ1[s] for all s ∈ X ;

A[s][r]←
∑T−1

t=1 ξt[s][r]∑T−1
t=1 γt[s]

for all s, r ∈ X ;

B[s][v]←
∑T

t=1 γt[s]·1(ot=v)∑T
t=1 γt[s]

for all s ∈ X , v ∈ Y;

until |L − Lprev| < ϵ;
return µ, A, B

probabilities to normalized expected transitions, and emission probabilities to normalized observation
counts per state. This process continues until the log-likelihood converges, yielding locally optimal
parameters that maximize the probability of generating the observed sequence. We use the learned
parameters to predict next observation similar to the Viterbi algorithm.

Algorithm 4: n-gram Based Next-Observation Prediction
Input: Observation sequence O = {o1, . . . , oT }, context length n− 1, smoothing parameter δ
Output: n-gram model for predicting P (ot|ot−(n−1):t−1)
Count extraction: countsn, countsn−1 ← empty associative arrays;
for t = n− 1 to T − 1 do

context← [ot−(n−1), . . . , ot−1];
Increment countsn[context⊕ ot] and countsn−1[context];

end
Model construction with smoothing: V ← number of unique symbols in O;
for each observed context c in countsn−1 do

for each unique observation o in O do
model[c, o]← countsn[c⊕o]+δ

V ·δ+countsn−1[c]
;

end
end
Back-off for unseen contexts: Punif (o)← 1

V for all o;

P (ot|ot−(n−1):t−1)←
{

model[[ot−(n−1), . . . , ot−1], ot], if context observed
Punif (ot), otherwise

;

return model

n-gram. n-gram models provide an elegant, computationally efficient framework for next-observation
prediction in Markov chain processes by directly estimating conditional probabilities from observed
sequences. These models embody the Markov assumption that P (Ot+1|O1:t) ≈ P (Ot+1|Ot−n+2:t),
making them particularly effective for stochastic processes where future states depend only on a
limited history of previous states. For first-order Markov chains, bigram models (n = 2) precisely
capture the underlying transition dynamics, while higher-order dependencies can be modeled by
increasing n.
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Algorithm 5: Trained Neural Networks for Single Sequence Prediction
Input: sequence O = {o1, . . . , oT }; vocab size V ; context window K; model family F ;

parameters θ; optimizer A; epochs E
Output: trained θ approximating P (ot+1 | o1:t)
Model: Token embedding E : {1, . . . , V }→Rd; optional position map Π : {1, . . . ,K}→Rd;

Core network fθ :
(
Rd

)≤K→RV (e.g., LSTM/GRU/Transformer/MLP with causal constraint);
Output distribution pθ(· | x) = softmax

(
fθ(x)

)
; loss CE (cross-entropy);

Training: for epoch = 1 to E do
for t = 1 to T − 1 do

s← max(1, t−K+1); x← E(Os:t)⊕Π1:|Os:t| ; // embed (+ positions)
y ← Ot+1;
ℓ← fθ(x) ; // logits for next token
Lt ← CE(softmax(ℓ), y);
θ ← A

(
θ,∇θLt

)
; // optimizer step

end
end
Inference:;
Given prefix O1:t, return P (ot+1 | O1:t) = softmax

(
fθ(E(Os:t)⊕Π)

)
with

s = max(1, t−K+1).;
return θ

RNN LSTM. LSTM networks are specialized recurrent neural architectures designed to model
sequential data through memory cells regulated by input, forget, and output gates. These gates
control information flow, allowing LSTMs to selectively retain relevant historical patterns while
discarding irrelevant information. LSTMs excel at next-observation prediction tasks by capturing
both short-term correlations and long-term dependencies in the observation history. The network
processes a window of prior observations sequentially, updating its hidden state to encode temporal
patterns, then projects this state through a softmax layer to generate a probability distribution over
possible next observations—making LSTMs particularly effective for forecasting future values in
time series where the prediction depends on complex patterns spanning multiple time scales.

In our experiments, we set the number of observations as the vocab size, use a two-layer LSTM with
an embedding dimension of 16 and a hidden dimension of 8, and train for 10 epochs using the Adam
optimizer with a learning rate of 1e-3. The results are averaged over 16 sequences.

Transformer. Transformers predict the next observation using causal self-attention, which reweights
the visible prefix without recurrence. Given embedded inputs X (tokens + positions), define Q =
XWQ, K = XWK , V = XWV (queries, keys, values as learned linear projections). Attention is

Attn(Q,K, V ) = softmax
(

QK⊤
√
dk

+M
)
V,

where M is a causal mask that blocks future positions. Multi-head attention computes this in
parallel across heads and concatenates the results. A feed-forward layer then maps the attended
representations, and the state at position t is projected to logits; the next-token distribution is
P (Ot+1 | O1:t) = softmax(logitst).

In our experiments, we set the number of observations as the vocab size, use a two-layer Transformer
with an embedding dimension of 16, a hidden dimension of 8, and 5 attention heads, and train for
10 epochs using the Adam optimizer with a learning rate of 1e-3. The results are averaged over 16
sequences.
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D Additional Synthetic Experiment Results

This section presents additional results from synthetic experiments. All methods are evaluated
using the average performance over 4,096 sequences, with the exception of LSTM and Transformer,
which are evaluated on 16 sequences due to their high computational cost. Consequently, the
LSTM and Transformer results exhibit higher variance. Nonetheless, in metrics such as Hellinger
distance—which account for the full output distribution rather than relying solely on the argmax for
accuracy—LSTM and Transformer underperforms compared to the LLM most of the time.

D.1 Varying Entropy of A

In this section, we present detailed results on varying the entropy of A matrix over 4/8/16 states and
emissions, reporting accuracies and Hellinger distances.
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Figure 9: Accuracies of six methods across different A entropy, B entropy, number of states, and
number of emissions with λ2 = 0.75 and uniform steady state distribution.
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Figure 10: Hellinger distances of six methods across different A entropy, B entropy, number of
states, and number of emissions with λ2 = 0.75 and uniform steady state distribution.
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D.2 Varying Mixing Rate of A

In this section, we present detailed results on varying the mixing rate (λ2) of A matrix over 4/8/16
states and emissions, reporting accuracies and Hellinger distances.

0.2

0.4

0.6

0.8

0.1
0.2
0.3
0.4
0.5
0.6
0.7

0.2
0.3
0.4
0.5
0.6
0.7
0.8

0.1

0.2

0.3

0.4

0.5

0.6

0.1
0.2
0.3
0.4
0.5
0.6
0.7

0.2

0.3

0.4

0.5

0.6

0.7

0.4

0.6

0.8

0.1
0.2
0.3
0.4
0.5
0.6
0.7

0.2

0.4

0.6

0.8

0.2

0.4

0.6

0.2

0.4

0.6

0.8

0.2

0.4

0.6

0.8

0.4

0.5

0.6

0.7

0.8

0.9

0.4

0.5

0.6

0.7

0.8

0.3
0.4
0.5
0.6
0.7
0.8
0.9

0.3

0.4

0.5

0.6

0.7

0.8

0.3
0.4
0.5
0.6
0.7
0.8
0.9

0.3

0.4

0.5

0.6

0.7

0.2
0.3
0.4
0.5
0.6
0.7
0.8

0.3

0.4

0.5

0.6

0.1
0.2
0.3
0.4
0.5
0.6
0.7

0.0
0.1
0.2
0.3
0.4
0.5
0.6

0.0

0.2

0.4

0.6

0.1
0.2
0.3
0.4
0.5
0.6
0.7

0.2

0.3

0.4

0.5

0.6

0.7

0.2

0.3

0.4

0.5

0.2

0.3

0.4

0.5

0.2

0.3

0.4

0.5

0.1

0.2

0.3

0.4

0.5

0.6

0.0

0.1

0.2

0.3

0.4

0.5

0.3

0.4

0.5

0.6

0.7

0.8

0.2

0.3

0.4

0.5

0.6

0.7

0.2

0.3

0.4

0.5

0.6

0.7

0.1

0.2

0.3

0.4

0.5

0.6

0.1

0.2

0.3

0.4

0.5

0.6

0.2

0.3

0.4

0.5

0.2

0.3

0.4

0.5

0.1

0.2

0.3

0.4

0.5

0.05
0.10
0.15
0.20
0.25
0.30
0.35

0.1

0.2

0.3

0.4

0.00
0.05
0.10
0.15
0.20
0.25
0.30

0.00
0.05
0.10
0.15
0.20
0.25
0.30

0.3

0.4

0.5

0.6

0.7

0.1

0.2

0.3

0.4

0.5

0.1

0.2

0.3

0.4

0.5

0.6

0.1

0.2

0.3

0.4

0.5

0.0
0.1
0.2
0.3
0.4
0.5
0.6

0.0

0.1

0.2

0.3

0.4

4 8 16 32 64 128 256 512 1K 2K

0.2
0.3
0.4
0.5
0.6
0.7
0.8

4 8 16 32 64 128 256 512 1K 2K

0.0

0.1

0.2

0.3

0.4

0.5

4 8 16 32 64 128 256 512 1K 2K

0.2

0.4

0.6

0.8

4 8 16 32 64 128 256 512 1K 2K

0.0

0.1

0.2

0.3

0.4

4 8 16 32 64 128 256 512 1K 2K

0.0
0.1
0.2
0.3
0.4
0.5
0.6

4 8 16 32 64 128 256 512 1K 2K

0.0

0.1

0.2

0.3

0.4

St
at

es
: 4

2: 
0.

99
St

at
es

: 4
2: 

0.
95

St
at

es
: 4

2: 
0.

75
St

at
es

: 8
2: 

0.
99

St
at

es
: 8

2: 
0.

95
St

at
es

: 8
2: 

0.
75

St
at

es
: 1

6
2: 

0.
95

St
at

es
: 1

6
2: 

0.
75

St
at

es
: 1

6
2: 

0.
50

Observations: 4
B entropy: 0

Observations: 4
B entropy: 1

Observations: 8
B entropy: 0

Observations: 8
B entropy: 1

Observations: 16
B entropy: 0

Observations: 16
B entropy: 1

Context Length

Viterbi P(Ot + 1|Ot) Bigram BW Qwen2.5-7B LSTM Transformer Spectral

Figure 11: Accuracies of six methods across different mixing rates (λ2), B entropy, number of states,
and number of emissions with uniform steady state distribution and (1, 2, 3) A entropy for (4, 8, 16)
states respectively.
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Figure 12: Hellinger distances of six methods across different mixing rates (λ2), B entropy, number
of states, and number of emissions with uniform steady state distribution and (1, 2, 3) A entropy for
(4, 8, 16) states respectively.
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D.3 Varying Steady State Distribution of A

In this section, we present detailed results on varying the steady state distributions of A matrix over
4/8/16 states and emissions, reporting accuracies and Hellinger distances. We construct steady states
with different skewness using Beta distribution with α = 1. Notably, with α = 1 and β = 1, the
steady state distribution is uniform. As we increase β, the distribution becomes more skewed. We
test with β = 1, 2, 3, representing uniform, skewed, and very skewed respectively.
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Figure 13: Accuracies of six methods across different steady state distributions, B entropy, number
of states, and number of emissions with (0, 0.5, 2) A entropy for (4, 8, 16) states respectively and
(0.99, 0.95, 0.75) λ2 for (4, 8, 16) states respectively.
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Figure 14: Hellinger distances of six methods across different steady state distributions, B entropy,
number of states, and number of emissions with (0, 0.5, 2) A entropy for (4, 8, 16) states respectively
and (0.99, 0.95, 0.75) λ2 for (4, 8, 16) states respectively.
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D.4 Discussions

When LLMs fail to converge. While LLMs converge to Viterbi performance efficiently under most
HMM parameter settings (scaling trends summarized in Section 3.1), we identify two conditions
where convergence fails or proceeds exceptionally slowly. First, when entropy of A or B is approaches
its maximum (logM or logL respectively), the prediction accuracy gap ε at context length 2048
remains substantial. For instance, in the last row of Figure 9 with M = 16 and the entropy of A is
3.5 (near the maximum of log 16 = 4), the LLM (Qwen2.5-7B) exhibits gradual convergence with a
persistent gap. Second, when mixing is slow (λ2 approaches 1), such as in the third-to-last row of
Figure 11 with M = 16 and λ2 = 0.95, a performance gap persists even at maximum context length.

Importantly, the Viterbi algorithm also struggles under these challenging conditions. Under high
entropy, as shown in the last row of Figure 9, Viterbi accuracy barely exceeds random prediction
(0.25/0.125/0.0625 for L = 4/8/16). Under slow mixing, such as in the fourth row of Figure
11 with M = 8 and λ2 = 0.99, Viterbi algorithm requires context length 512 to achieve peak
performance. These results demonstrate that LLM performance degradation under high entropy and
slow mixing conditions reflects fundamental limits of stochastic system learnability—arising from
random dynamics and long-range dependencies—that affect even optimal inference methods.

Monotonicity of LLM performance with respect to context length. We observe that LLM
performance almost always improves monotonically with longer context length—a property notably
absent in other learning baselines. Even excluding LSTM from this comparison (due to high variance
from averaging over fewer sequences, as discussed in the first paragraph in Appendix D), both Baum-
Welch and bigram models lack monotonic convergence behavior. For Baum-Welch, the accuracy
graphs (Figures 9, 11, and 13) reveal multiple cases where performance “dips” and recovers, or
deteriorates as context length increases. The Hellinger distance graphs (Figures 10, 12, and 14)
provide clearer evidence that both BW and bigram exhibit non-monotonic learning patterns. In
most cases, LLM Hellinger distance decreases monotonically, while BW and bigram display erratic
behavior: sometimes experiencing early-context “bumps”, other times starting very close to the
ground truth emission distribution (occasionally even closer than the oracle Viterbi by empirical
chance) before gradually converging to statistically sound distributions. Importantly, when BW or
bigram achieve lower Hellinger distances, this does not necessarily indicate better performance—the
corresponding prediction accuracy graphs often show poor results, highlighting the distinction
between distributional similarity and predictive capability.

When (normalized) entropy H̃ is held constant, varying the number of states does not affect
the LLM convergence rate. We provide concrete evidence for this claim in Figure 9, where rows 1,
3, and 6 all have the same normalized entropy H̃(A) = 0.5. Across each column, the Qwen2.5-7B
convergence curves for these three rows exhibit nearly identical shapes, demonstrating that the
convergence rate depends primarily on normalized entropy rather than absolute state space size.

We emphasize that convergence rate differs from convergence target—the Viterbi performance. While
the rate of improvement remains consistent across different state space sizes (when normalized
entropy is fixed), larger state spaces result in lower achievable prediction accuracy due to increased
task difficulty.
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E Ablations on LLMs

In this section, we provide the results on the families, sizes, and tokenization of the LLMs.

E.1 LLM Size

We compare Qwen and Llama model families with seven different models. We found that their
performances are similar, with slight degradation when the model size is small.
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Figure 15: Accuracies of seven models across different A entropy, B entropy, number of states, and
number of emissions with λ2 = 0.75 and uniform steady state distribution. Lighter color represents
smaller models. The two smallest models from each family have suboptimal performance.
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Figure 16: Hellinger distances of seven models across different A entropy, B entropy, number of
states, and number of emissions with λ2 = 0.75 and uniform steady state distribution. The models
converge similarly, especially when entropy is high.
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Figure 17: Accuracies of seven models across different mixing rates (λ2), B entropy, number of
states, and number of emissions with uniform steady state distribution and (1, 2, 3) A entropy for (4,
8, 16) states respectively. The two smallest models from each family have suboptimal performance,
especially when mixing is fast.
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Figure 18: Hellinger distances of seven models across different mixing rates (λ2), B entropy, number
of states, and number of emissions with uniform steady state distribution and (1, 2, 3) A entropy for
(4, 8, 16) states respectively. The models converge similarly, especially when mixing is slow.
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Figure 19: Accuracies of seven models across different steady state distributions, B entropy, number
of states, and number of emissions with (0, 0.5, 2) A entropy for (4, 8, 16) states respectively and
(0.99, 0.95, 0.75) λ2 for (4, 8, 16) states respectively. The poor performance observed in smaller
models at short context length under low A&B entropy settings may be attributed to the filtering of
repeated n-grams during pretraining, as discussed in Appendix E.2.
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Figure 20: Hellinger distances of seven models across different steady state distributions, B entropy,
number of states, and number of emissions with (0, 0.5, 2) A entropy for (4, 8, 16) states respectively
and (0.99, 0.95, 0.75) λ2 for (4, 8, 16) states respectively.
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E.2 Tokenization

In this section, we evaluate three tokenization strategies: ABC, which encodes emissions as single
letters; 123, which encodes them as single digits; and random, which maps emissions to random
tokens from the LLM’s tokenizer. For the random strategy, we specifically map emissions to special
tokens (!@#$). All experiments are conducted using the Qwen2.5-1.5B model, and the results are
presented below.

We observe that all tokenization methods converge to similar performance levels in terms of accuracy,
with ABC converging slightly faster when the entropy of A is large. This suggests that the choice
of tokenization has limited impact on final performance. In our experiments, we adopt the ABC
tokenization for maximum performance on the LLM. However, when the entropy of matrix A is
low, ABC tokenization exhibits significantly lower initial accuracy and a higher Hellinger distance
with short context length. We hypothesize that this is due to the increased likelihood of repetitive
state sequences early in the sequence—for example, ‘AAAAA...’. During pretraining, such repeated
n-gram patterns are often filtered out, as they could cause loss spikes [38]. As a result, the model
may have limited exposure to these patterns, leading to poor initial performance on such inputs.
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Figure 21: Accuracy of three tokenization methods across different mixing rates (λ2), A entropy, and
steady states with 4 states, 4 emissions, and 1 for B entropy.
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Figure 22: Hellinger distance of three tokenization methods across different mixing rates (λ2), A
entropy, and steady states with 4 states, 4 emissions, and 1 for B entropy.
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F Spectral Learning HMMs for Prediction Task

Notations: We use [X]i,j to denote the element of matrix X at its i-th row and j-th column. The
indicator function 1{x=i} is 1 only when x = i and is 0 otherwise. We use 1M to denote a vector of
all 1’s with dimension M . We use the notation [L] = {1, 2, . . . , L}. ∥·∥ denotes the Frobenius norm
for matrices, and depending on the context it denotes ℓ1 or ℓ2 norm for vectors.

Algorithm 6: Spectral Learning-Based Prediction
Input: Number of hidden states M , number of observations L, sequence {o1, . . . , oN}
Output: Conditional probability distribution P̂ (ON+1|O1:N = o1:N )
Estimate empirical probabilities: for all combinations i, j, n ∈ [L] do

[P̂1]i ← 1
N

∑N
k=1 1{ok=i};

[P̂2]i,j ← 1
N

∑N
k=1 1{ok=i,ok−1=j};

[P̂3,n]i,j ← 1
N

∑N
k=1 1{ok=i,ok−1=n,ok−2=j};

end
Compute SVD for dimensionality reduction:
Û← left singular vectors of P̂2 corresponding to M largest singular values;

Estimate spectral parameters: b̂1 ← Û⊤P̂1;
b̂∞ ← (P̂⊤

2 Û)†P̂1;
for each observation o ∈ [L] do

Ĉo ← Û⊤P̂3,o(Û
⊤P̂2)

†;
end
Hidden state belief update: b̂1 ← initial belief;
for τ = 1 to N do

b̂τ+1 ← Ĉoτ b̂τ

b̂⊤
∞Ĉoτ b̂τ

;

end
Conditional probability prediction: for each possible next observation oN+1 ∈ [L] do

P̂ (ON+1 = oN+1|O1:N = o1:N )← b̂⊤
∞ĈoN+1

b̂N+1∑L
k=1 b̂⊤

∞Ĉkb̂N+1
;

end
return P̂ (ON+1|O1:N = o1:N )

F.1 Preliminaries

For a Markov chain with transition matrix A, we let π ∈ RM
+ denote the initial state distribution. We

assume that π is also the stationary distribution of the Markov chain. This can be achieved by taking
samples after a burn-in time which is proportional to 1

1−λ2(A) . Note that πt = (At)⊤π is essentially
a convex combination of rows of matrix At, then by triangle inequality, we have ∥πt − π∞∥1 ≤
maxi∈[M ] ∥([At]i,:)

⊤ − π∞∥1. Thus, for an ergodic Markov matrix A, we define the following to
quantify the convergence of ∥πt − π∞∥1. For an ergodic Markov matrix A ∈ RM×M

+ , let τMC > 1
and ρMC ∈ (λ2(A), 1) be two constants [26, Theorem 4.9] such that

max
i∈[M ]

∥([At]i,:)
⊤ − π∞∥1 ≤ τMCρ

t
MC. (4)

Furthermore, we define the mixing time of A as

tMC(ϵ) := min

{
t ∈ N : max

i∈[M ]

1

2
∥([At]i,:)

⊤ − π∞∥1 ≤ ϵ

}
. (5)

Note that τ(M) and τMC have similar roles except τ(M) is usually used to study state matrices while
τMC is for Markov matrices. For a square M, we have ∥Mk∥ ≤ τ(M)ρ(M)k, and for a Markov
matrix, we have ∥At − 1Mπ⊤

∞∥ ≤ τMCρ
t
MC.
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F.2 Sample Complexity Analysis

In this section, we analyze the sample complexity of spectral learning algorithm (Alg 6) when the
observation sequence is coming from a single trajectory. Our proof builds on [21] by modifying
their analysis in Appendix A to incorporate single trajectory learning. We only present the Sample
complexity analysis here and refer the reader to [21] for the remaining proofs.

F.3 Proof of Theorem 1

Fix 2 < T < N , and recall from [21] that [P1]i = E[1{oT=i}], [P2]i,j = E[1{oT=i,oT−1=j}],
[P3,k]i,j = E[1{oT=i,oT−1=k,oT−2=j}], for all k ∈ [L], when the initial distribution π is the stationary
distribution of the Markov chain. In the following, we will present three different estimators for each
of these quantities and analyze their convergence.

• Estimation of P1: Let N̄ := ⌊NT ⌋, and without loss of generality, suppose N
T is an integer. Suppose

{o(1)T , . . . , o
(N̄)
T } be the i.i.d. samples obtained from N̄ independent trajectories of the HMM. We

define the following three estimators of P1,

[P̂1]i =

∑N
k=1 1{ok=i}

N
[P̂

(ℓ)
1 ]i =

∑N̄
k=1 1{okT−ℓ=i}

N̄
[P̂

(⊥)
1 ]i =

∑N̄
k=1 1{o(k)

T =i}

N̄
, (6)

for all ℓ = 0, . . . , T − 1. By triangle inequality, we have

∥P̂1 −P1∥ ≤ ∥P̂1 − P̂
(⊥)
1 ∥+ ∥P̂

(⊥)
1 −P1∥. (7)

[21] showed that, with probability at least 1− δ, we have, ∥P̂(⊥)
1 −P1∥ ≲

√
log(1/δ)

N̄
+
√

1
N̄

. In the

following, we will upper bound the term ∥P̂1 − P̂
(⊥)
1 ∥ by considering entry-wise concentration of

each ℓ-th subtrajectory as follows: We have

[P̂
(ℓ)
1 ]i − [P̂

(⊥)
1 ]i =

∑N̄
k=1

(
1{okT−ℓ=i} − 1{o(k)

T =i}

)
N̄

. (8)

First, we observe that E
[
1{okT−ℓ=i} − 1{o(k)

T =i}

]
0. Moreover, |1{okT−ℓ=i} − 1{o(k)

T =i}| ≤ 1,
almost surely. However, the summation in (8) has weakly dependent terms. Therefore, we use the
Bernstein type inequality for a class of weakly dependent and bounded random variables proposed
in [35]. Before that, we need to upper bound the variance of the summation in (8). Observing that
E
[
[P̂

(ℓ)
1 ]i − [P̂

(⊥)
1 ]i

]
= 0, we have,

Var
(
[P̂

(ℓ)
1 ]i − [P̂

(⊥)
1 ]i

)
:= E

[(
[P̂

(ℓ)
1 ]i − [P̂

(⊥)
1 ]i

)2
]
,

= E
[(

[P̂
(ℓ)
1 ]i

)2
]
+ E

[(
[P̂

(⊥)
1 ]i

)2
]
− 2E

[
[P̂

(ℓ)
1 ]i[P̂

(⊥)
1 ]i

]
. (9)

In the following, we will upper bound each term in (9) separately. We begin with,

E
[(

[P̂
(ℓ)
1 ]i

)2
]
=

1

N̄2
E

 N̄∑
k=1

N̄∑
k′=1

1{okT−ℓ=i}1{ok′T−ℓ=i}

 ,

=
1

N̄2

N̄∑
k=1

N̄∑
k′=1

E
[
1{okT−ℓ=i,ok′T−ℓ=i}

]
,

=
1

N̄2

N̄∑
k=1

N̄∑
k′=1

P (OkT−ℓ = i, Ok′T−ℓ = i) ,

=
[B⊤π]i

N̄
+

1

N̄2

N̄∑
k=1

N̄∑
k′=1
k′ ̸=k

[
B⊤diag(π)A|k−k′|TB

]
i,i

. (10)
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Next, we have,

E
[(

[P̂
(⊥)
1 ]i

)2
]
=

1

N̄2
E

 N̄∑
k=1

N̄∑
k′=1

1{o(k)
T =i}1{o(k

′)
T =i}

 ,

=
1

N̄2

N̄∑
k=1

N̄∑
k′=1

E
[
1{o(k)

T =i,o
(k′)
T =i}

]
,

=
1

N̄2

N̄∑
k=1

N̄∑
k′=1

P
(
O

(k)
T = i, O

(k′)
T = i

)
=

[B⊤π]i
N̄

+ (N̄ − 1)
[B⊤π]2i

N̄
. (11)

Lastly, we have

E
[(

[P̂
(ℓ)
1 ]i

)(
[P̂

(⊥)
1 ]i

)]
=

1

N̄2
E

 N̄∑
k=1

N̄∑
k′=1

1{okT−ℓ=i}1{o(k
′)

T =i}

 ,

=
1

N̄2

N̄∑
k=1

N̄∑
k′=1

E
[
1{okT−ℓ=i,o

(k′)
T =i}

]
,

=
1

N̄2

N̄∑
k=1

N̄∑
k′=1

P
(
OkT−ℓ = i, O

(k′)
T = i

)
= [B⊤π]2i . (12)

Combining (10), (11), and (12) into (9), we get

Var
(
[P̂

(ℓ)
1 ]i − [P̂

(⊥)
1 ]i

)
=

2[B⊤π]i
N̄

+
1

N̄2

N̄∑
k=1

N̄∑
k′=1
k′ ̸=k

[
B⊤diag(π)A|k−k′|TB

]
i,i

− (N̄ + 1)
[B⊤π]2i

N̄
,

=
2([B⊤π]i − [B⊤π]2i )

N̄
+

1

N̄2

N̄∑
k=1

N̄∑
k′=1
k′ ̸=k

[
B⊤diag(π)A|k−k′|TB

]
i,i

− (N̄ − 1)
[B⊤π]2i

N̄
,

=
2(b⊤

i π − (b⊤
i π)

2)

N̄

+
1

N̄2

N̄∑
k=1

N̄∑
k′=1
k′ ̸=k

b⊤
i diag(π)

(
A|k−k′|T − 1Mπ⊤

)
bi,

≲
b⊤
i π − (b⊤

i π)
2

N̄
+
∥bi∥2τMCρ

T
MC

N̄(1− ρTMC)
≲

b⊤
i π − (b⊤

i π)
2

N̄
, (13)

where bi denotes the i-th column of B and we get the last inequality by choosing,

T ≳ log

(
∥bi∥2τMC

(b⊤
i π − (b⊤

i π)
2)(1− ρTMC)

)/
(1− ρ). (14)

Hence, using the Bernstein type inequality for weakly dependent and bounded random variables
(Theorem 1 in [35]), together with (13) (14), and the observations we made right after (8), with
probability at least 1− δ, we have

|[P̂(ℓ)
1 ]i − [P̂

(⊥)
1 ]i| ≲

√
(b⊤

i π − (b⊤
i π)

2)

N̄
log

(
1

δ

)
. (15)
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Union bounding over all i ∈ [L], and ℓ ∈ {0, 1, . . . , T − 1}, with probability at least 1− δ, we have

∥[P̂(ℓ)
1 − P̂

(⊥)
1 ∥ ≲

√
1⊤
LB

⊤π − ∥B⊤π∥2
N̄

log

(
LT

δ

)
, (16)

given T ≳ maxi∈[L]

{
log

(
∥bi∥2τMC

(b⊤
i π−(b⊤

i π)2)(1−ρT
MC)

)}/
(1 − ρ). This further implies that, with

probability at least 1− δ, the same upper bound also holds for ∥[P̂1 − P̂
(⊥)
1 ∥. Combining this with

(7) and [21], with probability at least 1− δ, we have
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√
1
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δ
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. (17)

• Estimation of P2: Here, we follow a similar line of reasoning as above. We begin with defining
the three estimators of P2 as follows,

[P̂2]i,j =

∑N
k=1 1{ok=i,ok−1=j}

N
[P̂

(ℓ)
2 ]i,j =

∑N̄
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N̄
,

[P̂
(⊥)
2 ]i,j =

∑N̄
k=1 1{o(k)

T =i,o
(k)
T−1=j}

N̄
(18)

Similar to P1, we consider the entry-wise concentration of each ℓ-th subtrajectory as follows,

[P̂
(ℓ)
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(⊥)
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(
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(k)
T−1=j}

)
N̄

. (19)

Observing that E
[
[P̂

(ℓ)
2 ]i,j − [P̂

(⊥)
2 ]i,j

]
= 0, we have,
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(20)

In the following, we will upper bound each term in (20) separately. We begin with,

E
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 ,

=
1

N̄2

N̄∑
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N̄
+

1

N̄2

N̄∑
k=1

N̄∑
k′=1
k′ ̸=k

π⊤Dj,iA
|k−k′|T−1Dj,i1M , (21)

where, given the i-th column bi, and the j-th column bj of B, we define

Dj,i := diag (bj)A diag (bi) . (22)
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Next, we have
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Lastly, we have
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Combining (21), (23), and (24) into (20), we get
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where we get the last inequality by choosing,

T ≳ 1 + log

(
∥π⊤Dj,i∥∥Dj,i1M∥τMC

(π⊤Dj,i1M − (π⊤Dj,i1M )2) (1− ρTMC)

)/
(1− ρ). (26)

Hence, using similar line of reasoning as we did in the case of P1, with probability at least 1− δ, we
have
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given T ≳ 1+maxi,j∈[L]

{
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that, with probability at least 1− δ, the same upper bound also holds for ∥[P̂2 − P̂
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this with the triangle inequality and [21], with probability at least 1− δ, we have
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• Estimation of P3: Here, we follow a similar line of reasoning as above. We begin with defining
the three estimators of P3 as follows,

[P̂3,n]i,j =
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Following the same line of reasoning as we did in the case of P2, with probability at least 1− δ, we
have
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provided that,

T ≳ 2 + max
i,j,n∈[L]

{
log
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)}/
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where, given the i-th column bi, the j-th column bj and the n-th column bn of B, we define

Dj,n,i := diag (bj)A diag (bn)A diag (bi) (32)

• Finalizing the proof: Theorem 1 follows by repeating the proof of Theorem 7 in [21], with the i.i.d.
estimators replaced by the single trajectory estimators, and the values of ϵ1, ϵ2,1 and ϵ3,x,1 replaced
by,
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where N̄ = ⌊NT ⌋ = O (N(1− λ2(A))). The proof is completed by upper bounding the Hellinger-
distance in terms of KL-distance.
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G Additional Real World Experiments

We design an additional experiment using real-world datasets to validate our findings. We artifi-
cially simulate different emission entropy levels for the same underlying hidden transition process
by controlling the amount of information included in the observation sequence. Using complete
information corresponds to low emission entropy, while limiting information artificially increases
emission entropy.

We use the IBL decision-making mice dataset [25]. In our LLM in-context learning experiment, we
implement four ablation conditions that vary the information presented in each trial: (i) “choice only”;
(ii) “choice reward”; (iii) “stimulus choice”; (iv) “stimulus choice reward”. Note that the baseline
GLM-HMM uses all available information as in condition (iv). These ablations describe the same
underlying mouse decision-making sequences but with varying levels of environmental state detail.

Figure 23: LLM in-context learning prediction accuracy for mice decision-making task with varying
types of information in the observed sequences. Each line is averaged over 7 mice, with 1-σ error bar.
The model we use is Qwen2.5-7B.

The results shown in Figure 23 reveal significant differences across ablation conditions: while
“stimulus choice reward” achieves performance exceeding GLM-HMM, “choice reward” is merely at
chance level with its convergence trend similar to the synthetic experiments when the transitions or
emissions are near random. This demonstrates that accurately modeling mouse decision-making in
this task requires both stimulus and reward information.

These findings highlight a broader principle: obtaining appropriate information (corresponding to
low emission entropy) is essential for successful task modeling. This experiment parallels real-world
experimental design, where scientists must choose which signals to collect when studying task
structure. When researchers omit critical information needed to describe a sequence, it can easily
lead to incorrect conclusions about the underlying process.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Our main claims in Section 1 are accurately describing our primary claims of
the paper.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss in Section 6 our limitations, and explain our assumptions in Section
3.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
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• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: The proof of our conjectures are in Appendix with detailed assumptions and
cross-references.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide implementation details in 2 and Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We provide an anonymized version of data and code for as supplemental
materials.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We detailed the experiment details in Section 2 and Appendix.
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• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Figure 6 and Figure 7 are plotting statistical significance error bar. Figure 3
and Figure 5 are showing the average accuracy over 4096 runs per setting.
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
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43

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Resources for experiments are discussed in Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Section 4 and Section 6 discuss broader impact of our discovery to practitioners
and scientists. We do not perceive negative societal impacts yet with our findings.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper doesn’t pose such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Models and datasets are cited in Section 2 and Section4.1.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of
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• If assets are released, the license, copyright information, and terms of use in the
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has curated licenses for some datasets. Their licensing guide can help determine the
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45

paperswithcode.com/datasets


• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: This paper doesn’t release physical assets. We introduce our findings that are
easily replicable.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper doesn’t involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This paper doesn’t involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.
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• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: Though our paper is discussing in-context learning of pretrained LLMs, our
core method development does not involve LLMs as any important, original, or non-standard
components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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