
PclGPT: A Large Language Model for Patronizing and Condescending
Language Detection

Anonymous ACL submission

Abstract

Disclaimer: Samples in this paper may be001
harmful and cause discomfort!002

Patronizing and condescending language (PCL)003
is a form of speech directed at vulnerable004
groups. As an essential branch of toxic lan-005
guage, this type of language exacerbates con-006
flicts and confrontations among Internet com-007
munities and detrimentally impacts disadvan-008
taged groups. Traditional pre-trained language009
models (PLMs) perform poorly in detecting010
PCL due to its implicit toxicity traits like011
hypocrisy and false sympathy. With the rise of012
large language models (LLMs), we can harness013
their rich emotional semantics to optimize PCL014
detection. In this paper, we introduce PclGPT,015
a comprehensive LLM benchmark designed016
specifically for PCL. We collect, annotate, and017
integrate the Pcl-PT/SFT dataset, and then de-018
velop a bilingual PclGPT-EN/CN model group019
through a comprehensive pre-training and su-020
pervised fine-tuning staircase process to facili-021
tate cross-language detection. Group detection022
results and fine-grained detection from PclGPT023
and other models reveal significant variations024
in the degree of bias in PCL towards differ-025
ent vulnerable groups, necessitating increased026
societal attention to protect them.027

1 Introduction028

Patronizing and condescending language (PCL)029

specifically targets vulnerable groups. As an impor-030

tant but underexplored branch of toxic language,031

timely detection of PCL is crucial for protecting032

disadvantaged communities from further exclusion033

and inequality. Unlike traditional toxic languages034

such as hate speech (Cao and Lee, 2020; Caselli035

et al., 2020) and offensive language (Fortuna et al.,036

2020; Zampieri et al., 2019; Deng et al., 2022), PCL037

expressions are more subtle and implicit (e.g., "038

These poor children! It’s truly admirable how they039

keep striving despite their humble beginnings.").040

This example is interesting because the original 041

intention of PCL might have been to positively de- 042

scribe efforts to improve the lives of disadvantaged 043

groups. However, it ultimately conveys subtle arro- 044

gance and discrimination, harming the individuals 045

being sympathized with.

Figure 1: Scatter plots for the scores using the Perspec-
tive API on the hate and PCL datasets. The left plot
shows the English datasets SemEval-19 (HATE) and
SemEval-22 (PCL), while the right plot shows the Chi-
nese datasets COLD (HATE) and CCPC (PCL). The
toxicity score ranges from 0 to 1, with increasing toxic-
ity as discrete values.

046
The subtle toxicity of PCL is further illustrated 047

through toxicity scores. We compared the PCL 048

and HATE datasets in both English and Chinese 049

domains. As shown in Figure 1, the toxicity scores 050

from the Perspective API indicate that, in both Chi- 051

nese and English corpora, the toxicity scores of 052

PCL are much lower than those of hate speech. 053

This is due to the ambiguous toxic semantic fea- 054

tures of PCL, which often lack explicit attacking 055

vocabulary, leading to PLMs struggling to achieve 056

optimal detection performance. The absence of 057

high-quality data further constrains this field (Wang 058

et al., 2023). Large language models (LLMs) offer 059

new opportunities with their extensive pre-trained 060

knowledge and enhanced capability in revealing 061

toxicity (Wen et al., 2023). However, they still 062

lack essential domain-specific knowledge for con- 063

descending language and effective guidance, lead- 064
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English Task
PCL

Category
PLMs GPT4.0

PclGPT-
EN

Since the elderly have been placed in a
nursing home, they are undoubtedly left

unattended most of the time.

Unbalanced-
Power-

Relations
% % !

Chinese Task
PCL

Category
PLMs GPT4.0

PclGPT-
CN

战斗在火焰中激烈进行：茫然、饥饿的非
洲难民在燃烧的大门中迷失方向。

Compassion % % !The fighting raged among the flames: Dazed,
starving African refugees wandered lost

through the burning portals.

Table 1: PclGPT and other models’ detection examples for ambiguous PCL. ✗ indicates incorrect prediction results,
and ✔ indicates correct prediction results.

ing to incomplete development for implicit toxic065

detection.066

To address these challenges, we focus on three067

main questions: (1) How can we efficiently con-068

struct high-quality pre-training (PT) and supervised069

fine-tuning (SFT) datasets? (2) How can we design070

a new LLM benchmark that incorporates PT and071

SFT to enhance recognition of implicit toxicity? (3)072

Can we build a multilingual model group for cross-073

lingual tasks like Chinese PCL detection to support074

vulnerable non-English-speaking communities?075

To solve these issues, we introduce PclGPT, a076

comprehensive LLM benchmark for PCL detec-077

tion, exploring the LLM’s understanding of im-078

plicit toxicity. First, we collect community data079

from mainstream internet platforms (Reddit for En-080

glish and Sina Weibo for Chinese) and process it to081

construct the Pcl-PT dataset for domain-adaptive082

pre-training. Next, we annotate, restructure, and083

filter high-quality data to construct the Pcl-SFT084

dataset, employing the instruction data paradigm085

to impose additional constraints on both input and086

output. Subsequently, we undertake the complete087

process of pre-training and supervised fine-tuning088

to construct our bilingual model, PclGPT-EN/CN.089

This model represents the first known LLM de-090

signed explicitly for PCL detection. Our results,091

shown in Table 1, illustrate the testing results on092

difficult-to-distinguish ambiguous examples. The093

model demonstrates superior performance com-094

pared to other PLMs and LLMs in both English095

and Chinese tasks. Further group detection and096

fine-grained toxicity analysis reveal significant dif-097

ferences in the degree of bias in PCL towards vari- 098

ous vulnerable groups. The ambiguity of bias also 099

varies among different PCL subcategories. These 100

findings necessitate increased societal attention to 101

effectively protect vulnerable groups. 102

The main contributions of this paper are summa- 103

rized as follows: 104

• We construct the Pcl-PT/SFT datasets to en- 105

hance domain-specific knowledge for PCL. 106

Pcl-PT is used for pre-training, covering over 107

1.4 million data entries from vulnerable com- 108

munities. Pcl-SFT is used for fine-tuning, 109

with over 100k high-quality bilingual instruc- 110

tion samples. 111

• We propose a pre-training and fine-tuning 112

framework to build our bilingual model, 113

PclGPT-EN/CN. PclGPT is the first LLM de- 114

signed to detect PCL and other implicit toxic 115

languages, surpassing all advanced PLMs and 116

LLMs and achieving state-of-the-art (SOTA) 117

results on three public datasets. 118

• Through group detection and fine-grained tox- 119

icity analysis, we demonstrate the differen- 120

tiated nature of group biases in PCL, with 121

PclGPT laying a foundation for managing bi- 122

ases and protecting vulnerable groups. 123

2 Related Work 124

Which is Toxic: Hate Speech or PCL? Toxic lan- 125

guage is perceived as an impolite, disrespectful, or 126

irrational statement that may prompt someone to 127
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withdraw from a discussion (Dixon et al., 2018).128

Existing research (Deng et al., 2022; Cao and Lee,129

2020; Tekiroglu et al., 2020; Caselli et al., 2020;130

Mathew et al., 2021) equates toxic language with131

hate speech, focusing only on direct and explicit132

offenses and insults, while overlooking implicit133

forms of toxicity such as stereotypes and irony134

(ElSherief et al., 2021). Recent studies on hate135

speech still ignore many direct victims of toxicity136

(Ocampo et al., 2023; Bourgeade et al., 2023; El-137

Sayed and Nasr, 2024). Hate speech often targets138

religion, race, ethnicity, and gender, but neglects139

other disadvantaged groups like single-parent fami-140

lies, child laborers, and disabled individuals. This141

gap led to the emergence of patronizing and conde-142

scending language (PCL). Pérez-Almendros et al.143

(2020) integrated categories of implicit toxicity and144

introduced PCL. Unlike traditional hate speech,145

PCL focuses on implicit toxicity aimed at marginal-146

ized and vulnerable groups. Such ambiguous im-147

plicit toxicity is less aggressive and has lower tox-148

icity scores compared to hate speech, making it149

more difficult to detect (Figure 1). Wong et al.150

(2014) noted that PCL is often unconscious, driven151

by good intentions, and uses embellished language.152

Xu (2022) identified that such unjust treatment of153

vulnerable groups can exacerbate societal exclusion154

and inequality, causing users to leave communities155

or reduce online participation. Wang and Potts156

(2019); Pérez-Almendros et al. (2020); Wang et al.157

(2023) collected high-quality PCL corpora from158

mainstream social media platforms and annotated159

them with grading. In detection, Pérez-Almendros160

et al. (2022); Lu et al. (2022) utilized modified161

BERT networks and adversarial training for PCL162

detection. While these methodologies are pioneer-163

ing, their efficacy is significantly compromised by164

inadequate pre-training and the implicit nature of165

toxicity within PCL.166

LLM for Toxicity Detection. In recent years,167

decoder-only LLMs, such as ChatGPT (OpenAI,168

2022), GPT-4 (OpenAI, 2023), and LLaMA (Tou-169

vron et al., 2023), have revolutionized text gen-170

eration. LLMs have increasingly been applied in171

toxic language detection and prevention. Shaikh172

et al. (2022) demonstrated that zero-shot CoT sig-173

nificantly increases LLMs’ toxic output. Wen174

et al. (2023) proved that supervised fine-tuning175

and reinforcement learning further induce toxic176

outputs. Zhu et al. (2023); Huang et al. (2023)177

used ChatGPT to map answers to binary labels178

through prompt engineering for hate detection. Roy 179

et al. (2023) enhanced hate speech classification 180

accuracy by including additional victim informa- 181

tion. However, no systematic LLM engineering 182

is currently used to detect PCL or prevent harm- 183

ful expressions in such texts. Additionally, LLMs’ 184

fine-grained discrimination of implicit toxicity re- 185

mains vague. To address these gaps, we introduce 186

PclGPT, a new LLM benchmark for PCL detec- 187

tion, using pre-training and supervised fine-tuning 188

to achieve SOTA results on three public datasets. 189

3 PclGPT 190

The overall approach is illustrated in Figure 2. Our 191

PclGPT model group consists of two sub-models: 192

PclGPT-EN and PclGPT-CN, using LLaMA-2-7B 193

and ChatGLM-3-6B (Du et al., 2022) as their base 194

architectures, respectively. LLaMA, one of the 195

foremost English open-source LLMs today, has 196

been pre-trained on over 20 trillion tokens. Chat- 197

GLM, among the most advanced Chinese LLMs, 198

is built upon the Generalized Linear Model (GLM) 199

architecture and has been extensively optimized 200

for Chinese question-answering and dialogue tasks, 201

exhibiting outstanding performance in the Chinese 202

domain. Both models have a context length of up 203

to 4096 tokens, ensuring a thorough understanding 204

of the context. Detailed descriptions of the pre- 205

training and fine-tuning stages will be provided in 206

the subsequent sections. 207

3.1 Pre-training 208

To facilitate the pre-training process, we introduced 209

the Pcl-PT dataset, comprising the RAL-P and 210

WEB-C datasets. Specifically, we employed sep- 211

arate corpora in English and Chinese to pre-train 212

our PclGPT-EN/CN model group. Our pre-training 213

followed a standard paradigm, where the model 214

predicted the next token based on existing input 215

history. For both PclGPT-EN and PclGPT-CN, we 216

utilized the same vocabulary as the base models 217

and employed AdamW as the optimizer. The initial 218

learning rate was set to 2 × 10−4 with a weight 219

decay of 0.1. We also employed efficient training 220

strategies, including mixed precision training with 221

bf16 (Micikevicius et al., 2017). The specific pa- 222

rameters are detailed in Appendix A. Below, we 223

provide detailed insights into the datasets. More 224

details are shown in Table 2. The design of our 225

structure is modeled after the hierarchical format 226

of (Tian et al., 2023). 227
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Figure 2: An illustration of the overall PclGPT. We establish Pcl-PT/SFT datasets and build a bilingual model group
through pre-training and supervised fine-tuning. Instruction Data Format demonstrates the data construction format
for SFT.

• RAL-P is derived from the RAL-E dataset.228

The RAL-E dataset (Caselli et al., 2020) in-229

cludes offensive, abusive, and hateful con-230

tent from the Reddit community, comprising231

43M tokens collected from December 2005 to232

March 2017. However, RAL-E predominantly233

features explicit hate speech, which hinders234

the accurate identification of PCL, as the toxic-235

ity of PCL is often not directly correlated with236

explicit intensity, positive examples may also237

convey biased intentions. Therefore, based on238

the criteria established by Pérez-Almendros239

et al. (2020), we used LLM to generate a dic-240

tionary of over 300 condescending English241

terms, which was manually calibrated. We242

used this dictionary to exclude explicitly of-243

fensive and hateful sentences from RAL-E,244

while retaining 30% of non-PCL entries to245

ensure balanced pre-training data. RAL-P ul-246

timately retained 1091945 data entries. De-247

tailed processes are presented in Appendix B.248

• WEB-C. The scarcity of data in the Chinese249

domain constrains the task of PCL detection.250

To address this, we designed a framework251

to systematically gather bullying, violent,252

and discriminatory content from marginalized253

communities on Sina Weibo, a mainstream254

Chinese media platform. We initially limited 255

the search scope to seven major disadvantaged 256

group categories based on PCL criteria (Wang 257

et al., 2023), and expanded the keyword list 258

accordingly. We then crawled Weibo posts 259

from July 2022 to January 2024 using these 260

keywords and performed data filtering and 261

user-sensitive information replacement. Ulti- 262

mately, we collected 315074 instances. The 263

detailed keyword list and data collection pro- 264

cess are presented in Appendix B. 265

3.2 Instruction Data Format 266

Recent studies have underscored the critical role 267

of supervised fine-tuning (SFT) in shaping the cog- 268

nitive capabilities of LLMs, with properly format- 269

ted instruction data aiding in fully leveraging the 270

knowledge potential of LLMs (Taori et al., 2023; 271

Chiang et al., 2023; Ouyang et al., 2022). It has 272

been pointed out that incorporating fine-grained 273

toxicity intensity can further enhance the robust- 274

ness of PCL recognition (Wang et al., 2023). The 275

instruction templates we constructed include both 276

PCL Description Instruction and Toxicity Inten- 277

sity Instruction, designed to more accurately cap- 278

ture the implicit semantic characteristics of PCL, 279

as shown in Figure 3. 280

PCL Description Instruction. Since PCL is a 281
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Stage Dataset Language Method #Instances

Pcl-PT
RAL-P EN Self-built 1091945
WEB-C CN Self-built 315074

Pcl-SFT
Don’t Patronize Me (DPM) EN Public 10469
TalkDown (TD) EN Public 74865
CPCL CN Self-built 18253

Test DPM/TD/CCPC EN,CN Public 5500

Table 2: Statistics of the datasets used in training PclGPT under different stages. Pcl-PT is used in the pre-training
stage, and Pcl-SFT is used in the supervised fine-tuning stage. "Method" means we construct our own dataset /
modify a public corpus. "Instances" represents the number of sentences or texts.

subjective toxic category, first, we need a complete282

description of PCL to guide the model to respond283

in a standardized format. The description includes284

the definition and subcategories. This part of the285

content is fixed and descriptive.

Figure 3: A template for supervised fine-tuning instruc-
tions, including definitions of PCL and its subcategories,
as well as toxicity intensity.

286
Toxicity Intensity Instruction. Next, we fo-287

cus on the potential influence of the intensity of288

toxicity on implicit emotions. We incorporated289

the toxicity intensity labels from the original data290

(Commonly annotated by numerical levels), using291

LLM to assist in generating explanatory text and292

constructing instructions that describe the intensity293

of text toxicity. 294

3.3 Supervised Fine-tuning 295

Following the instruction format outlined in Sec- 296

tion 3.2, we constructed the Pcl-SFT dataset for the 297

SFT process, comprising English datasets: Don’t 298

Patronize Me (DPM) and TalkDown (TD), as well 299

as the Chinese dataset CPCL. We adhered to the 300

same bilingual training rules described in 3.1 to 301

ensure the multilingual detection capability of 302

PclGPT. In the following sections, we present de- 303

tailed information regarding the Pcl-SFT dataset. 304

More details are shown in Table 2. 305

• Don’t Patronize Me (DPM) (Pérez- 306

Almendros et al., 2020) contains 10,469 307

English paragraphs about potentially vulnera- 308

ble groups, extracted from the News on the 309

Web (NoW). The dataset was annotated hier- 310

archically with numerical labels ranging from 311

0 to 4, indicating the toxic intensity of PCL. 312

In SFT, we only utilized information from 313

community texts and their corresponding 314

labels. 315

• TalkDown (TD) (Wang and Potts, 2019) is a 316

Reddit community dataset containing 74K En- 317

glish comment/reply pairs. The collected in- 318

formation comes from disadvantaged groups 319

from 2006 to 2018. Each pair is marked as 320

one of three categories: PCL, non-PCL, and 321

unsure. In SFT, we concatenated the com- 322

ment/reply pairs and manually filtered a sub- 323

set to serve as training data. 324

• CPCL is a Chinese dataset we manually col- 325

lected and annotated from Chinese social me- 326

dia platforms. We conducted hierarchical 327
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structured annotations on the data accord-328

ing to the toxicity definition of PCL (Pérez-329

Almendros et al., 2020; Wang et al., 2023).330

The annotations include toxicity existence,331

fine-grained PCL categories, and considera-332

tions for vulnerable groups. The corpus now333

has more than 18K two-level structured an-334

notations. For toxicity categories, we used335

Wang’s standard (Wang et al., 2023) to catego-336

rize Chinese PCL statements into the follow-337

ing subcategories: “Unbalanced Power Rela-338

tions”, “Spectator”, “Prejudice”, “Appeal”,339

and “Elicit Compassion”. The annotation pro-340

cess involved specialized training, with two341

annotators for the initial annotation and one342

annotator for proofreading, to minimize sub-343

jective errors in marginal cases. Additionally,344

we performed a subjective consistency review345

on the annotation results to ensure the reli-346

ability of our annotated data. The detailed347

annotation process is described in Appendix348

C.349

We transformed the union of the original datasets350

into the SFT data format, combining PCL descrip-351

tions with toxicity intensity as described in Sec-352

tion 3.2. We connected pairs of Enhancement-353

Response to form long input texts, maximizing354

the sequence length of LLMs. During training,355

we used sequence-to-sequence loss exclusively and356

map the final generated output to binary label pairs.357

We performed SFT on 8 RTX 4090 GPUs, con-358

ducting 5 epochs of full-parameter tuning with the359

AdamW optimizer at a learning rate of 2e-5. The360

specific parameters are detailed in Appendix A.361

3.4 Bias Detection for PCL362

Inspired by Zhang et al. (2023), we further investi-363

gated the effectiveness and fairness of our PclGPT364

model through group detection and fine-grained365

classification tasks.366

Group Detection. Group detection helps us367

address bias issues in the model against different368

demographics. We conducted experiments using369

the DPM dataset, which balances coverage across370

various minority groups. We compared fine-tuned371

BERT series models with PclGPT-EN in these ex-372

periments.373

Fine-Grained Analysis. Fine-grained analysis374

of toxicity categories is crucial for understanding375

implicit toxic sentiments (Tang et al., 2019). Our376

Chinese CPCL dataset divides PCL into five sub-377

categories. We split the CPCL dataset into five 378

subsets based on these categories to test the sen- 379

sitivity of PclGPT-CN to different toxicity types. 380

We compared PclGPT-CN with Chinese-BERT and 381

ChatGLM in these experiments. 382

4 Result and Analysis 383

4.1 Baselines and Settings 384

To validate the performance of PclGPT, we exten- 385

sively tested various PLMs and LLMs with our 386

PclGPT model group on three public datasets (two 387

in English and one in Chinese). To ensure our 388

model demonstrates the best performance on cross- 389

language PCL detection, we used PclGPT-EN to 390

detect the English datasets and PclGPT-CN for Chi- 391

nese. 392

PLMs. Pre-trained language models have con- 393

sistently been the most important types of models 394

in traditional toxicity detection tasks. We employed 395

BERT and its relevant variants within the PLM cat- 396

egory, such as RoBERTa (Liu et al., 2019), Chinese- 397

BERT (Sun et al., 2021), and Multilingual-BERT 398

(M-BERT) (Pires et al., 2019). To ensure the opti- 399

mal performance of PLMs on the test set, we used 400

the standard training and fine-tuning workflow. The 401

predicted probability results are ultimately mapped 402

to polarity labels through a classification layer. The 403

training portions of three public datasets were used 404

for training the PLMs. Additionally, both PLMs 405

and LLMs were evaluated using the same test set 406

to ensure comparability. Detailed parameters are 407

shown in Appendix A, providing comprehensive 408

insights into our experimental setup. 409

Base-LLMs. The use of large language models 410

is divided into two parts. For advanced but non- 411

open-source LLMs, such as ChatGPT and Claude- 412

3 (Anthropic, 2024), we accessed them via API 413

calls. Meanwhile, we used the original versions of 414

LLaMA-2-7B and ChatGLM-3-6B without any pa- 415

rameter fine-tuning as part of the PclGPT ablation 416

study to evaluate the performance improvements. 417

To ensure experimental consistency, we used the 418

same instruction format for other LLMs as used for 419

PclGPT. 420

For the results of both PLMs and LLMs, we 421

evaluated the models using macro-average preci- 422

sion (P), recall (R), and F1-score (F1). 423

4.2 Overall Performance 424

Table 3 compares the performance of PclGPT with 425

PLMs and other LLMs on three test sets. 426
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DPM TD CCPC (CN)

LM Model P R F1 P R F1 P R F1

PLMs

RoBERTa 76.3 78.7 77.4 88.4 86.7 86.5 61.2 61.3 61.3
RoBERTa-L 80.2 74.9 77.2 88.1 86.0 85.9 62.5 61.6 62.0
Chinese-BERT 71.2 63.5 66.2 76.7 74.7 74.2 66.6 71.0 67.3
M-BERT 69.2 76.0 71.8 87.6 87.4 87.4 65.8 67.8 66.6

Base-LLMs

ChatGPT 50.8 52.3 46.9 59.2 58.1 56.7 53.1 54.2 53.6
GPT-4.0 51.5 57.5 54.3 60.8 60.3 60.5 55.4 56.3 55.7
Claude-3 52.3 52.5 52.3 61.6 64.1 63.2 57.2 57.7 57.3

LLaMA-2-7B 50.9 52.6 51.4 49.9 49.9 49.7 45.2 47.5 46.3
ChatGLM-3-6B N/A N/A N/A N/A N/A N/A 51.9 50.2 51.0

LLMs(Ours)
PclGPT-EN 80.4 81.8 81.1 89.9 89.0 88.9 N/A N/A N/A
PclGPT-CN N/A N/A N/A N/A N/A N/A 69.1 72.0 70.2

Table 3: The results indicate the macro-average precision (P), recall (R), and F1-score. The F1-score is calculated
by weighting the F1 of positive and negative samples. Optimal and suboptimal scores are denoted in bold and
underlined, respectively. (CN) indicates Chinese corpus. For optimal performance, we used the model test data for
the respective language, with "N/A" for non-applicable segments.

• PLM still holds significant importance in the427

field of toxicity detection, but the disadvan-428

tages are apparent. From the perspective of429

subjective ambiguity, PLM performs well on430

the Talkdown (English) dataset, which has a431

uniform data distribution and clear definitions.432

However, it performs poorly on the DPM (En-433

glish) and CCPC (Chinese) datasets, where434

the definition of condescension is more am-435

biguous.436

• PclGPT has achieved SOTA results in both En-437

glish and Chinese domains, with particularly438

noticeable improvements in detecting ambigu-439

ous data. Specifically, PclGPT improved by440

3.7% on the DPM dataset compared to the best441

RoBERTa model, and by 2.9% on the CCPC442

dataset compared to the best Chinese-BERT443

model.444

• Base-LLMs, without parameter adjustments,445

have not realized their potential in subjective446

toxicity detection. Due to insufficient empha-447

sis on toxic texts, unadjusted LLMs show low448

performance in detecting implicit toxic texts449

like PCL. Compared to PLMs, LLMs’ aver-450

age performance drops by about 20.49% in451

precision, 18.87% in recall, and 19.66% in F1452

score. This drop is intriguing as PCL sam-453

ples often contain positive expressions and454

goodwill, interfering with LLMs’ pre-trained455

features. PclGPT effectively guides LLMs in 456

understanding PCL toxicity definitions and 457

subcategories, providing essential guidelines 458

for future LLM safety regulations. 459

Category Chat-
GLM

Chinese-
BERT

PclGPT-
CN

Unb. 52.1 66.5 69.4 ↑ 2.9
Spectators 44.3 71.3 72.1 ↑ 0.8
Prejudice 49.7 64.3 67.5 ↑ 3.2
Appeal 24.5 59.0 65.0 ↑ 6.0
Compassion 44.2 52.3 57.4 ↑ 5.1

Table 4: Experimental results for fine-grained PCL
Detection. We evaluated our model using the macro-
average F1-score (F1) as the metric.

4.3 Result for PCL Group Detection 460

In Figure 4, we compared the performance of 461

PclGPT-EN and other models in detecting PCL 462

across different vulnerable groups. The test set had 463

an even distribution of various vulnerable groups 464

and positive samples. However, the models showed 465

a clear preference for identifying poor-families and 466

homeless individuals, indicating that these groups 467

exhibit more identifiable semantic features. Expres- 468

sions of sympathy and pity towards these groups 469

are more likely to be perceived as condescending. 470

PclGPT further enhanced the detection capability 471
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Figure 4: Group detection for different models. The test group consists of 10 different disadvantaged communities.

for these groups. In contrast, ambiguous discrimi-472

natory attitudes towards migrants and immigrants473

remain challenging to identify, suggesting that ad-474

ditional measures are necessary to protect these475

groups.476

4.4 Result for Fine-grained PCL Detection477

Table 4 presents the results of our fine-grained PCL478

testing. Our experiment indicated that models still479

exhibit varying degrees of bias in detecting dif-480

ferent subcategories of PCL. In the "Appeal" and481

"Compassion" subcategories, subjective and am-482

biguous expressions effectively evade the recog-483

nizer’s correct functioning. Notably, our PclGPT-484

CN showed improved performance across all sub-485

categories, with the most significant improvement486

in the ambiguous "Appeal" subcategory.487

5 Conclusion488

This paper introduces PclGPT, a large-scale lan-489

guage model designed to detect patronizing and490

condescending language (PCL) targeting vulnera-491

ble groups. PCL, a subset of toxic speech, harms492

vulnerable groups through discriminatory language.493

Traditional pre-trained language models (PLMs)494

struggle with PCL detection due to its implicit495

harmful features. PclGPT significantly improves496

detection performance by leveraging the emotional497

semantic capabilities of LLMs. We collect, anno-498

tate, and merge the Pcl-PT/SFT dataset, and estab-499

lish a bilingual PclGPT model through comprehen- 500

sive pre-training and supervised fine-tuning process 501

to detect PCL in both Chinese and English com- 502

munities. PclGPT outperforms existing state-of- 503

the-art models on three public datasets, showcasing 504

its potential in handling implicit harmful language. 505

Additionally, group detection and fine-grained tox- 506

icity analysis reveal significant bias differences 507

against various vulnerable groups, highlighting the 508

urgent need for societal protection. PclGPT’s de- 509

velopment enhances PCL recognition and provides 510

new directions and tools for future toxic language 511

detection research. 512

6 Limitation 513

PCL is an implicit and subjective classification of 514

toxic language. Due to minimal existing research, 515

further linguistic foundations are necessary to re- 516

fine the standardized definition of this speech type. 517

Our current research lacks an examination of "false 518

positive" cases, such as insincere acts of kindness 519

and disingenuous praise towards marginalized com- 520

munities. Additionally, the subjectivity and moral- 521

ity of toxic speech make the use of reinforcement 522

learning from human feedback (RLHF) for value 523

alignment highly controversial. 524
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A Parameter Settings 716

In this section, we provided a detailed description 717

of the experimental parameter settings. This in- 718

cluded the parameters for pre-training and super- 719

vised fine-tuning of the PclGPT. 720

A.1 PLM Settings 721

To compare our PclGPT, we fine-tuned our PLMs 722

using the same size training and test sets as those 723

used for PclGPT. Specifically, we conducted fine- 724

tuning experiments for 10 epochs on 2 A100 GPUs 725

and used the best epoch model weights for test set 726

predictions. We tested RoBERTa, Chinese-BERT, 727

and M-BERT models on three datasets. The spe- 728

cific parameters are as shown in Table 5. 729

Parameter_for_PLM Value
Lr 1e-2
Max_len 1024
Batchsize 16
Training Epochs 5
warmip_steps 500
GPUs A100_PCIE*2 (40G)

Table 5: Detailed parameter settings for the fine-tuning
and testing phases of PLMs.
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Parameter_for_PT Value Parameter_for_SFT Value
Lr 2e-4 Lr 2e-5
Batchsize 32 Batchsize 16
Training Epochs 10 Training Epochs 5
Max Source Len 512 Block Size 1024
Max Target Len 512 - -
GPUs RTX 4090*8 (24G) GPUs RTX 4090*8 (24G)
- - GPUs_inference A100_PCIE*2 (40G)

Table 6: Detailed configuration parameters for the pre-training and supervised fine-tuning phases of PclGPT. The
inference phase uses the same GPU configuration as the PLM test.

A.2 PclGPT Settings730

For PclGPT, due to the scale effect of the pre-731

training corpus, we set a higher learning rate and732

batch size than supervised fine-tuning. Both the733

pre-training and supervised fine-tuning were con-734

ducted on 8 RTX 4090 GPUs. We accomplished735

this procedure and guaranteed the consistency of736

the pertinent training parameters in both Chinese737

and English models. During the inference phase,738

to control for a single variable, we used the same739

configuration of 2 A100 GPUs as in the PLM fine-740

tuning, as shown in Table 6. This inference setup is741

also applicable to the zero-shot inference process742

for non-API Base-LLMs, like LLaMA-2-7B and743

ChatGLM-3-6B.744

B Detailed Construction of the Pcl-PT745

Dataset746

RAL-P. In the process of transforming RAL-E, we747

used LLM to construct a patronizing language dic-748

tionary. Specifically, we had the LLM generate749

300 words that best reflect patronizing semantics750

based on confidence levels, which were then man-751

ually verified. Part of the word cloud information752

sorted by confidence levels is shown in Figure 5.753

For sentences in RAL-E that did not contain any754

dictionary information, we retained only 30% as755

non-patronizing corpus, while all sentences con-756

taining any dictionary information were retained.757

The original text corpus consisted of 1,476,472 sen-758

tences, and the filtered corpus contained 1,091,945759

sentences, which were used as RAL-P pre-training760

data.761

WEB-C. We uniformly collected data from var-762

ious vulnerable community groups on the Weibo763

platform as our WEB-C Chinese pre-training cor-764

pus. Detailed information on community categories765

can be found in Table 9. For filtering, we removed766

duplicate and irrelevant samples (including com-767

Figure 5: Word cloud statistics of the condescending
dictionary.

mon fixed tags on Weibo such as "# 话题内容" 768

and "#评论日期"), and we replaced user informa- 769

tion with #USER to comply with the community 770

privacy agreement. We retained the emojis in the 771

samples and converted them to the corresponding 772

Chinese text specified by the platform to preserve 773

as much of the emotional semantic information 774

conveyed by the emojis as possible. 775

C Detailed Construction of the Pcl-SFT 776

Dataset 777

CPCL. We adopted the same method as WEB-C 778

described in Appendix B for data selection and 779

filtering, and manually annotated the high-quality 780

texts. This section provides a detailed description 781

of the annotation and statistics of our constructed 782

CPCL dataset. Due to the subjective nature of PCL 783

speech, we abandoned the automatic annotation 784

method by LLM and continued to use manual an- 785

notation. We recruited four annotators with diverse 786

gender, age, and educational backgrounds (two pri- 787
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Disabled Women Elderly Children
Single-
parents

Ordinary.
Disadv.
groups

Total

zhihu 1208 1147 1131 1619 1113 1093 1959 9270
zhihup 338 248 294 374 264 263 354 2135
prop.(%) 28.0 21.6 26.0 23.1 23.7 24.1 18.1 23.0

weibo 1102 974 1247 1588 1077 944 2051 8983
weibop 310 241 267 592 389 123 533 2455
prop.(%) 28.1 24.7 21.4 37.3 36.1 13.0 26.0 27.3

Total 2310 2121 2378 3207 2190 2037 4010 18253

Table 7: Statistical Results of CPCL from different Platforms. Platformp represents samples marked as PCL,
whereas prop.(%) represents a percentage.

Binary-classification Kappa IAA

All labels 0.62
Remove Weak level 0.67

Multi-classification Kappa IAA

Unbalanced Power Rel. 0.65
Spectators 0.54
Prejudice 0.61
Appeal 0.48
Sympathy 0.71

Table 8: Kappa IAA scores of CPCL binary and multi-
class annotations.

mary annotators and two proofreaders) (50% fe-788

male, 50% male; age 25±5 years; two master’s789

degree holders, two PhD holders). We adopted790

the standard proposed by Wang et al. (2023) and791

conducted detailed training on test samples before792

annotation to ensure that annotators understood793

the subtle toxicity differences of PCL. The annota-794

tion was uniformly conducted using the annotation795

template as shown in Figure 8. To ensure anno-796

tation consistency, we calculated the Kappa inter-797

annotator agreement (IAA) for binary and multi-798

class annotations. The IAA results are shown in799

Table 8. If we ignore all annotations marked as800

low toxicity intensity by at least one annotator, the801

IAA improves. This indicates that PCL with weak802

toxicity intensity has higher ambiguity. Detailed803

statistics of the CPCL dataset are shown in Table 7.804

D Case Study for PclGPT805

To further illustrate the rationales of PclGPT, and to806

determine whether the model can effectively iden-807

tify the fuzzy subcategory of PCL. We selected808

Community Total
# Disabled 38981
# Women 40256
# Elderly 39385
# Children 38475
# Single-parent 40689
# Ordinary People 37589
# Disadvantaged 40324
# Others 39375

Table 9: The collection status of different PCL commu-
nities. Total is the total number of sentences collected
for each community.

samples from the Chinese and English test results 809

respectively for case testing. The results are de- 810

tailed in Table 10. Regarding the English part, we 811

selected BERT-multi, RoBERTa, GPT-4.0, Claude- 812

3, LLaMA-2-7B and PclGPT-EN for comparative 813

analysis. For Chinese data, we choose Chinese 814

pre-trained Chinese-BERT, ChatGLM-3-6B and 815

PclGPT-CN for comparison. 816

• Case A generally selects cases with "Unbal- 817

anced Power Relations" and "Prejudice" la- 818

bels in PCL. In these examples, advantaged 819

groups place themselves in a higher social sta- 820

tus and display strong discriminatory charac- 821

teristics against disadvantaged groups. For 822

example, "so-called" in A(i) satirizes that 823

poor communities should not receive subsi- 824

dies, a severe expression of prejudice. A(ii) 825

expresses the stereotype that "children from 826

single-parent families are difficult to get along 827

with". The toxicity of this type of speech is ap- 828

parent. Although there is no precise attack vo- 829

cabulary, the models can detect it effectively. 830

In A(i), most models can effectively identify 831
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EN Case A(i) Case B(i)

Text
After already receiving relief funds,
what else do these so-called ’poor’

families think they deserve?

For some of these male prostitutes, the
’clients’ they picked up on this corner

were their only means of survival.

Category
"Unbalanced Power

Relations","Prejudice"
"Spectator","Elicit Compassion"

Explanation

The phrase "so-called ’poor’ families"
suggests a condescending attitude
towards impoverished households,

reflecting an unbalanced power
relationship, where those with more

resources view those with less through
a biased perspective. The tone is

dismissive and judgmental.

The phrasing of this sentence suggests
a spectator’s indifferent attitude

towards male prostitutes. It implies that
these men have no other choice but to

engage in sex work for survival.
Spectators elicit compassion for their
plight while maintaining a superior

stance. The toxicity of such descriptive
statements is often complex to detect.

Recognition
Difficulty

Middle High

Prediction
BERT-multi:✔, RoBERTa:✔,

GPT-4.0:✗, Claude-3:✔, LLaMA-2:✗,
PclGPT-EN:✔

BERT-multi:✗, RoBERTa:✗,
GPT-4.0:✗, Claude-3:✔, LLaMA-2:✗,

PclGPT-EN:✔

CN Case A(ii) Case B(ii)

Text
单亲的小孩大概率很难相处。

农民工挣钱不容易的，确保工资该
发就发吧。

Translation: Children from
single-parent families often face

difficulties in getting along with others.

Translation: Making a living as a
migrant worker is no easy task, let’s
make sure they receive their rightful

wages.

Category
"Unbalanced Power

Relations","Prejudice"
"Appeal","Elicit Compassion"

Explanation

This statement reflects an unbalanced
power relation and prejudice against

single-parent families. It assumes that
children from such backgrounds
inherently face social difficulties,

ignoring the complexity of individual
experiences and the diverse support

systems that may exist.

This superficial appeal for fairness to
migrant workers hides implicit bias. It
simplifies their fight and focuses solely
on the wage situation. Due to the lack
of offensive intent, this condescending

attitude is difficult to detect without
deeper analysis.

Recognition
Difficulty

Middle High

Prediction
RoBERTa:✗, Chinese-BERT:✔,

GPT-4.0:✗, Claude-3:✔,
ChatGLM-3:✔, PclGPT-CN:✔

RoBERTa:✗, Chinese-BERT:✗,
GPT-4.0:✗, Claude-3:✗,

ChatGLM-3:✔, PclGPT-CN:✔

Table 10: Illustration of case study. We selected typical PCL samples from the English and Chinese test sets
respectively. “Category” represents the fine-grained toxicity category of PCL, “Explanation" is a manual annotation
analysis, and the key information is marked in red. ✔ indicates that the model has made a correct judgment, ✗
indicates a wrong judgment.
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Figure 6: Toxicity score scatter plots for three PCL datasets.

the result. Similar results were obtained in832

A(ii), indicating that the Chinese domain also833

uses the semantic information of PCL.834

• The cases selected in Case B are mostly sub-835

categories of "Spectator" and "Elicit Com-836

passion". These categories place advantaged837

groups as bystanders, offering superficial opin-838

ions to solve problems or expressing sympathy839

for disadvantaged groups. In B(i), people’s840

sympathy for the "client" is aroused through841

descriptive sentences, and in B(ii), people’s842

concern for the "migrant worker" is aroused,843

and people are called for guaranteed wages.844

The PCL toxicity of these remarks is hid-845

den in vague expressions, and it is difficult846

for the model to detect the implicit toxicity.847

For B(i), only Claude-3 and PclGPT-EN cor-848

rectly identified the result, while for B(ii),849

only ChatGLM-3 and PclGPT-CN correctly850

identified the result. This demonstrates the851

importance of PclGPT for implicit toxicity852

detection.853

E Add Implicit Interference Samples854

We conducted additional experiments to assess855

PclGPT’s detection capabilities for implicit tox-856

icity. As a subjective sentiment, the ambiguous857

part of PCL’s semantic information often results in858

interference samples during annotation. These sam-859

ples have more marginal condescending attributes,860

hindering the model’s ability to distinguish positive861

samples effectively. We experimented with three862

dataset scenarios: without any interference sam-863

ples, with a limited number of interference sam-864

ples, and with all interference samples included.865

Result. Identifying interference samples encom-

Model S-None S-Few S-All
BERT 67.1 (0) 67.2 (+0.1) 67.1 (-0.6)

ChatGLM 48.1 (0) 48.8 (+0.7) 48.3 (-0.5)
ChatGPT 64.3 (0) 61.3 (-3.0) 52.4 (-8.9)
GPT-4.0 65.5 (0) 63.2 (-2.3) 54.5 (-8.7)
PclGPT 67.7 (0) 71.5 (+3.8) 72.8 (+1.3)

Table 11: The test results of each model after gradually
adding fuzzy samples. The percentage in parentheses
indicates the change after addition compared with before
addition.

866
passing complex and implicit emotions is a difficult 867

objective in toxicity analysis. Table 11 displays 868

the following test results. It is evident that when 869

the number of interference intermediate examples 870

increases, both the BERT model and the GPT base- 871

line model experience a decrease in performance. 872

Notably, ChatGPT and GPT-4 decline over 8%, 873

suggesting that they inadequately capture the con- 874

descending traits of these fuzzy cases. PclGPT is 875

the only model that can effectively detect these in- 876

terference samples in the S-Few and S-All datasets, 877

which fully demonstrates the robust testing capa- 878

bilities of our model. 879

F Toxicity Scores and Implicit Features 880

Figure 6 uses a scatter plot to show the toxicity 881

scores of the three PCL test sets. The TD dataset 882

has a smooth distribution across the entire range, 883

while the DPM and CCPC datasets have lower av- 884

erage toxicity scores, with samples concentrated in 885

low or zero-score regions. This correlates with the 886

weaker F1 scores in the DPM and CCPC data, in- 887

dicating that lower toxicity scores often align with 888
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higher implicit features, suggesting more explo-889

ration is needed for implicit toxicity. The scatter890

plot also shows that sentiment scores (vertical axis)891

have a limited impact on PCL detection, as the sen-892

timent scores do not exhibit distinct distribution893

patterns.894
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Figure 7: Pcl-SFT data sample in JSON format.
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Figure 8: We used a web-based layered annotation questionnaire, which includes the definitions of annotations,
annotation tips, and input texts. Every time we changed the text, we performed batch annotation.
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