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Abstract

Word-level adversarial attacks have shown
success in NLP models, drastically decreasing
the performance of transformer-based mod-
els. Still, relatively few efforts have been
made to detect adversarial examples, even if
detecting adversarial examples may be crucial
for automated NLP tasks especially for criti-
cal applications and models robustness. Pre-
trained Transformers achieve high accuracy
on in- distribution examples, and also in re-
cent papers have shown to generalize better on
out-of-distribution sample than previous mod-
els. In this work, we aim at detecting ad-
versarial attacks in Natural Language Process-
ing through Out-Of-Distribution (OOD) detec-
tion methods : Maximum Softmax Probability,
DOCTOR detector and Mahalanobis distance-
based score, on pre-trained Transformers such
as BERT and Roberta. In the benchmark we
provide, we generate 2 types of attacks on
4 datasets, and evalute the performance with
AUROC and AUPR metrics. Our experimental
results show that applying these simple out-of-
distribution detection scores can provide ac-
ceptable performances for adversarial attacks
detection. We provide code for our work, git-
hub.

1 Introduction

Deep learning is a powerful technology that has
revolutionized various fields, including computer
vision, natural language processing, and speech
recognition. However, as deep learning models
become more sophisticated and widely used, it has
become increasingly important to ensure that these
models are robust, fair, and secure (Colombo,
2021).

Fairness (Colombo et al., 2022b; Pichler et al.,
2022), out-of-distribution (OOD) detection (Dar-
rin et al., 2023a,b; Gomes et al.), and adver-
sarial attack detection (Picot et al., 2023a,b) are

three critical aspects of deep learning that require
attention to ensure the reliability and safety of
these systems. Fairness ensures that deep learning
models do not discriminate against individuals or
groups based on their characteristics, such as race,
gender, or religion. OOD detection is important
to identify when a model is presented with inputs
that are outside the range of what it was trained
on. Adversarial attack detection ensures that mod-
els are robust against attempts to manipulate or ex-
ploit them by attackers. In this work, we choose to
focus on safety against a malicious attack in the
scope of NLP models.

In natural language processing, adversarial ex-
amples refer to seemingly innocent texts that al-
ter the model prediction to a desired output, yet
remain imperceptible to humans. Generated ad-
versarial examples maintain the semantic similar-
ity well and in recent years word-level attacks
have shown success in NLP models, drastically
decreasing the performance of transformer-based
models in sentence classification tasks (Li et al.,
2020; Ren et al., 2019). In the NLP research com-
munity, some progress has been made for defend-
ing against the attacks (Keller et al., 2021; Zhou
et al., 2021), but only few efforts have been made
in techniques for their detection.
Our contribution try to remediate to that, fol-
lowing (Yoo et al., 2022a) benchmark on four
popular attacks on 4 text classification datasets
and four models, plus their Robust density es-
timation detection method, we use pre-trained
transformer-based models that have shown suc-
cess in in-sample prediction and to generalize bet-
ter to OOD samples that previous models, by pro-
viding a benchmark on 2 highly effective word-
level attacks on 4 popular sequence classifica-
tion datasets using Maximum Softmax probabil-
ity (Hendrycks and Gimpel, 2016), DOCTOR
discriminator (Granese et al., 2021) and Maha-
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lanobis distance-based detection methods (Podol-
skiy et al., 2021).

2 Problem Framing

Given an input space X and a label space Y , a
predictive model F : X → Y , and an oracle model
F ∗ : X → Y , a successful adversarial example
xadv of an input x ∈ X satisfies the following :

F ∗(x) = F (x) ̸= F (xadv),

Ci(x, xadv) = 1 for i ∈ {1, ..., n}

where Ci is an indicator function for the i-th con-
straint between the perturbed text and the original
text, which is 1 when the two texts are indistin-
guishable with respect to the constraints varying
from attack algorithms.
Let Dn := {(xi, yi)}ni=1 be the collection of text
inputs. Assuming that adversarial samples come
from a different distribution than the one that gen-
erates Dn, we construct an out-of- domain detec-
tor that takes an unseen new input w and deter-
mines whether w comes from the same distribu-
tion that generates Dn. Mathematically, the OOD
detector can be written as a function :

g(w, ϵ) =

{
True if S(w) ≤ ϵ
False if S(w) > ϵ

where S() denotes the anomaly score function,
and ϵ is a chosen threshold to ensure that the true
positive (in-domain) rate is at a certain level (e.g.,
95%). The OOD detection problem boils down to
designing S() such that it assigns in-domain inputs
lower scores than out-of-domain inputs.

3 Experiments Protocol

For evaluating the detection scores, we generate
attacks (TF & PWWS) on 4 datasets with re-
spect to 2 transformer-based models, BERT and
Roberta. As training these models is highly com-
putationally expensive, and our goal is to work
on pre-trained transformers, we generate the at-
tacks using TextAttack library. This library allows
generating adversarial attacks on various dataset
on transformer-based model, including the ones
we are considering. Once the adversarial attacks
are generated for each model-dataset-attack com-
bination, we train our implemented model for the
classification task, after we test it on a sample
combining adversarial examples and simple test-
examples, and then compute our detection scores.
Finally, we evaluate the methods with AUROC
and AUPR metrics.

3.1 Datasets

Following benchmarks based on (Yoo et al.,
2022b) and (Hendrycks et al., 2020), we choose
four sentence classification datasets :

• IMDB : a dataset of polarized movie re-
views with 25000 training and 25000 test re-
views (Maas et al., 2011) and SST-2 : which
contains pithy expert movie reviews (Socher
et al., 2013). Models predict a movie review’s
binary sentiment, and we report accuracy.

• YELP review dataset : contains restaurant
reviews with detailed metadata (e.g., user ID,
restaurant name). As in (Hendrycks et al.,
2020) we carve out four groups from the
dataset based on food type: American, Chi-
nese, Italian, and Japanese. Models predict a
restaurant review’s binary sentiment, and we
report accuracy.

• AG-News : sub-dataset of AG’s corpus of
news articles constructed by assembling ti-
tles and description fields of articles from the
4 largest classes (“World”, “Sports”, “Busi-
ness”, “Sci/Tech”) (Zhang et al., 2015).

3.2 Attacks

In this work, we consider two widely known at-
tacks, Textfooler (Jin et al., 2019) and Probability
Weighted Word Saliency (Ren et al., 2019). On
a sample of each of the dataset, attacks are gen-
erated for BERT and Roberta models, and label 1
for successful attacks and 0 else (TF and PWWS
nearly achieve 100% success rate). Theses adver-
sarial examples were generated beforehand using
TextAttack library (Morris et al., 2020).

3.3 Detection methods

3.3.1 Related works
First let us have a word for some of the recent
detection methods developed recent papers are the
following. Frequency-guided word substitutions
(FGWS), a simple algorithm exploiting the
frequency properties of adversarial word substi-
tutions for the detection of adversarial examples
(Mozes et al., 2021).
Robust Density Estimation (RDE), a detection
method that utilizes density estimation (Yoo
et al., 2022a). The principle is to fit a parametric
density estimation model in the feature space,
for modeling the probability distribution of raw



Dataset Topic Task Classes # of test samples
IMDB movie review sentiment classification 2 25K / 10K
YELP restaurant review sentiment classification 2 38K / 5K

AG-News news headline topic classification 4 7.6K / 7.6K
SST-2 movie review sentiment classification 2 2.7K / 2.7K

Table 1: Summary of the benchmark dataset.

texts, and then evaluate the likelihood of a test
sample to assess how far/or not it deviates from
the distribution of the training set.
Maximum Likelihood Estimator denoted as MLE,
which is a out-of-distribution detector from the
image domain. Similar to RDE, it fits a Gaussian
model using the maximum likelihood estimation
(MLE) then trains a logistic regressor using the
likelihood scores (Lee et al., 2018).

In our benchmark we will use the following
detection scores/methods.

3.3.2 Maximum Softmax probability
Maximum Softmax probability (Hendrycks and
Gimpel, 2016) consists in retrieving the maxi-
mum/predicted class probability from a softmax
distribution, and thereby detect whether an exam-
ple is erroneously classified or out-of-distribution.
Specifically, it assigns an example x the anomaly
score −max p(y|x). Specifically for pre-trained
transformers, given an text input x it consists in
computing :

I(x) := −maxi∈[K]
exp(hi(x)/T )∑K

j=1 exp(hj(x)/T )

where hi(x) is the output logits layer of the multi-
class classifier, and T is the temperature that is se-
lected such that the true positive rate is at a given
rate (e.g., 95% in (Liang et al., 2017)).

3.3.3 DOCTOR discriminator
DOCTOR is a out-of-distribution detector based
on the softmax probability of an input x given by
the last layer a DNN, a method that aims to iden-
tify whether the prediction of a deep neural net-
works classifier should (or should not) be trusted
(Granese et al., 2021), it does not require prior in-
formation about the underlying dataset. Given x it
can be defined as :

Dα(x) =
∑

y∈Y softmax2(x)y

3.3.4 Mahalanobis-based score
Mahalanobis’s distance can be seen as a depth
measure (Staerman et al., 2021), notion of statisti-

cal depth (). It measures the distance between an
element in R and a probability distribution having
finite expectation and invertible covariance matrix.
Precisely, the Mahalanobis depth function is de-
fined as:

M(x) = maxy∈Y −(f(x)−µc)
TΣ−1(f(x)−µc)

where f(x) is the logits vector of the entry x,
µc is the class mean and Σ is the covariance ma-
trix. Variety of OOD detectors can be developed
based on Mahalanobis distance, as for instance
TRUSTED detector which has outperformed pre-
vious approaches (Colombo et al., 2022a).

3.4 Performance metrics
There exist several ways to measure the effec-
tiveness of an OOD method, we will apply them
to assess the performance for adversarial attacks
detection.
Area Under the Receiver Operating Character-
istic curve (AUROC) (Bradley, 1997) which is
a threshold-independent performance evaluation.
It is the area under the ROC curve which plots
the false positive rate against the true positive
rate. AUROC can be interpreted as the probability
that a positive example has a greater detector
score than a negative example, a random positive
example detector corresponds to a 50% AUROC,
and a “perfect” classifier corresponds to 100%.
Area Under the Precision-Recall curve
(AUPR), which plots the precision and recall
against each other. The AUPR is known to be
more relevant to unbalanced situations (Davis and
Goadrich, 2006).

4 Experimental results

In this section, we present the result we obtain on
the 4 datasets using 3 detection methods on 2 at-
tacks.
Before diving into our numerical results, let us
present an empirical analysis of the behavior of
MSP, DOCTOR, and MHLNB when faced with
the task of choosing whether to accept or reject the
prediction of a given classifier for a certain sample.



In Figure 1, we propose a graphical interpretation
of the discrimination performance, we represent
the distribution of the detectors’ scores according
to their true labels in blue and in orange, respec-
tively. We see that the discrimination performance
of scores is quite mitigated, especially for Maha-
lanobis distance-based score.

Table 2 and 3 demonstrate the results for two
model-attack combination on all datasets. Max-
imum softmax probability, DOCTOR score and
Mahalanobis distance-based score are able to dis-
tinguish between adversarial samples and normal
samples in expectation as shown by the higher-
than-random metrics.

Table 2: Results table for Textfooler attack - RoBERTa.

Dataset Method AUROC % AUPR %
IMDB MSP 75 74.2

DOCTOR 74.3 74.4
MHLNB 62.4 45

SST-2 MSP 82.6 80.5
DOCTOR 81.9 80.8
MHLNB 82.4 80.7

YELP MSP 78.8 77.0
DOCTOR 78.9 76.6
MHLNB 80.9 79.6

AG-NEWS MSP 64.4 62.0
DOCTOR 64.7 63.7
MHLNB 70.4 69.9

Table 3: Result table for PWWS attack - BERT.

Dataset Method AUROC % AUPR %
IMDB MSP 76.2 69.5

DOCTOR 74.4 70.5
MHLNB 70.3 79.8

SST-2 MSP 80.2 69.3
DOCTOR 81.8 75.8
MHLNB 80.1 78.1

YELP MSP 75.6 71.2
DOCTOR 79.5 78.7
MHLNB 80.2 81.5

AG-NEWS MSP 69.7 64.5
DOCTOR 70.1 67.6
MHLNB 70.8 68.0

We notice that in general, score based on infor-
mation available from the training set (MHLNB)
achieve stronger results than those relying on out-
put of softmax scores (MSP, DOCTOR). This
observation is comforted by previous research
(Podolskiy et al., 2021).

5 Discussion/Conclusion

In conclusion, we have presented a set of sim-
ple yet effective methods for detecting adver-
sarial examples in natural language processing
(NLP) tasks, building on the foundation of out-
of-distribution detection. Our experimental results
demonstrate that using these out-of-distribution
detection scores as adversarial attack detectors
yields acceptable performance on average. How-
ever, these methods may still not be reliable
enough for use in critical applications.

Future research directions could focus on im-
proving the performance of the proposed meth-
ods, by exploring more sophisticated out-of-
distribution detection techniques or incorporating
additional features such as semantic information
or context awareness. Another direction could be
to investigate the transferability of the proposed
methods across different NLP tasks and models, or
to explore their applicability to other domains such
as computer vision or speech recognition. Addi-
tionally, it would be worthwhile to investigate the
potential of combining multiple detection methods
to achieve higher detection accuracy and robust-
ness. Overall, there is ample room for future re-
search to advance the state-of-the-art in adversar-
ial example detection and enhance the security and
reliability of NLP systems.



Figure 1: DOCTOR, ODIN, SR and MHLNB to split data samples in IMDB for TF attack - BERT
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