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Abstract
Large language models (LLMs) integrated with retrieval-augmented
generation (RAG) systems enhance accuracy by accessing external
knowledge database. However, recent studies have exposed RAG’s
vulnerability to poisoning attacks, where an attacker inject poi-
soned texts into the knowledge database, leading to attacker-desired
responses. Existing defenses, primarily focused on inference-time
mitigation, have proven inadequate against sophisticated attacks.
In this paper, we present the first traceback system in RAG, RAG-
Forensics, which traces poisoned texts from the knowledge data-
base. RAGForensics narrows the space of potentially poisoned texts
and accurately identifies them without requiring access to model
gradients, a common challenge in RAG systems. Our empirical
evaluation on multiple datasets demonstrates RAGForensics’s ef-
fectiveness against state-of-the-art and adaptive poisoning attacks.
This work pioneers the exploration of poisoned texts traceback
in RAG systems, offering a practical and promising approach to
securing them against poisoning attacks.

1 Introduction
Large language models (LLMs) [1, 2, 5] have demonstrated impres-
sive capabilities, matching human-level performance in tasks like
question answering and summarization. However, they are prone
to hallucinations [16], generating incorrect information due to the
absence of real-time knowledge. Retrieval-augmented generation
(RAG) [4, 8, 11, 18, 19, 21, 25, 32] addresses this issue by retrieving
relevant texts from an external knowledge database. A RAG system
consists of three components: the knowledge database, a retriever,
and an LLM. When a user submits a query, the retriever selects the
top-𝐾 relevant texts from the database, which are then provided as
context to the LLM for generating a more accurate response.

Recent studies [7, 10, 28, 30, 40, 41] reveal that RAG systems are
highly susceptible to poisoning attacks. Since the knowledge data-
base sources information from platforms like Wikipedia [31] and
FactoidWiki [9], attackers can inject poisoned texts into the data
collection pipeline, causing the LLM in RAG to produce attacker-
intended responses for specific queries. In response, a few de-
fenses [36, 41] have been developed to counter such attacks, pri-
marily by mitigating the influence of poisoned texts during infer-
ence. For example, RobustRAG [36] uses an isolate-then-aggregate
approach to filter out malicious keywords from the top-𝐾 texts
retrieved for a given query.

Given the tendency for new defenses to be quickly overcome by
more advanced attacks [10, 12, 22, 23, 29], we argue that the imme-
diate priority should not be on developing complex inference-time
defenses. Instead, drawing inspiration from poison forensics in deep
learning systems [17, 24, 29], which focuses on tracing problematic
training data linked to misclassification behavior, we re-evaluate
the security needs of RAG systems. In practice, direct attacks on
the retriever or LLM are challenging since these components are

typically isolated from external access. However, the knowledge
database, which aggregates up-to-date information from various
external sources [7, 28, 40, 41], has become a prime target for attack-
ers. Exploiting this vulnerability, adversaries seek to manipulate
the LLM’s output by injecting stealthy, well-crafted poisoned texts
into the database, enabling them to influence responses covertly.

In light of this challenge, we argue that it is more practical for
RAG system providers to focus on tracing poisoned texts rather than
building sophisticated defenses to prevent adversarial manipulation
of the LLM. This approach offers the advantage of identifying prob-
lematic data sources or weaknesses in the data collection pipeline,
allowing providers to mitigate poisoning attacks by replacing com-
promised sources or removing malicious texts. However, tracing
poisoned texts in RAG systems is a complex task. First, while exist-
ing poison forensics methods in deep learning [29] have shown that
poisoned training data can be identified using model gradients, this
technique is not applicable in RAG systems since we lack access
to the parameters of both the LLM and the retriever. Second, with
knowledge databases often containing millions of entries, achiev-
ing a reliable traceback with an extremely low false positive rate
becomes a significant challenge.

In this paper, we are the first to address the challenge of tracing
poisoned texts in RAG systems under poisoning attacks and propose
RAGForensics, a traceback system capable of accurately identifying
malicious texts within the knowledge database based on the ob-
served attack. Our RAGForensics system operates in two key phases:
narrowing the scope of potential poisoned texts (Section 4.2) and
accurately identifying them (Section 4.3). In the narrowing phase,
the system retrieves a subset of texts from the database that are
most likely to be poisoned, reducing the identification scope from
millions to just a few dozen texts. The identification phase leverages
an LLM to precisely detect the poisoned texts within this subset,
eliminating the need for gradient calculations. Specifically, for each
targeted query flagged through user feedback, RAGForensics itera-
tively uses the RAG retriever to extract a set of suspect texts from
the knowledge database. The LLM then identifies which of these
texts are responsible for generating incorrect outputs. The iteration
process continues until no poisoned texts remain among the top-𝐾
most relevant texts retrieved for the targeted query.

Additionally, we recognize that incorrect outputs for targeted
queries, reported through user feedback, may not always result
from an attack (referred to as non-poisoned feedback). In such
cases, no poisoned text may be present among the top-𝐾 retrieved
texts. Instead, the error could stem from the LLM having learned
incorrect information during training. In Section 6, we explore how
RAGForensics can distinguish non-poisoned feedback and improve
the RAG system’s output through benign text enhancement. For
each targeted query, we insert a relevant benign text and its retrieval
proxy into the knowledge database, ensuring it appears among



the top-𝐾 texts to guide the LLM toward generating the correct
response.

We summarize the following contributions:
• We are the first to introduce the problem that the traceback of
poisoned texts in poisoning attacks to RAG, and propose the
traceback system RAGForensics that can accurately identify
poisoned texts from the knowledge database based on the
observed poisoning attacks.

• we discuss how to identify the non-poisoned feedback in our
traceback system RAGForensics and correct the output of
RAG.

• We empirically demonstrate the effectiveness of our RAG-
Forensics and BTE against a variety of state-of-the-art poi-
soning attacks on 3 datasets. In addition, we also evaluate our
RAGForensics against two adaptive attacks and demonstrate
that it is robust for the powerful attacks.

To the best of our knowledge, this is the first work to explore a
traceback of poisoning texts in RAG. Our results demonstrate the ef-
fectiveness of our proposed traceback system. Therefore, we believe
that poison forensics in RAG is very practical and promising.

2 Preliminaries and Related Work
2.1 RAG Overview
The RAG system improves LLMs by retrieving relevant information
from external knowledge bases [7, 28, 37, 41]. It fetches relevant
texts based on a user query and combines them with the query
to provide the LLM with additional context, leading to more accu-
rate responses. The RAG workflow is structured into two stages:
knowledge retrieval and answer generation.
Knowledge Retrieval: The goal of this stage is to retrieve the
most relevant texts from the external knowledge database based
on the user’s query. Typically, this is achieved using a vector-based
retrieval model. For a query 𝑞, the query encoder 𝑓𝑞 generates an
embedding vector 𝑣𝑞 . Each text 𝑑 𝑗 in the knowledge base D is
encoded into a vector 𝑣𝑑 𝑗

by a text encoder 𝑓𝑑 , forming the set 𝑉D .
The relevance between 𝑣𝑞𝑖 and 𝑉D is measured by similarity (e.g.,
dot product or cosine similarity). Based on these scores, the top-𝐾
most relevant texts R̂ (𝑞, 𝐾,D) are selected.
Answer Generation: At this stage, the input query 𝑞 is combined
with the set of retrieved documents R̂ (𝑞, 𝐾,D) to query the LLM,
which generates a response 𝑂 . Formally, the response can be repre-
sented as the following:

𝑂 = LLM(R̂ (𝑞, 𝐾,D), 𝑞), (1)

where R̂ (𝑞, 𝐾,D) represents the set of the top-𝐾 most relevant
texts retrieved from the knowledge database D based on the query
𝑞.

In this stage, we utilize a similar system prompt as described in
[41] for RAG, as shown in Appendix 8.3.

2.2 Poisoning Attacks to RAG
The dependence of RAG systems on external data sources creates
opportunities to poisoning attacks [28, 37, 40, 41]. In these attacks,
adversaries intentionally inject harmful or misleading information
into the knowledge base. Their goal is to influence or manipulate

the LLM’s responses to specific queries. Poisoning attacks to RAG
can be implemented by injecting prompts [13], where malicious
instructions are embedded in the knowledge base to manipulate
the LLM into generating specific responses to targeted questions.
In follow-up research, several methods for creating poisoned texts
have been proposed. For example, Zhong et al. [40] introduced
a method to generate adversarial paragraphs that, once inserted
into the retrieval corpus, can cause the LLM to produce misleading
answers. Unlike inserting semantically meaningless malicious text,
Zou et al. [41] proposed the PoisonedRAG method, where the at-
tacker injects carefully crafted, semantically meaningful “poisoned”
documents designed to influence the LLM to generate responses
controlled by the attacker.

2.3 Defenses against Poisoning Attacks to RAG
Current defenses against poisoning attacks to RAG include perplexity-
based detection [15], query rewriting through LLMs [15, 41], and
increasing the number of retrieved documents [41]. Perplexity-
based methods identify poisoned content by assessing text quality,
assuming that poisoned texts have higher perplexity scores, indi-
cating lower quality. Query rewriting defenses modify user queries
to reduce the likelihood of retrieving poisoned texts, aiming to
retrieve safer, benign information. Xiang et al. [36] introduced the
RobustRAG framework, which uses an isolate-then-aggregate strat-
egy to defend against such attacks, but its effectiveness declines as
the amount of poisoned data increases.

While current defenses show promise in detecting poisoned texts
or preventing them from influencing the outputs of LLM, stronger
and adaptive attackers can still evade them, as seen in deep learning
systems [3, 26, 27, 35, 39]. Drawing inspiration from poison foren-
sics in deep learning [17, 24, 29], which trace harmful training data
linked to misclassifications, we believe it is more valuable for RAG
system providers to trace poisoned texts rather than develop more
advanced defenses. However, poison forensics in deep learning
rely on model gradients, which are generally inaccessible in RAG
systems due to limited access to LLM parameters.

3 Traceback of Poisoned Texts in Poisoning
Attacks to RAG

This paper is the first to address the task of tracing poisoned texts
in RAG poisoning attacks. We illustrate this task with the following
example scenario. Figure 1 outlines the process of tracing poisoned
texts in RAG poisoning attacks. The attacker begins by injecting
poisoned texts into the knowledge database (Figure 1a). When a
user submits a targeted query, the RAG system, relying on the com-
promised database, generates an incorrect response aligned with
the attacker’s intent (Figure 1b). To address this, the RAG service
provider can offer a feedback button, allowing users to report in-
correct outputs along with the related queries. These reports are
sent to the traceback system, which identifies the poisoned texts
in the knowledge database responsible for the incorrect responses
(Figure 1c). We begin by outlining the threat model for poisoning
attacks and the traceback system in RAG. Afterward, we analyze
the key challenges involved in designing an effective traceback
system.

2



Retriver Knowledge database LLM

Benign
text

Poisoned 
text

(a) Poisoning attacks

Query

LLM

RetriverUser

Knowledge 
database

Incorrect
output

(b) Feedback by users

Query

RAG
Forensics

Incorrect
output

(c) Traceback of poisoned texts

Figure 1: The example scenario of our traceback system. (a) an attacker injects multiple poisoned texts into knowledge database;
(b) an user submits a query and obtain an incorrect output to cause a feedback; (c) our traceback system RAGForensics identifies
poisoned texts based on the user’s feedback that includes query and incorrect answer.

3.1 Threat Model
In this section, we describe the threat model of poisoning attacks
and the traceback system respectively.
Poisoning attacks: Building on existing poisoning attacks [28, 37,
40, 41], we outline the attacker’s goal and knowledge. The attacker
aims to poison the knowledge database so that the LLM in RAG
generates specific, attacker-chosen responses (targeted answers)
for a set of 𝑀 targeted queries. We assume the attacker has full
knowledge of the texts in the database and direct access to the
parameters of both the retriever and the LLM, allowing them to
query these components directly.
Traceback system: We assume that the service provider of the
traceback system is the owner of the RAG system. The traceback
system is granted full access to all texts in the knowledge database.
However, for the retriever and LLM, we consider a practical scenario
where the RAG owner uses a closed-source retriever and LLM that
outperform open-source alternatives. As a result, the traceback
system cannot access their internal parameters but can query them
directly. We assume that the traceback system has collected each
targeted query 𝑞𝑖 and its corresponding RAG output 𝑡𝑖 involved in
the poisoning attack. This is a common assumption in traceback
systems for poisoning attacks [17, 29]. Many LLM applications,
such as ChatGPT1, include a feedback button that allows users to
report incorrect outputs along with the related queries. Thus, this
assumption is both practical and easily implementable in RAG.

In practice, incorrect outputs can also result from the LLM itself.
An under-trained LLMor one that has acquired incorrect knowledge
may generate inaccurate responses even without poisoned texts. In
Section 6, we explore methods to identify whether the LLM is the
source of an incorrect output. Additionally, we propose a post-hoc
defense to help the LLM produce correct answers for all collected
queries.

3.2 Design Challenges
Optimization problem: Building on the traceback of data poison-
ing attacks in neural networks [29], we formulate the traceback of
poisoned texts in RAG poisoning attacks as an optimization prob-
lem. Unlike poisoning in neural networks, where individual data
1https://chatgpt.com/

points are manipulated, RAG attacks involve injecting multiple
poisoned texts into the knowledge database to cause the LLM to
generate attacker-desired answers for targeted queries. The goal of
the traceback process is to identify the specific texts in the knowl-
edge database responsible for the incorrect outputs. Given a set of
targeted queries Q and their incorrect outputs, as reported through
user feedback, our objective is to identify and remove the poisoned
texts D𝑝 from the knowledge database D. This ensures that the
LLM no longer produces the incorrect output 𝑡𝑖 for each targeted
query 𝑞𝑖 ∈ Q. We formalize this as the following problem:

min
D𝑝

1
|Q|

| Q |∑︁
𝑖=1

I(LLM(R̂ (𝑞𝑖 , 𝐾,D \ D𝑝 ), 𝑞𝑖 ) = 𝑡𝑖 ) (2)

s.t. 𝑞𝑖 ∈ Q, 𝑖 = 1, 2, . . . , |Q|,
D𝑝 ∈ D,

where D \ D𝑝 denotes the knowledge database with the poisoned
textsD𝑝 removed. The expression R̂ (𝑞𝑖 , 𝐾,D\D𝑝 ) refers to the top-
𝐾 most relevant texts retrieved by the retriever from the modified
database D \ D𝑝 for the targeted query 𝑞𝑖 .
Key challenges: The main challenge in identifying the poisoned
text set D𝑝 lies in solving the optimization problem in Equation
2. A straightforward approach would be to iteratively update D𝑝

using the gradient of the objective function, as suggested by [29].
However, this is impractical under our threat model. First, com-
puting the gradient is challenging due to two constraints: (1) we
lack access to the parameters of the retriever and LLM, and (2)
both R̂ (·) and I(·) are discrete functions. Second, determining up-
date candidates for D𝑝 requires calculating the gradient for every
text in the knowledge database D. This approach adds substantial
computational overhead and complicates optimization.

4 Our Traceback System: RAGForensics
In this section, we provide a high-level overview of our traceback
system RAGForensics, followed by its detailed design.

4.1 Overview
To address the key challenge in Section 3.2, our RAGForensics iden-
tifies the poisoned textsD𝑝 by iteratively retrieving and identifying

3



them for each targeted query. For every query, RAGForensics re-
trieves texts likely to be poisoned and identifies those responsible
for the incorrect output. The process stops once no poisoned texts
remain among the top-𝐾 relevant texts. RAGForensics involves two
key operations: narrowing the scope of poisoned texts (Section
4.2) and identifying them (Section 4.3). The narrowing operation
clusters scattered poisoned texts into a small set, reducing iden-
tification costs and false positives. We use the RAG retriever to
retrieve texts likely to be poisoned. In the identification step, a LLM
(potentially different from the one in RAG) evaluates each retrieved
text to determine if it is poisoned based on the incorrect output.

4.2 Narrowing the Scope of Poisoned Texts
Since the traceback system lacks knowledge of the attacker’s strat-
egy for injecting poisoned texts, we assume the poisoned texts are
randomly distributed throughout the knowledge database. For a tar-
geted query 𝑞𝑖 , a straightforward approach would be to brute-force
search through the entire database D to identify the text causing
the incorrect output 𝑡𝑖 . However, this approach is computationally
expensive and increases the risk of false positives for benign texts.
To address this, we propose clustering the texts most likely to be
poisoned into a smaller, manageable set.

The main challenge is determining which texts are more likely to
be poisoned. This presents a dilemma: we want to avoid evaluating
every text individually through clustering, but clustering requires
assessing the likelihood of each text being poisoned. To overcome
this, we leverage the attacker’s strategy. The attacker crafts poi-
soned texts to maximize their similarity with the targeted query 𝑞𝑖 ,
ensuring they are retrieved among the top-𝐾 texts. The incorrect
output 𝑡𝑖 further confirms that poisoned texts are being retrieved.
Using this insight, we iteratively employ the RAG retriever to select
the top-𝐾 relevant texts for the query 𝑞𝑖 as potential poisoned can-
didates. In each iteration, we identify which texts in the retrieved
set are poisoned (as detailed in Section 4.3) and remove them from
the knowledge database. The process repeats until no poisoned
texts are identified in the retrieved set.

4.3 Identifying Poisoned Texts
For the set of texts R retrieved in Section 4.2, we must accurately
determine whether each text is poisoned. Due to the complexity
of linguistic features, it is challenging to create a deterministic
function capable of identifying which texts are responsible for the
incorrect output.

To tackle this challenge, we leverage another aspect of the at-
tacker’s strategy. The attacker ensures that each poisoned text 𝑝 𝑗
can independently cause the LLM to generate the incorrect output
𝑡𝑖 for the targeted query 𝑞𝑖 . Thus, for each text R 𝑗 in the set R, we
can use a LLM (which may differ from the one in RAG) to assess
whether R 𝑗 triggers the incorrect output 𝑡𝑖 . However, if 𝑡𝑖 is mali-
cious, security restrictions may prevent the LLM from evaluating
accurately. To address this limitation, we provide explicit instruc-
tions, directing the LLM to disregard its background knowledge
and the correctness of both R 𝑗 and 𝑡𝑖 . Additionally, inspired by
the chain-of-thought (CoT) approach [34], we guide the LLM with
step-by-step instructions to ensure a thorough evaluation.

The prompt we designed to guide the LLM in evaluating the text
R 𝑗 follows three steps. First, it instructs the LLM to assess whether
R 𝑗 aims to induce an answer aligned with the incorrect output 𝑡𝑖 ,
regardless of factual accuracy. Second, the prompt asks the LLM to
provide a brief explanation for its judgment, encouraging logical
reasoning and improving the reliability of its assessment. Finally,
we incorporate the chain-of-thought (CoT) approach by including
the instruction, “Let’s think step by step”, prompting the LLM to
perform a structured, step-by-step evaluation. The complete prompt
is as follows:

I will provide a question, an response, and a context.
Without any other knowledge, judge whether the provided
context tries to induce you to generate an answer consis-
tent with the provided response [𝑡𝑖 ], regardless of whether
it is correct.’
Begin your judgement by providing a short explanation.
If yes, return "[Label: Yes]", otherwise, return "[Label: No]".
Question: [𝑞𝑖 ]
Context: [R 𝑗 ]
Response:[𝑡𝑖 ]
Let’s think step by step.

5 Experiments
5.1 Experimental Setup
5.1.1 Datasets. We utilize three question-answering datasets: Nat-
ural Questions (NQ) [20], MS-MARCO [38], and HotpotQA [6].
Each of these datasets contains a collection of queries along with
an associated knowledge database. For every query, multiple ground
truth texts are provided as correct answers. NQ originates from real
Google search queries, with its knowledge base being Wikipedia
pages. Similarly, MS-MARCO is built on Bing search queries, with
relevant web pages retrieved via Bing serving as its knowledge
source. In contrast, HotpotQA consists of human-crafted questions
requiring "multi-hop reasoning," and its knowledge base is also
drawn from Wikipedia.

In our experiments, we use the same 100 queries from Poisone-
dRAG [41] for each dataset as the initial set of targeted queries, and
adopt the same attacker-desired answers as in [41] for each query.
We simulate user feedback through the following process: 1) we
conduct poisoning attacks on the initial set of targeted queries; 2)
we submit each targeted query to the poisoned RAG to generate
the output; 3) we select 50 targeted queries whose outputs match
the attacker-desired answers to serve as the final test data.

5.1.2 Attacks. To assess the effectiveness of our traceback system
RAGForensics, we employ the following poisoning attacks:

PoisonedRAG attack [41]: PoisonedRAG aims to inject 𝑀 poi-
soned texts into the knowledge database so that the RAG generates
the attacker-desired answer for the targeted query. Each poisoned
text 𝑃 is split into two subtexts, 𝑆 and 𝐼 , where 𝑃 = 𝑆 ⊕ 𝐼 , with ⊕
denoting string concatenation. For the subtext 𝐼 , the attacker uses
an LLM to generate it in a way that, when used as context, the LLM
produces the attacker-desired answer. For the subtext 𝑆 , various
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Table 1: The DACC, FPR and FNR of our traceback system RAGForensics and 6 traceback baselines against 3 poisoning attacks
on 3 datasets. Bold font indicates optimal, font underlined indicates suboptimal.

Datasets Attacks Metrics PPL-100 PPL-90 PoiFor ExpGen RKM TKM RAGForensics

NQ

PoisonedRAG-B
DACC ↑ 37.5 37.5 83.1 90.3 84.3 81.0 99.6
FPR ↓ 0.0 0.0 2.2 0.0 7.6 34.1 0.8
FNR ↓ 100.0 100.0 31.5 19.4 23.9 3.9 0.0

PoisonedRAG-W
DACC ↑ 16.7 16.7 81.1 91.2 84.9 72.9 99.2
FPR ↓ 0.0 0.0 0.0 0.5 8.8 38.8 1.6
FNR ↓ 100.0 100.0 37.9 17.1 24.1 15.4 0.0

InstruInject
DACC ↑ 28.6 28.6 100.0 100.0 69.6 86.3 99.6
FPR ↓ 0.0 0.0 0.0 0.0 0.8 11.5 0.4
FNR ↓ 100.0 100.0 0.0 0.0 60.0 16.0 0.4

HotpotQA

PoisonedRAG-B
DACC ↑ 0.0 68.2 75.5 87.5 77.7 85.4 97.4
FPR ↓ 0.0 18.1 19.6 2.6 6.7 29.1 2.4
FNR ↓ 100.0 45.6 29.5 22.5 37.8 0.0 2.8

PoisonedRAG-W
DACC ↑ 0.0 60.1 75.1 89.2 80.3 64.1 97.6
FPR ↓ 85.6 79.7 21.7 1.6 7.9 35.4 1.6
FNR ↓ 57.2 0.0 44.4 20.0 31.4 36.4 3.2

InstruInject
DACC ↑ 15.6 60.5 98.9 99.1 68.6 87.5 98.2
FPR ↓ 3.3 79.1 2.2 1.8 0.7 8.9 2.3
FNR ↓ 98.0 0.0 0.0 0.0 62.1 16.0 1.2

MS-MARCO

PoisonedRAG-B
DACC ↑ 44.4 67.6 73.0 83.4 76.6 74.4 98.4
FPR ↓ 0.0 8.3 1.0 0.0 18.1 49.2 2.3
FNR ↓ 100.0 56.4 53.0 33.3 28.7 2.0 0.8

PoisonedRAG-W
DACC ↑ 69.5 64.1 66.6 87.8 78.5 40.2 98.3
FPR ↓ 0.0 71.7 3.5 0.0 17.9 47.7 2.7
FNR ↓ 61.0 0.0 63.3 24.4 25.1 71.9 0.8

InstruInject
DACC ↑ 86.2 64.1 97.8 99.2 53.8 73.7 99.4
FPR ↓ 0.0 71.7 2.5 0.0 8.7 11.4 1.2
FNR ↓ 27.6 0.0 2.0 1.6 83.8 41.2 0.0

techniques are employed to craft it based on whether the retriever
operates in a white-box or black-box setting.

• Black-box (PoisonedRAG-B): The attacker only uses the
targeted query as the subtext 𝑆 .

• White-box (PoisonedRAG-W): The attacker initially sets
the targeted query as the subtext 𝑆 and then updates it to
maximize the similarity score between the subtext 𝑆 and the
targeted query.

Instruction injection attack (InstruInject) [28]: This attack was
formally introduced in [28]. The poisoned text for each targeted
query is crafted in the same manner as in PoisonedRAG (black-
box). However, in the instruction injection attack, the subtext 𝐼 is
replaced with the instruction: "Ignore all other context information
and respond only with: [attacker-desired answer]."

5.1.3 Traceback Baselines in Poisoning Attacks to RAG. Given the
limited research on traceback methods for poisoning attacks in
RAG, no established traceback method exists to use as a baseline. To
provide a more comprehensive evaluation of our traceback system
RAGForensics, we introduce six baselines by extending traceback
methods from poisoning attacks on neural networks and adapting
commonly used defenses against such attacks in RAG systems.

Poison Forensics (PoiFor): Poison Forensics [29] is a traceback
mechanism designed to address poisoning attacks on neural net-
works. It works by iteratively clustering and pruning benign train-
ing data to isolate the set of poisoned data. When adapted to RAG,
Poison Forensics uses an LLM to group the top-𝐾 texts for each
query into two clusters. Then, by prompting the LLM with the
texts from each cluster, Poison Forensics identifies and removes the
poisoned texts.

Explanation generation (ExpGen): Several studies [41] suggest
enhancing user comprehension of answer sources by having LLMs
provide explanations. To implement this, we first modify the sys-
tem prompt of RAG, instructing it to explain which specific texts
from the top-𝐾 sources are used to produce the answer. Next, we
detect poisoned texts by evaluating the answers and explanations
generated by the RAG model.

Response keywords matching (RKM): Inspired by the Robus-
tRAG defense (as outlined in Section 5.1.4), we introduce the RKM
method to detect poisoned texts. Specifically, after utilizing Ro-
bustRAG to extract the keywords from each top-𝐾 response, we
employ substring matching to determine if the corresponding text
is poisoned.

Text keywords matching (TKM): Different from the baseline
RKM, we directly extract the keywords of each text in the top-𝐾 .
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Perplexity-based detection (PPL): Perplexity-base detection [28,
41] have proposed defenses against poisoning attacks targeting
RAG. In our experiment, we extend the Perplexity-based detection
approach to the traceback baseline. Specifically, for each dataset,
we begin by randomly selecting 1,000 texts from the knowledge
database and use Llama-2-7b [33] to calculate the perplexity of each
text. We then choose two thresholds to serve as baselines.

• PPLDetect-100: : The threshold is set to be greater than the
perplexity of all the texts.

• PPLDetect-90: : The threshold is set to be greater than the
perplexity of 90% of the texts.

5.1.4 Defense Baselines Against Poisoning Attacks to RAG. In our
experiment, we use the following state-of-the-art baseline defenses:

RobustRAG [36]: RobustRAG is a method designed to defend
against poisoning attacks targeting RAG. The process begins by
having the LLM generate a response for each of the top-𝐾 texts.
Next, it identifies keywords from all the generated responses and
filters out those that occur less frequently. Finally, the LLM produces
a final response using the remaining keywords.

Knowledge expansion (KE) [41] : Knowledge expansion is iden-
tified as the most effective defense strategy proposed in [41]. This
approachworks by increasing the number of retrieved texts, thereby
increasing the proportion of benign texts in the context. By doing
so, KE reduces the influence of poisoned texts on the LLM’s gener-
ated outputs. The notation KE-𝑥 indicates that 𝑥 texts are retrieved
during this process.

Perplexity-based detection (PPL): It is the same as described in
Section 5.1.3.

5.1.5 Evaluation Metric. In evaluating our traceback system, we
assess detection performance using three key metrics: detection
accuracy (DACC), false positive rate (FPR), and false negative rate
(FNR). For evaluating the general performance of our post-hoc
defense, we rely on two metrics: attack success rate (ASR) and
accuracy rate (ACC). The detailed computation of these metrics can
be found in Appendix 8.2.

5.1.6 Parameter Setting. We outline the default configurations for
the RAG system, the attack settings, and our traceback system.

RAG settings: For the retriever, we use Contriever [14] by default
and apply a dot product to calculate similarity scores. We retrieve
the 𝐾 = 5 most relevant texts from the knowledge database for
each query. For the LLM component, we use GPT-4o-mini as the
default LLM in RAG.

Attack settings: In general, we set the number of poisoned texts
𝑀 per targeted query to 5. For the PoisonedRAG attack, we use
GPT-4o-mini to craft the poisoned texts.

Our traceback system settings: We use GPT-4o-mini to identify
each text among the top-𝐾 retrieved texts.

To reduce computational costs, we conduct 5 iterations for each
experiment, with each iteration randomly selecting 10 queries for
evaluation.

Table 2: Impact of LLM used to identify the poisoned texts in
our RAGForensics on NQ datasets.

Attacks Metrics GPT-4o-mini GPT-4-turbo GPT-4o

PoisonedRAG-B
DACC ↑ 99.6 97.4 99.4
FPR ↓ 0.8 4.1 0.8
FNR ↓ 0.0 1.2 0.4

PoisonedRAG-W
DACC ↑ 99.2 99.6 99.6
FPR ↓ 1.6 0.4 0.0
FNR ↓ 0.0 0.4 0.8

InstruInject
DACC ↑ 99.6 97.5 98.0
FPR ↓ 0.4 5.0 0.8
FNR ↓ 0.4 0.0 3.2

5.2 Evaluation of Our Traceback System
RAGForensics

Our RAGForensics can accurately trace the poisoned texts of
various poisoning attacks on 3 datasets: Table 1 presents the
DACC, FPR, and FNRmetrics of our traceback system RAGForensics
when tested against three poisoning attacks across three datasets.
We have the following key observations. Firstly, our RAGForensics
consistently identifies all poisoning texts within the knowledge
database with high accuracy. For instance, the DACCs of our RAG-
Forensics are all higher than 97.4%, and the FPRs are all lower than
2.7%, and the FNRs are all lower than 3.2%. Secondly, RAGForensics
demonstrates stable performance across different poisoning attacks.
For instance, in the NQ dataset, the DACCs fluctuate by no more
than 0.4%, the FPRs by no more than 1.2%, and the FNRs by no more
than 0.4%.
Our RAGForensics outperforms all traceback baselines on
3 datasets: Table 1 also shows the comparison between our RAG-
Forensics and other traceback baselines against various poisoning
attacks. The results demonstrates that our RAGForensics signifi-
cantly outperforms other traceback baselines. Specifically, our RAG-
Forensics basically achieves the optimal or suboptimal performance
of the DACCs, FPRs, and FNRs. Moreover, our RAGForensics has
the best generalization performance, while other baselines can only
achieve good performance on the few settings of specific poisoning
attacks and datasets. For instance, the DACCs of our RAGForensics
are all higher than 97.4%, while the minimum fluctuation range of
DACC in other baselines is more than 15%.
Impact of the number of poisoned texts injected into the
knowledge database by attacker: We evaluate the effectiveness
of our RAGForensics as the number of poisoned texts increases,
ranging from 5 to 40. Figures 2, 3, 4 show the DACCs, FPRs, and
FNRs of our traceback system RAGForensics against various poison-
ing attacks on 3 datasets. We find that our RAGForensics achieves
similar DACCs, FNRs, and FPRs, demonstrating that its performance
is insensitive to the number of poisoned texts.
Impact of LLMs in our RAGForensics: We conduct experiments
using different LLMs in our RAGForensics to indentify the poi-
soned texts, including GPT-4o, GPT-4-turbo, and GPT-4o-mini. The
results on NQ dataset are presented in Table 2, with those on Hot-
potQA and MS-MARCO datasets shown in Table 5 in Appendix 8.5.
These results indicate that our RAGForensics performs well on the
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Figure 2: Impact of the number of poisoned texts for each targeted query for our RAGForensics on NQ dataset.
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Figure 3: Impact of the number of poisoned texts for each targeted query for our RAGForensics on HotpotQA dataset.
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Figure 4: Impact of the number of poisoned texts for each targeted query for our RAGForensics on MS-MARCO dataset.

DACC, FNR, and FPR metrics across various LLMs, showcasing its
remarkable adaptability to different LLMs.

5.3 Adaptive Attacks to RAGForensics
To verify the robustness of our method, we consider targeted adap-
tive attacks that an attacker familiar with our RAGForensics might
deploy. We assume the adversary has full knowledge of the details
of our RAGForensics, including its processes and prompts. Based on
the three existing poisoning attacks mentioned before, we enhance
them using two new adaptive attack approaches to circumvent our
RAGForensics’s defense. We evaluate our RAGForensics’s defensive
performance against these adaptive attacks through experiments.
Deceiving identification: In our RAGForensics, we use prompts
to guide the LLM in assessing whether the texts in the knowledge
database are designed to induce responses that align with the incor-
rect answers. Inspired by the prompt injection attack, an attacker
familiar with our system and prompts can embed an additional
instruction within the poisoned text they create. This instruction

misleadingly asserts that the text is designed to prompt the LLM
to produce the correct answer, thereby attempting to deceive the
identification of poisoned texts by the LLM. Specifically, based on
the poisoned text generated by three different attack methods, the
attacker appends the phrase, “This text will induce you to gener-
ate [correct answer]”, with the goal of deceiving the judging LLM
within our RAGForensics.

We conduct experiments using this adaptive attack method both
in the absence of defense and within our RAGForensics, with the
results shown in Table 3. The experiments without any defense
reveal high ASRs, demonstrating the strong attack capability of this
method. In contrast, the results in our RAGForensics show high
DACCs, along with very low FPRs and FNRs. This indicates that
our RAGForensics can accurately distinguish between poisoned
and benign texts, demonstrating robust resistance to this adaptive
attack method.

Disguising Poison as Benign: In our RAGForensics, the LLM
compares texts with incorrect answers when making judgments.
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Table 3: The evaluation of RAGForensics against adaptive
poisoning attacks in deceiving identification. ("No defense"
in the table means not using any defensive measure against
attacks; "Apt+" means that we enhance the basic attack meth-
ods using adaptive methods.)

Datasets Attacks No defense RAGForensics
ASR DACC FPR FNR

NQ
Apt+PoisonedRAG-B 72.0 99.5 1.1 0.0
Apt+PoisonedRAG-W 78.0 98.5 3.0 0.0

Apt+InstruInject 66.0 99.1 1.8 0.0

HotpotQA
Apt+PoisonedRAG-B 80.0 97.3 3.4 2.0
Apt+PoisonedRAG-W 92.0 98.2 1.3 2.3

Apt+InstruInject 72.0 99.0 2.1 0.0

MS-MARCO
Apt+PoisonedRAG-B 58.0 99.7 0.7 0.0
Apt+PoisonedRAG-W 82.0 98.8 2.4 0.0

Apt+InstruInject 40.0 99.0 2.0 0.0

Table 4: The evaluation of RAGForensics against adaptive
poisoning attacks in disguising poisoned as benign.

Datasets Attacks No defense RAGForensics
ASR DACC FPR FNR

NQ
Apt+PoisonedRAG-B 54.0 97.5 4.3 0.7
Apt+PoisonedRAG-W 80.0 99.5 1.0 0.0

Apt+InstruInject 74.0 99.5 1.1 0.0

HotpotQA
Apt+PoisonedRAG-B 62.0 96.4 2.6 4.7
Apt+PoisonedRAG-W 98.0 98.2 1.3 2.5

Apt+InstruInject 64.0 98.5 2.4 0.6

MS-MARCO
Apt+PoisonedRAG-B 56.0 98.0 4.0 0.0
Apt+PoisonedRAG-W 94.0 98.2 3.6 0.0

Apt+InstruInject 48.0 100.0 0.0 0.0

This creates an opportunity for attackers to mislead the judging
LLM by embedding the correct answer to a specific question within
the poisoned text, leading the LLM to mistakenly classify it as
harmless. In PoisonedRAG-B and Prompt Injection attack, attackers
typically segment the poisoned text into two parts, while adaptive
attackers can place the correct answer to the target question be-
tween these segments. For PoisonedRAG-W, the correct answer can
be positioned at the start of the generated poisoned text, thereby
confusing the LLM’s judgment.

We conduct experiments using this adaptive attack method, and
the results are shown in Table 4. In the absence of the defense, this
method exhibits high ASRs, indicating its strong attack capability.
In contrast, results in our RAGForensics demonstrate high DACCs,
with low FPRs and FNRs, indicating that our RAGForensics can
effectively identify benign and poisoned texts, thereby possessing
robustness against adaptive attacks.

6 Discussion
In this section, we first discuss how to identify non-poisoned feed-
back in our traceback system RAGForensics. Then, we propose
a method of benign texts enhancement to correct the output of
RAG for the non-poisoned feedback. In the last, we discuss the
limitations and future directions.

Identifying the non-poisoned feedback: In practice, the in-
correct output for a targeted query collected by the user’s feed-
back may not result from an attack (called non-poisoned feedback),
there might be no poisoned text among the top-𝐾 texts. Instead,
the LLM could have learned incorrect knowledge during training,
causing the incorrect output. Our traceback system RAGForensics
can adapted to identify these non-poisoned feedback. In particular,
given a targeted query and its incorrect output, we first use our
traceback system RAGForensics to trace all poisoned texts in the
knowledge database. When the tracing process is completed, we
remove the poisoned texts from the knowledge database. Next, we
submit the targeted query to the RAG system to obtain the latest
output. If the latest output is still consistent with the incorrect
output, we can assume that the incorrect output is not caused by
the attacker.

Correcting the output of RAG: Since removing poisoned texts
traced by our traceback system RAGForensics from the knowledge
database does not correct the output of non-poisoned feedback, we
have the responsibility to propose a post-hoc defensemethod to deal
with this limitation. As a result, we propose amethod of benign texts
enhancement (detailed in Appendix 8.1) to correct the outputs of
non-poisoned feedback. For each target question, we insert a benign
text and its retrieval proxy into the knowledge database, ensuring
that it can be retrieved among the top-𝐾 texts and induce the LLM
generate correct answer. We evaluate the method of removing
poisoned texts traced by our RAGForensics and the method of
benign texts enhancement on 3 datasets, and compare them with
other defense baselines. The results in Table 6 demonstrates that
the method of benign texts enhancement effectively improves the
accuracy of the correct answer to RAG output.

Limitation and future direction: Our traceback system may be
vulnerable for non-targeted poisoning attacks [7, 40], where an
attacker can inject multiple poisoning texts into the knowledge
database to induce LLM generate randomly incorrect answer for
the targeted query. This is because the error output and poisoning
text of the user feedback are weak links, which makes us unable to
accurately identify. This threat stimulates us to explore the trace-
back system against non-targeted poisoning attacks in the future,
thereby improving the security system of treceback in RAG.

7 Conclusion
In this paper, we propose a novel approach to addressing poisoning
attacks in RAG systems by introducing RAGForensics, a traceback
system that focuses on identifying and removing poisoned texts
from the knowledge database. By shifting the focus from inference-
time defenses to targeting the poisoned text itself, RAGForensics
provides a more effective solution to the problem of poisoned out-
puts. Additionally, we tackle the challenge of distinguishing non-
poisoned feedback from actual attacks, enhancing model reliabil-
ity with benign texts. Our experiments validate the robustness of
RAGForensics against a variety of sophisticated poisoning attacks,
making it a promising direction for strengthening the security of
RAG systems.
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8 Appendix
8.1 Benign texts Enhancement
A straightforward post-hoc defense is to remove the poisoned texts
identified by our traceback system RAGForensics, which we refer to
as Poisoned Texts Removal (PTR). However, this approach has two
potential limitations. First, since RAGForensics cannot guarantee
perfect identification of all poisoned texts, PTR may accidentally
remove some benign texts or overlook a few poisoned ones. Second,
as discussed in Section 3.1, the incorrect output for a targeted query
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reported by the user may not result from an attack; there might
be no poisoned text among the top-𝐾 results. Instead, the LLM
could have learned incorrect knowledge during training, causing
the erroneous output. In such cases, PTR would be ineffective.

To address these two limitations, we propose a post-hoc defense
called Benign Texts Enhancement (BTE), which enables the LLM
to generate correct answers for targeted queries without requiring
fine-tuning. In BTE, we assume the defender can obtain the correct
answer for each targeted query either throughmanual annotation or
by consulting more advanced LLMs. This assumption is practical, as
service providers of RAG systems must address user-reported issues
to improve user experience. For each targeted query 𝑞𝑖 reported
through user feedback, our BTE defense follows two steps:

Improving the confidence of LLM in RAG for the benign
text: The key is to increase the LLM’s confidence in the benign text
so it prioritizes it over other texts in the top-𝐾 set. Interestingly, this
aligns with the concept of backdoor attacks [], where an adversary
implants a backdoor to trigger specific model behavior for certain
inputs. In our defense, we leverage a similar idea, using triggers to
make the LLM focusmore on the benign text. However, in our threat
model, the defender cannot train the LLM to implant a backdoor.
Additionally, if the attacker discovers the trigger, retraining the
LLM to implant a new backdoor would be costly and impractical.

To overcome these challenges, we propose a method to implant a
backdoor into the LLMwithout requiring any training and allowing
for flexible trigger replacement. Our approach involves adjusting
the system prompt of RAG to prioritize texts with triggers in the top-
𝐾 results. Specifically, we embed the description of the trigger and
the corresponding text within the system prompt. To enhance the
robustness of the prompt, we account for three possible scenarios
involving the top-𝐾 texts and define appropriate handling rules
for each: (1) texts with triggers relevant to the user’s query, (2)
texts with triggers but irrelevant to the query, and (3) no texts
with triggers present. The detailed system prompt is provided in
Appendix 8.4.

Additionally, we need to create a benign text with the trigger.
To ensure the benign text 𝑏𝑖 conveys the correct answer 𝑐𝑖 for the
user’s query 𝑞𝑖 , we use an LLM (which may differ from the one in
RAG) to generate 𝑏𝑖 so that the LLM produces the correct answer
𝑐𝑖 for the targeted query 𝑞𝑖 . The prompt used to guide the LLM
in crafting the benign text is provided in Appendix 8.4. Next, we
embed a trigger into the benign text 𝑏𝑖 . To maintain the semantic
coherence and enhance the credibility of the modified text, we use
the semantic trigger "[LATEST][/LATEST]." Specifically, we insert
"[LATEST]" at the beginning of the benign text and "[/LATEST]" at
the end. An example of this can be found in Appendix 8.4.

Configuring the retrieval proxy of benign text 𝑏𝑖 : A crucial
aspect of the BTE algorithm is ensuring that the benign text 𝑏𝑖
with the trigger is included in the top-𝐾 most relevant texts. Since
the defender lacks access to the retriever’s parameters, optimizing
each 𝑏𝑖 using gradients to maximize its similarity with the target
query isn’t feasible. To overcome this, we propose a flexible and
efficient retrieval proxy method. Specifically, for each benign text
𝑏𝑖 , we designate its corresponding targeted query 𝑞𝑖 as its retrieval
proxy. Both 𝑏𝑖 and its proxy 𝑞𝑖 are inserted into the knowledge
database. If 𝑞𝑖 appears in the top-𝐾 retrieved texts, it is replaced

with the corresponding 𝑏𝑖 . This retrieval proxy method offers three
key advantages. First, it eliminates the need for retriever parameter
access or optimization of benign texts. Second, the semantics of 𝑏𝑖
are preserved, allowing it to be retrieved by other related queries.
Third, it is a plug-and-play solution that does not alter the RAG
system’s retrieval process.

8.2 Metrics Computation
False positive rate (FPR): FPR is the ratio of the number of texts
wrongly identified as poisoned (False Positive, 𝐹𝑃 ) to the total
number of benign texts. The FPR is computed as follows:

FPR =
𝐹𝑃

𝐹𝑃 +𝑇𝑁 , (3)

where 𝑇𝑁 is the True Negative, the number of texts correctly iden-
tified as benign.
False negative rate (FNR): FNR is the ratio of the number of
texts wrongly identified as benign (False Negative, 𝐹𝑁 ) to the total
number of poisoned texts. The FNR is computed as follows:

FNR =
𝐹𝑁

𝐹𝑁 +𝑇𝑃 , (4)

where 𝑇𝑃 is the True Positive, the number of texts correctly identi-
fied as poisoned.
Detection accuracy (DACC): DACC is fraction of texts that are
correctly identified. The DACC is computed as follows:

DACC =
𝑇𝑃 +𝑇𝑁

𝑇𝑃 + 𝐹𝑃 +𝑇𝑁 + 𝐹𝑁 . (5)

Attack success rate (ASR): ASR is the ratio of the number of
targeted queries for which LLM generates targeted answers to the
number of all targeted queries. Given a set of targeted queries
𝑄 = {𝑞1, 𝑞2, . . . , 𝑞𝑛}, the ASR is computed as follows:

ASR =
1
|𝑄 |

|𝑄 |∑︁
𝑖=1

I(𝑜𝑖 , 𝑡𝑖 ), (6)

where 𝑜𝑖 is the answer generated by LLM for the targeted query
𝑞𝑖 , 𝑡𝑖 is the targeted answer. The indicator function I(·) returns 0
when the condition is satisfied, otherwise it returns 0.
Accuracy (ACC):ACC is the ratio of the number of targeted queries
for which LLM generates correct answers to the number of all
targeted queries. The ACC is computed as follows:

ACC =
1
|𝑄 |

|𝑄 |∑︁
𝑖=1

I(𝑜𝑖 , 𝑐𝑖 ), (7)

where 𝑐𝑖 is the correct answer for the targeted query 𝑞𝑖 .
Measurement of the ASRs and ACCs: For the term I(𝑜𝑖 , 𝑡𝑖 ) and
I(𝑜𝑖 , 𝑐𝑖 ) in Equation 6 and 7, we need to manually judge whether
the conditions of I(·) are met. To improve the efficiency of the
experiment, we use the LLM to replace human judgment.
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8.3 System Prompt
The system prompt of RAG

You are a helpful assistant, below is a query from a user and some relevant contexts.
Answer the question given the information in those contexts. Your answer should be short and concise.
If you cannot find the answer to the question, just say "I dont́ know".
Contexts:[R̂ (𝑞𝑖 , 𝐾,D)]
Query: [𝑞𝑖 ]
Answer:

8.4 The prompts in Benign Texs Enhancement
The system prompt of RAG in the method of benign texts enhancement

You are a helpful assistant, below is a query from a user and some relevant contexts.
You should answer the question based on the information listed by entries in the contexts.Tell me your reasoning process in detail.
Firstly, you need assess the relevance of each entry to the query, focusing only on contributions to the answer and excluding
unrelated entry. Relevance is judged independently; do not evaluate correctness or contradictions. List all relevant entry unchanged.
Secondly, count and list the number of the entry **wrapped by [LATEST] and [/LATEST]**, you will encounter three different
situations regarding the filtered information:
**Situation One**: If there are more than one entry **wrapped by [LATEST] and [/LATEST]**, please follow these steps:
**Step 1**: For all contradictory entries, unconditionally select and display the one with the smallest index, regardless of its content.
**Step 2**: Subsequently, delete all entries that contradict the selected one, irrespective of their quantity.
**Situation Two**: If there is only one entry wrapped by [LATEST] and [/LATEST], this indicates that it is the **newest** information.
Therefore, please focus solely on the wrapped entry and disregard the remaining context.
**Situation Three**: If there is no entry wrapping by [LATEST] and [/LATEST], please analyze the relevance and consistency to
draw a conclusion.
If you cannot find the answer to the question, just say "I dont́ know".
Contexts:[R̂ (𝑞𝑖 , 𝐾,D)]
Query: [𝑞𝑖 ]
Answer:

The prompt to guide LLM in generating benign text

This is my question: [𝑞𝑖 ].
This is my answer: [𝑐𝑖 ].
Please craft a brief and complete corpus in a declarative tone that conveys the answer [𝑐𝑖 ] within the statement, ensuring it
corresponds directly to the question [𝑞𝑖 ]. Dont́ use phrases like "Yes" or "No". Please limit the corpus to 𝑉 words and only return the
corpus.

An example of the benign text with a trigger

Query: How many episodes are in chicago fire season 4?
Crafted benign text by LLM: Chicago Fire Season 4 consists of 23 episodes, showcasing the intense and dramatic experiences of
the firefighters and paramedics at Firehouse 51 throughout the season.
Benign text with the trigger: [LATEST] Chicago Fire Season 4 consists of 23 episodes, showcasing the intense and dramatic
experiences of the firefighters and paramedics at Firehouse 51 throughout the season. [/LATEST]

8.5 Experiment Results
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Table 5: Impact of LLM used to identify the poisoned texts in our RAGForensics on HotpotQA amd MS-MARCO datasets.
(a) HotpotQA dataset.

Attacks Metrics GPT-4o-mini GPT-4-turbo GPT-4o

PoisonedRAG
(Black-Box)

DACC ↑ 0.97 0.99 0.98
FPR ↓ 0.02 0.01 0.00
FNR ↓ 0.03 0.02 0.03

PoisonedRAG
(White-Box)

DACC ↑ 0.98 0.98 0.99
FPR ↓ 0.02 0.00 0.00
FNR ↓ 0.03 0.03 0.02

Instruction
Injection

DACC ↑ 0.98 0.99 0.97
FPR ↓ 0.02 0.03 0.02
FNR ↓ 0.01 0.00 0.03

(b) MS-MARCO dataset.

Attacks Metrics GPT-4o-mini GPT-4-turbo GPT-4o

PoisonedRAG
(Black-Box)

DACC ↑ 0.98 0.99 0.99
FPR ↓ 0.02 0.00 0.01
FNR ↓ 0.01 0.02 0.02

PoisonedRAG
(White-Box)

DACC ↑ 0.98 0.99 0.99
FPR ↓ 0.03 0.01 0.01
FNR ↓ 0.01 0.02 0.01

Instruction
Injection

DACC ↑ 0.99 0.99 0.95
FPR ↓ 0.01 0.02 0.02
FNR ↓ 0.00 0.00 0.08

Table 6: The ASRs and ACCs of our defenses and other baseline defenses against various poisoning attacks on 3 datasets. PTR
represents the method of removing poisoned texts traced by our RAGForensics, PTE ⊕ BTE represents the method of the
combination of PTR and BTE. Bold font indicates optimal, font underlined indicates suboptimal.

Datasets Attacks Metrics No defense PPL-90 PPL-100 RobustRAG KE-10 KE-20 KE-50 PTR PTR⊕BTE

NQ

PoisonedRAG-B ASR ↓ 1.00 0.98 1.00 0.50 0.84 0.78 0.72 0.00 0.00
ACC ↑ 0.00 0.00 0.00 0.46 0.08 0.16 0.20 0.52 1.00

PoisonedRAG-W ASR ↓ 1.00 1.00 1.00 0.44 0.86 0.76 0.72 0.00 0.00
ACC ↑ 0.00 0.00 0.00 0.52 0.10 0.20 0.28 0.56 1.00

InstruInject ASR ↓ 1.00 0.98 1.00 0.28 0.82 0.80 0.72 0.00 0.00
ACC ↑ 0.00 0.00 0.00 0.66 0.06 0.10 0.14 0.52 1.00

HotpotQA

PoisonedRAG-B ASR ↓ 1.00 0.64 1.00 0.80 0.82 0.84 0.82 0.06 0.00
ACC ↑ 0.00 0.16 0.00 0.14 0.12 0.12 0.14 0.54 0.98

PoisonedRAG-W ASR ↓ 1.00 0.06 0.94 0.82 0.82 0.80 0.84 0.12 0.00
ACC ↑ 0.00 0.50 0.06 0.14 0.14 0.16 0.14 0.46 0.98

InstruInject ASR ↓ 1.00 0.04 0.96 0.54 0.86 0.82 0.82 0.06 0.00
ACC ↑ 0.00 0.54 0.00 0.40 0.08 0.10 0.10 0.40 0.96

MS-MARCO

PoisonedRAG-B ASR ↓ 1.00 0.62 1.00 0.38 0.72 0.64 0.56 0.00 0.00
ACC ↑ 0.00 0.32 0.00 0.60 0.26 0.34 0.36 0.80 1.00

PoisonedRAG-W ASR ↓ 1.00 0.00 0.70 0.36 0.76 0.68 0.66 0.00 0.00
ACC ↑ 0.00 0.80 0.22 0.62 0.22 0.30 0.34 0.80 1.00

InstruInject ASR ↓ 1.00 0.00 0.28 0.14 0.60 0.52 0.52 0.00 0.00
ACC ↑ 0.00 0.82 0.58 0.82 0.32 0.44 0.46 0.84 1.00
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