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ABSTRACT

We study offline change point localization and inference in dynamic multilayer
random dot product graphs (D-MRDPGs), where at each time point, a multilayer
network is observed with shared node latent positions and time-varying, layer-
specific connectivity patterns. We propose a novel two-stage algorithm that com-
bines seeded binary segmentation with low-rank tensor estimation, and establish
its consistency in estimating both the number and locations of change points. Fur-
thermore, we derive the limiting distributions of the refined estimators under both
vanishing and non-vanishing jump regimes. To the best of our knowledge, this is
the first result of its kind in the context of dynamic network data. We also develop
a fully data-driven procedure for constructing confidence intervals. Extensive nu-
merical experiments demonstrate the superior performance and practical utility of
our methods compared to existing alternatives.

1 INTRODUCTION

Statistical network analysis models entities as nodes and their interactions as edges. While single-
layer networks capture pairwise interactions efficiently, many real-world systems involve multiple
types of interaction among the same set of nodes. Multilayer networks address this complexity
by organizing these varied interactions into distinct layers over a common node set, enabling both
the capture of heterogeneity and the identification of shared latent structures. In practice, network
structures often evolve over time. For instance, transportation networks may exhibit gradual diurnal
variations or sudden structural changes due to accidents or road closures. Detecting such sudden
shifts and providing adaptive strategies, such as dynamic traffic signal control or rerouting recom-
mendations, is crucial for efficient transportation management. These abrupt structural shifts are
referred to as change points. This naturally falls in the territory of change point analysis.

Change point analysis is a well-established area in statistics concerned with detecting abrupt struc-
tural changes in ordered data. It can be broadly classified into online and offline settings, depend-
ing on whether data are analyzed sequentially as they are collected or retrospectively after the full
dataset has been observed. In the context of dynamic networks, online change point detection has
been studied in models such as inhomogeneous Bernoulli networks (e.g.,|Yu et al.l [2021) and ran-
dom weighted edge networks (e.g.,/Chen et al.,[2024). Offline detection has been explored in various
network models, including inhomogeneous Bernoulli networks (e.g., 'Wang et al.| 2021)), stochastic
block models (e.g., Xu and Lee| 2022} Bhattacharjee et al.| [2020) and random dot product graphs
(e.g.,/Padilla et al., 2022). More recently, Wang et al.|(2025)) investigated online change point detec-
tion in dynamic multilayer random dot product graphs (D-MRDPGs).

In this paper, we study offline change point localization and inference for D-MRDPGs. Specifically,
at each time point, we observe a realization of an L-layered multilayer network, where nodes are
associated with fixed but latent positions, and layer-specific weight matrices capture heterogeneous
interactions across layers. These weight matrices are allowed to vary over time. Our goal is to
develop efficient procedures for localizing and inferring change points under this dynamic multilayer
structure in the offline setting.

1.1 LIST OF CONTRIBUTIONS

The main contributions of this paper are summarized as follows.
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First, to the best of our knowledge, this is the first study on offline change point detection in dynamic
multilayer networks. We propose a novel two-stage procedure: (%) seeded binary segmentation with
refined CUSUM statistics to generate a coarse set of candidates, and (i¢) refinement via low-rank
tensor estimation. We establish consistency for both the estimated number of change points and
their locations.

Second, we derive the limit distributions of the refined estimators, revealing two distinct regimes
depending on whether the jump size is fixed or vanishes as the time horizon grows. To the best
of our knowledge, these are the first such results in the network literature. We further provide a
data-driven procedure for constructing confidence intervals.

Finally, extensive numerical experiments demonstrate that our methods substantially outperform
existing state-of-the-art algorithms.

1.2 NOTATION AND ORGANIZATION

Forp € N*, let [p] = {1,...,p}. For sequences {ay, },en+, {bntnen+ C RT, write a,, = O(by,)
if a, < Cb,, for some constant C' > 0 and all sufficiently large n, and a, = O(b,) if both
a, = O(b,) and b, = O(a,). For a sequence of random variables {X,, },en+, Xy, = Op(ay,) if
lim s 00 lim sup,, P(|X,,| > Ma,,) = 0. For sets C and C’, define the one-sided Hausdorff distance
d(C'|C) = maxeec ming e |¢ — ¢|, with d(C’|C) = oo if either set is empty.
For A € RP1*P2 Jet A; and A7 denote its ith row and jth column, and o(A) > ---
Opiaps(A) > 0 its singular values. For tensors M, Q & RP1*P2XP3_ define (M, Q)
T Y2 M Qi and [[MJE = (M, M). The mode-s matricization of M is de-
noted by M (M) with My (M), (i,—1)pstis = Miyin,is and M(M) € RPs *Ileze Pt Tycker
ranks (r1,72,r3) are given by ry, = rank(M(M)). For Us; € R%*P= the marginal multiplication
operator X is defined as M x; Uy = {1, My ;,1(Ur)ik }ig € R%1XP2%P3 with
X9 and X3 defined analogously.

v

q1], j€[p2], LE€[ps]

The paper is organized as follows. Section 2]introduces the D-MRDPG model, the two-stage local-
ization procedure and theoretical guarantees. Section [3|derives limiting distributions of the refined
estimators and proposes a data-driven method for confidence intervals. Section[d]presents numerical
experiments and Section [5concludes. Proofs and auxiliary results are in the Appendix.

2 CHANGE POINT LOCALIZATION

2.1 PROBLEM FORMULATION

We consider the multilayer random dot product graph (MRDPG) model (Jones and Rubin-Delanchyl,
2020), an extension of the random dot product graph (Young and Scheinerman, |2007) to multilayer
networks. Each layer is characterized by a distinct weight matrix, while all layers share a common
set of latent positions. We focus on undirected edges, noting that the directed case is analogous.

Definition 1 (Multilayer random dot product graphs, MRDPGs). Given a sequence of deterministic
matrices {Wy Y=, C R, let {X;}1 ) C R? be fixed vectors satisfying X;' W) X; € [0,1] for
alli,j € [n],l € [L]. An adjacency tensor A € {0,1}"*"*L follows an MRDPG if

L
A, CAL
PlA}=T] TI Pli(—Pit o
1=11<i<j<n
L

= H (X;W(l)Xj)Ai,j,l (1 _ X;W(Z)Xj)l_Ai'j’l,

I=11<i<j<n
We write A ~ MRDPG ({ X}, {W(y }1e(1)) and denote the probability tensor by P € R"*™*L,

We now extend this static model to a dynamic setting and introduce a change point framework.

Definition 2 (Dynamic multilayer random dot product graphs, D-MRDPGs). Let {X;}" , C R4
be latent positions and {W)(t) hieir)eeir) C© R be a weight matrix sequence. A sequence
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of mutually independent adjacency tensors {A(t)},cr) follows the dynamic MRDPGs if A(t) ~
MRDPG({ X}y AWy (t) }ieqry) for t € [T]. We write {A(t)}{Z, ~ D-MRDPGs({X;}I,,
{Wauy ) hierry Yi21) and write {P(t)}]_, as the corresponding sequence of probability tensors.

Model 1. Let {A(t)}eir) C {0,1}"*™*L follow D-MRDPGs as in Deﬁnition (i) Assume that
there exist change points 0 = ng < n; < -+ < ng < T = ng41 such that fort € [T — 1],
{(Way(®) ey # {Way(t + 1)}, if and only if t € {ni}i—,. Let A = minge (1) (ke — 1k—1) be
the minimal spacing between two consecutive change points and assume A = O(T). (ii) For each
k € [K], define the k-th jump size and normalized jump tensor as ki, = |P(ni+1) — P(ni)||r and
Uy =k {P(mt1) — P(m)}, and let s = mingex ki denote the smallest jump magnitude.

Model [I] allows abrupt changes in layer connectivity (via weight matrices), while keeping latent
positions unchanged over time. This framework is motivated by applications such as air transporta-
tion networks (Section[4.2), where nodes represent airports with relatively stable intrinsic attributes
(e.g. geographical location and logistical capacity). In contrast, airline routing preferences, encoded
in the weight matrices, may shift due to route optimization strategies or policy interventions.

In Model z'), we assume that the minimal spacing A between successive change points scales
with the time horizon 7', essentially bounding the number of changes K. This assumption can be
relaxed (see Section [5|and Appendix [F.1). In Model [I|(i7), the change magnitude is quantified via
the Frobenius norm of the difference between expected adjacency tensors. This metric is sufficiently
general to accommodate both dense changes - small but widespread deviations across many layers -
and sparse changes - large deviations concentrated in a few layers. Throughout, we allow all model
parameters, including the number of nodes n, number of layers L, latent dimension d, jump size s
and minimal spacing A to diverge with 7T'.

2.2 CHANGE POINT LOCALIZATION ALGORITHM

In this section, we introduce a two-stage procedure for offline change point localization in dynamic
multilayer networks, detailed in Algorithm|[I] Stage I generates a coarse set of change point candi-
dates using seeded binary segmentation and CUSUM statistics. Stage II refines them via localized
scan statistics constructed using a tensor-based low-rank estimation technique. This approach builds
on|Wang et al.|(2021)) for single-layer networks and extends it to the multilayer setting.

For Stage I, we begin by defining the seeded intervals (Kovacs et al., 2023)) and CUSUM statistics
(Pagel [1954) for dynamic multilayer networks in Definitions 3| and {4

Definition 3 (Seeded intervals). Let J = [C;logy(T')] for some sufficiently large absolute constant
Cy > 0. For each j € [J|, define the collection of intervals J; as J; = {([(i — 1)T277],[(i —
T279 + T279Y]: i € [29 — 1]}. The full collection of seeded intervals is defined as J =

Ui, 75

Definition 4 (CUSUM statistics). Given a tensor sequence {B(t)},eir) and any 0 < s <t < e <
T, define the CUSUM statistics as

B - 6747 r t s
B S ol B, where wh = |V ETET el

s,e

S T -, /%, foru € [e]\[t].

Stage I implements a modified version of seeded binary segmentation (SBS), a computationally
efficient algorithm introduced by |Kovacs et al.|(2023). SBS leverages seeded intervals to construct a
multiscale collection of candidate regions for detecting multiple change points. Within each interval,
the algorithm computes CUSUM statistics and retains time points where the statistic is maximized
and exceeds a predefined threshold, as preliminary change point estimators

We next define the refined scan statistics used in Stage II, based on tensor heteroskedastic principal
component analysis (TH-PCA), a low-rank tensor estimation method proposed by |[Han et al.|(2022)
and detailed in Algorithm 2]in Appendix [C|

Definition 5 (Refined scan statistics). Let {A’(t)};e(r) and {B'(t)}1c[r) be independent sequences
generated according to Definition @ Given {(bk, sk, ex) H |, forany k € (K] and t € (si, ex),



Under review as a conference paper at ICLR 2026

Algorithm 1 Two-stage change point localization for D-MRDPGs
INPUT: Mutually independent sequences { A (t) }ier), {A (1) }eer), {B(t) eir) {B'(t) beer) C
{0,1}n*xL threshold 7 € R, collection of seeded intervals J
Initialise: s + 0,e < T,C + 0
Stage I: Seeded Binary Segmentation, SBS((s, e), 7, )
for7 = (o/, 5] € J do
ifZ = (a/, 8] C (s,e] then
(o, 8] = (o' +6471(8" — a') |, [B' = 6471 (8" — )]
if 3 — a > 2 then B B B B
bz < argmax, .,z |<A“’5(t), B“’B(tm, ar |<Ao"ﬁ(bz),B“’ﬁ(bz)>‘
else ar +— —1
end if
else az + —1
end if
end for
I* + argmaxz¢ 7 a1
if az- > 7 then
C+ CU{bz+}, SBS((S7 bz~ ), T, J), SBS((bz*,e),T, j)
end if
Stage II: Local Refinement, LR(C~ )
{bk}le —CwithO=by < by < --- <bg- <b1~<+1 =T
for k = 1to K do
(s> ex]  ([(br—1+ bi)/2], [(bx + brr1)/21]
Mk <= argmaxy, ., Dy (t) > See Deﬁnition
end for

OUTPUT: {7}/,

k€K

we define the refined scan statistic as ﬁg’k‘e’“ (t) = |<f’skvek(bk)/Hf’s’“e"‘ (bw)|r, A ()
D Sk Ck Sk,€k

where Pk (b) = TH-PCA(B’ " (by), (d, d,my "), \/(ex, — bﬂ(l{k —si)/(er — sk),

V/(ex — bi) (b — s)/(ex — si)) with TH-PCA detailed in Algorithm B’ (-) defined in Defi-

nition4|and my* defined in Assumption zz)

)

Stage II refines each preliminary change point estimate from Stage I by locating the time point
that maximizes the refined scan statistics within a local window around the initial estimate. This
step employs the TH-PCA procedure with an additional truncation step (see Algorithm [2) to more
accurately estimate the local expected CUSUM adjacency tensors, yielding provably improved lo-
calization accuracy.

The assumption of mutual independence among the four sequences in Algorithm [I]is imposed for
theoretical convenience. In practice (and in our numerical experiments in Section |4, Stage I and
Stage II are implemented using the same two split tensor sequences via the odd—even splitting
approach. The computational cost is O(T'n?Llog?(T)) for Stage I and O(T'n?Lr log(n)) for Stage
I, where 7 is the maximum input rank in TH-PCA, giving an overall cost of O(n?Lrlog*(T V n)).

2.3 THEORETICAL GUARANTEES

This section establishes the theoretical guarantees of the proposed two-stage change point local-
ization procedure (Algorithm[I). We begin by justifying the use of low-rank tensor estimation via
TH-PCA (Algorithm [2) in Stage II through an analysis of the expected CUSUM-transformed and
average adjacency tensors. While the expected averaged adjacency tensors introduced below are not
used in this section, they are essential for deriving the limiting distributions in Section
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Forany 0 < s < ¢t < e < T, define the expected CUSUM-transformed and average adjacency
tensors as

PSe ]E{BSe } and PS’E:]E{BS’E}, where B*° = (e —s) Z B(t 2)
t=s+1

and ]§() is defined in Definition @ Both tensors admit Tucker representations of the form
Ps’e(t) = SXlX XQX X3Qs’e(t)7 and P5¢ = SXlXXQXX;gQS’e, where X = ()(17 . ,Xn)T €
R"*4 and S € R¥¥4x” with S, ;; = 1{l = (i —1)d+j}. The matrices Q*(t) and Q* are given
by

(&)

Qv M) = > wi.(WQ), Q" =(c—s) Z Q(t) (3)

)

u=st1 t=s+1
where W’ (u) is define in (T)) and Q(u) € RE*4 with rows
(Q(w), = (Wuy(w)1 -+ (Wy(u))a), 1€ l[L]. 4)

To establish the low-rank structure of P*(£) and P** (in terms of Tucker ranks, see Section ,
and to state theoretical guarantees for Algorithm[I] we state some necessary assumptions below.

Assumption 1. Consider D-MRDPGs({X;}1_y, {{W)(t) }ie(r) }i=1) from Deﬁnition

(i) Let X = (X1,...,X,)" € R™4 Assume that rank(X) = d, 01(X)/0q(X) < C, and
04(X) > Cgapy/n with absolute constants Cy, Cgap, > 0.

(ii) Forany 0 < s < t < e < T, let Q*(t) € REX4* be defined in (@B). Denote m;° =
rank(Q*“(t)). Assume that o1 (Q%¢(t)) /02 (Q*(t)) < Co and 0,2 (Q*(t)) > Coap with

absolute constants Cgap, Co > 0

(iii) Forany 0 < s < e < T, let Q*¢ € R be defined in @). Denote m**¢ = rank(Q**).
Assume that o1 (Qs7e)/0'7ns,e (Qs*e) < C, and opys,e (Qs’e) > Cgap With absolute constants
Cpap, Co >0

Assumption z) imposes a full-rank condition on the latent position matrix X, requiring its smallest
singular value to be at least of order /n, with all singular values of the same order. Since X
represents latent positions rather than observed data, the full-rankness of X can be interpreted as a
condition on the knowledge of the intrinsic dimension d, ensuring that the input dimension to TH-
PCA is no smaller than the true latent dimension d. Further discussion on rank selection, see Wang
et al] (2025) and Section 4.1}

Assumptions|[I|(#) and (iii) - with (i) for Section[3]- impose low-rank conditions on the CUSUM
and averaged forms of {Q(¢)}{_,, where each Q(t) comprises the weight matrices {W() (t)}/2;. In
Appendix D} we show that, with high probability, each working interval (s, e;] or (S, €] contains
exactly one change point 7y, implying max{m;***, m®-®} < rank(Q(nx)) + rank(Q(nx41)) for
t € (sk,ek). This implicitly constraints the ranks of {Q(m) }=!. While this low-rank structure
may not directly or transparently reflect the explicit model structure such ambiguity is common in
tensor-based models (e.g.Jing et al.|[2021).

The signal-to-noise ratio (SNR) is commonly used to characterize the inherent difficulty of change
point detection. We now state the SNR condition required for our theoretical guarantees.
Assumption 2 (Signal-to-noise ratio condition). Assume that there exists a large enough absolute
constant Csxr > 0 such that kv/A > Csnr log(T) \/nLl/2 4+ d?Mmumax + nd + Lmuax, where
Mmax = MaXpe[K+1] rank(Q(nk)) with Q(ny.) defined in ({@).

We compare Assumption [2|to its counterpart in |Wang et al.| (2021). When the sparsity parameter
p = 1, their SNR condition (Assumption 3) becomes VA > Csnr logH{(T)\/@ for some
& > 0. Our assumption is consistent with this and extends it to the multilayer setting by accounting
for the additional complexity from multilayers and the low-rank structure of layers’ weight matrices.

Theorem 1. Let {ﬁk}kf(:l be the output of Algorithm Suppose the mutually independent adja-
cency tensor sequences {A(t) hepr), {A' (1) eer), {B(O) her), {B' (D heqr © {0, 1} are
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generated according to Definition [Z] and satisfy Model |1} Assumptions i), (i) and E] Assume

the threshold T is chosen such that cTJ?z\Elogg/2 (T) <7< C-,—’QHQA, where c;1,¢,2 > 0 are
sufficiently large and small absolute constants, respectively. We have that

log(T)
Ky

IP{[W( = K and |, — x| < ek, Vk € [K]} >1—-CT™ ¢ wheree, = C.

b
and C,,C, c > 0 are absolute constants.

Theorem [I] implies that, with probability tending to 1 as T" — oo, the estimated number of change
points satisfies K = K and the relative localization error vanishes: maxye[K] A Y0 — k| <
C. A k= 2log(T) — 0 by Assumption This establishes the consistency of Algorithm in both
detecting and localizing all change points.

Remark 1. Compared to\Wang et al.|(2021), which established minimax-optimal localization rates
for single-layer networks, our work extends these guarantees to more complex multilayer settings
without sacrificing accuracy. In contrast, \Wang et al.| (2025) focused on the online setting and
obtained a localization rate of order k=2 (d*Mumax + nd + LMmay) log(A/a), where o controls
the Type-I error rate. Our approach, by comparison, achieves a substantially sharper rate of order

Ky, 2 log(T).
3 LIMITING DISTRIBUTIONS

Inference on change points is generally more challenging than establishing high-probability bounds
on localization errors. To address this, we introduce a final refinement step, inspired by approaches
such as those in Madrid Padilla et al.|(2023)); Xue et al.| (2024); Xu et al.[(2024)).

Let {A(t) }+¢[r) and {B(?) },¢[r) be independent samples as defined in Deﬁmtlonl Let {n; } & k=1
be the output of Algonthmw1th 0=1no <m < <ng <N, =T Foreachk € [K],
define the final estimators as
7%
7 = argmin Qy(t) = arg min Z |A(u) = PPt |[2 4 N || A(u) — PR, (5)
Sp<t<ér Sk<t<ek =541 u=t+1
where (55, €x] = ((Me—1 + Mk)/2, (M + Nr+1)/2] and
Pie-17k — TH_pCA(B%—lﬁk (d,d mﬁk_lfm) 1,0), (6)

with TH-PCA detailed in Algorithm @ B defined in ) and mgr-1 5, defined in Assump-
tion|[1)(7i7).

Theorem 2. Let {A(t)}rerr), {A' (1) berr), {B () beerry, {B' () }ieqr) € {0, 1" %" be mutually

independent adjacency tensor sequences generated according to Definition[2]and satisfying Model[l]

Assumptzonsand Let {nk}kK | be defined in (5) with {ny, }1<_, obtained from Algorlthm using
a threshold T satisfying condition stated in Theorem|[l)

Fork € [K), if kx — 0, as T — oo, then when T — oo, we have |fj, — x| = Op(k; 2) and

—r 4+ 20’]@’]@]31(—7‘)7 r <0,
n% (M — nx) N argmin Py (r), where P (r) =<0, r=20,
rek 7+ 20k k1 Ba(r), >0,

forr € Z. Here, B1(r) and Bo(r) are independent standard Brownian motions, and for any k' €
{k,k + 1}, ai’k, = Var ((¥y, Ey (1)), where Wy, is the normalized jump tensor (Model , and

Ew (1) = A (t) — P(mw) with {Ap (8) }eez =" MRDPG({X: 1y, {Wop) () hier))-

Theorem [2]establishes the localization error bounds and limiting distributions for the refined change
point estimators in the vanishing jump regime (x5 — 0). In particular, it shows the uniform tightness
k2 |Mk — | = O, (1), which improves upon T heoremby a logarithmic factor and guarantees the
existence of limiting distributions. To the best of our knowledge, Theorem [2]is the first to derive
limiting distributions for change point estimators in network data. These limiting distributions are
associated with a two-sided Brownian motion. Results for the non-vanishing jump regime (ki —
pr > 0) are deferred to Appendix
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Table 1: Means of evaluation metrics for networks simulated from Scenarios 1 and 2.

Scenario 1 Scenario 2

n Method |K K|l d( C\C Jd( C\C) l CG,g") 7t \K K| d(C\C bl C\C l C(G,g)
CPDmrdpg 0.01 99.86% 0.00 0.00 100%
gSeg (nets.) 1.09 Inf Inf 52.82% 1.60 Inf Inf 67.68%

50 kerSeg (nets.) 0.10 0.00 3.12 99.13% 0.15 0.00 1.53 99.32%
gSeg (frob.) 0.52 Inf Inf 90.12% 0.23 Inf Inf 97.711%
kerSeg (frob.) 0.26 0.00 5.76 98.35% 0.35 0.11 3.43 98.37%
CPDmrdpg 0.00 0.00 0.00 100% 0.00 0.00 0.00 100%
gSeg (nets.) 1.12 Inf Inf 52.62% 1.58 Inf Inf 69.24%

100  kerSeg (nets.) 0.12 0.00 2.82 99.17% 0.16 0.00 1.81 99.31%
gSeg (frob.) 0.47 Inf Inf 88.71% 0.16 0.04 1.65 99.17%
kerSeg (frob.) 0.30 0.00 6.07 98.11% 0.40 0.02 4.42 97.81%

3.1 CONFIDENCE INTERVAL CONSTRUCTION
Using Theorem [2| we construct data-driven (1 — «) confidence intervals for ng, k € [K], in the
vanishing regime, for a user-specified confidence level « € (0, 1) as follows.

Step 1: Estimate the jump size and normalized jump tensor. Compute the estimated j d jump size
fij, = ||Pes+1 — PAe—17k || and the estimated normalized jump tensor ¥, = Ry L(Pkilisr —
P71 ) where P~ is defined in (6).

Step 2: Estimate the variances. For each k&’ € {k, k + 1}, compute
1 Mg/ R . ) ;
S (B, A(t) - P,

t:ﬁk/,1+l

~2
g == <= 7
kK’ T — T —1 — 1

Step 3: Simulate limiting distributions. Let B € N* and M € R*. For each b € [B], let

2@ k Zz (7 Z r< 0’
") = argmin Pj(r), where Pj(r) = O, r=0,
re(—M,M) 26, k+1 ZLTTJ (®) r>0

with independent standard Gaussian random variables {z; b)} (TMDT M-

Step 4: Construct the confidence interval. Let ¢, /2, 1—a/2 be empirical quantiles of {u % )} bt
The (1 — «) confidence interval for 7y, is given by

~ Gi—a/2
Nk — a/

{A # 0}, Mk —

The empirical performance of this procedure is evaluated in Section

4 NUMERICAL EXPERIMENTS

4.1 SIMULATION STUDIES

To evaluate the performance of our method (Algorithm [I)) for change point detection and localiza-
tion, we compare it to gSeg (Chen and Zhang] [2015)) and kerSeg (Song and Chen| 2024). For the
competitors, we consider two input types: networks (nets.) and their layer-wise Frobenius norms
(frob.). For gSeg, we construct the similarity graph using the minimum spanning tree and apply
the original edge-count scan statistics. For kerSeg, we use the kernel-based scan statistics f{GKCP; .
For both methods, we set the significance level & = 0.05. Our proposed method is referred to as
CPDmrdpg. Following Wang et al.[(2025), we use relatively large Tucker ranks as inputs to TH-PCA
(Algorithm for robustness, setting r; = ro = 15 and r3 = L to compute the refined scan statistics

(Definition |5). Based on Theorem , we set the threshold 7 = cﬂln\/f 1og3/ 2(T) with ¢, = 0.1
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We also assess the confidence intervals constructed utilizing the procedure in Section [3.1] a capa-
bility not supported by the competitors. We set B = 500 and M = T as suggested by Xu et al.
(2024).

To assess sensitivity to tuning parameters, we vary the threshold constant ¢, ; € {0.05,0.08,0.10,
0.12,0.15,0.20,0.25} and input ranks r € {10, 15,20}. We further conduct simulations to examine
the robustness of our method under temporal dependence and high-frequency change scenarios. In
addition, we compare our approach with existing dynamic multilayer network approaches (Wang
et al.| [2025), which are designed for online settings, as well as with deep-learning-based approaches
(Li et al., [2024). All results are reported in Appendix [F.1]

Performance is quantified using the following metrics: (i) Absolute error: \IA( — K| where K and
K denote the numbers of estimated and true change points, respectively; (i7) One-sided Haus-

dorff distances (see Section : d(C|C) and d(C|C) where C and C denote the sets of estimated
and true change points, respectively; (i) Time segment coverage: C(G,G') = T™'Y , o |A| -
maxqeg AN A|/|AU A'| where G and G’ denote the partitions of the time span [1, 7] into
intervals between consecutive true and estimated change points, respectively.

Throughout, we set the time horizon to 7' = 200 and the number of layers to L = 4, and consider
node sizes n € {50,100}. Each setting is evaluated over 100 Monte Carlo trials. We consider
two network models: the Dirichlet distribution model (DDM) and the multilayer stochastic block
model (MSBM), with structural changes specified in each scenario. In the DDM, we generate latent

positions { X}, U{Y;}, N Dirichlet(14) with d = 5 and 1, € R? denoting the all-one vector.
For each time ¢, we sample weight matrices {W;(t)}f-; C R%*? with entries (W(;)(t))u,0 ~
Uniform((p.L + 1)/(4L), (p+L + 1 + 1)/(4L)). The edge probabilities are given by P; ; ;(t) =
X, W (t)Y; and the adjacency entries are sampled as A; j;(¢) ~ Bernoulli(P; ;;(t)). In the
MSBM, the edge probability tensor P; ;(¢) € [0,1]"*"*L is defined as P; j;(t) = pi1, if nodes
i,j € B. for some ¢ € [Cy], and py; otherwise, where {B.}.c[c,) partitions the nodes into C;

communities. The connection probabilities are drawn from p; ; ~ Uniform((3L+1—1)/(4L), (3L+
1)/(4L)) and ps; ~ Uniform((2L + 1 — 1)/(4L), (2L +1)/(4L)). The adjacency tensor A(t) €

{0, 1}*"*L is then sampled A, ;;(t) g Bernoulli(P; ; ;(¢)).

Scenario 1. We consider the DDM with K = 2 change points at ¢ € {70,140}, yielding 3 time
segments {A;}5_,. We set p; = 2fort € A; UA3, and p; = 3 with reversed layer order for t € Aj.

Scenario 2. We consider the MSBM with K = 5 change points at ¢ € {20, 60, 80, 160, 180}, re-
sulting in 6 time segments {A;}5_,. We let {B.(t)}.¢|c,] be evenly-sized communities and specify
the changes as follows: C; = 4 fort € A;, Cy = 2fort € Ay, Cy = 4 fort € As, Cy = 4 with
reversed layer order for t € Ay, C;, = 3fort € As and C; = 4 fort € Ag.

Scenario 3. We consider the MSBM with K = 3 change points at ¢ € {50, 100, 150}, yielding 4
time segments {A; }?_,. The number of communities is fixed at C; = 3 but in the first layer, the the
community sizes vary across segments (0.3n,0.4n,0.3n) in A; U Ay, (0.4n,0.3n,0.3n) in Az and
(0.5n,0.3n,0.2n) in As. The remaining layers retain equal-sized communities.

Scenario 4. We consider the MSBM with K = 5 change points at ¢t € {20, 60,80, 160,180},
resulting in 6 time segments {A;}% ;. The number of communities is fixed at C; = 4
with equal-sized partitions, while the connection probabilities vary across segments. Specifi-
cally, for ¢ = 0.1, we let p;; ~ Uniform (0.5-[0.21 4+ 0, - €],0.5-[0.25+ 6, - €]) and po; ~
Uniform (0.21 4 &; - €,0.25 + d; - €), where §; = 0 fort € A1 U A5, 6y = 1fort € Ay U A4 U Ag
and §; = 2 fort € As.

The changes in Scenarios 1 and 4 follow Model[I] while those in Scenarios 2 and 3 do not, allowing
us to assess the robustness of our methods. Table [1| presents results for Scenarios 1 and 2, and
Table [3]in Appendix [F.1| for Scenarios 3 and 4. Across all scenarios, our method achieves the best
overall performance, nearly accurately estimating both the number and locations of change points,
and remains robust even when Model [T]is violated. For gSeg, Frobenius norm (frob.) inputs yield
better results than networks (nets.), while kerSeg performs better with networks, benefiting from its
high-dimensional kernel-based design. Although both competitors exhibit low Hausdorff distances
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Table 2: The 95% confidence interval coverage (average length) for change points across all scenar-
ios.

n Scenario 1 Scenario 2 Scenario 3 Scenario 4
100 100% (0.003) 100% (0.106) 76.67% (1.528) 100% (0.605)
150 100% (0.001) 100% (0.029)  95.33% (0.653) 100% (0.294)

d(C|C). their higher reverse distances d(C|C) and frequent errors in estimating the number of change
points suggest they often detect spurious change points.

Table |2| reports the coverage and average lengths of the confidence intervals constructed via the
procedure in Section for node size n € {100,150}. The proposed method generally achieves
strong coverage with reasonably narrow intervals. Coverage is lower in Scenario 3, where violations
of Model [1| and relatively small, layer-specific changes pose greater challenges. The performance
improves with larger n as the change magnitudes xy, increase.

4.2 REAL DATA EXPERIMENTS

Our analysis incorporates two real data sets, the worldwide agricultural trade network data set pre-
sented here and the U.S. air transport network data set in Appendix

The worldwide agricultural trade network data are available from [Food and Agricultural Orga-
nization of the United Nations|(2022). The dataset comprises annual multilayer networks from 1986
to 2020 (IT' = 35), with nodes representing countries and layers representing agricultural products.
A directed edge within a layer indicates the trade relation between two countries of a specific agri-
cultural product. We use the top L. = 4 agricultural products by the trade volume and the n = 75
most active countries based on import/export volume. Tuning parameters follow the setup in Section
[.1] and our method detects change points in 1991, 1999, 2005, and 2013. Results for competing
methods and confidence intervals are provided in Appendix

The 1991 change point aligns with the German reunification and the dissolution of the Soviet Union,
both of which triggered major political shifts that significantly affected the trade dynamics. The 1999
change point corresponds to the World Trade Organization’s (WTO) Third Ministerial Conference,
a key moment in debates on globalization, particularly regarding agricultural subsidies and tariff
reductions, with developing nations demanding fairer trade terms. The 2005 change point marks
a WTO agreement to eliminate agricultural export subsidies, promoting greater equity in global
markets. Finally, the 2013 change point corresponds to the adoption of the WTO’s Bali Package, the
first fully endorsed multilateral agreement, which introduced the Trade Facilitation Agreement and
key provisions on food security and tariff quota administration, significantly impacting agricultural
trade.

5 CONCLUSION

In this paper, we study offline change point localization and inference in dynamic multilayer net-
works — a setting that, to the best of our knowledge, has not been previously addressed. We propose
a two-stage algorithm with consistency guarantees for estimating both the number and locations of
change points. We further develop local refinement procedures, derive limiting distributions and
introduce a data-driven method for constructing confidence intervals for the true change points.

The current framework assumes temporal independence, but it can be extended to incorporate tem-
poral dependence structures (e.g. [Padilla et al.| |2022; |Cho and Owens|, [2023)); see Appendix B]for
details on the framework and corresponding adjustments to the theoretical analysis.

Several limitations of this work remain open for future research. First, the assumption A = O(T))
precludes frequent change points. This could be relaxed using alternative selection strategies such
as the narrowest-over-threshold approach (Baranowski et al., [2019)) instead of greedy selection in
this paper. Second, our inference procedure is limited to vanishing jumps. It would be interesting to
explore practical procedures for the non-vanishing regime, potentially building on bootstrap methods
(e.g.|Cho and Kirch, 2022).
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APPENDIX

All technical details are deferred to the Appendix. Appendix [A]establishes the limiting distributions
in the non-vanishing regime, while Appendix [B| discusses the extension to incorporate temporal
dependence. Additional algorithms used in our procedures are provided in Appendix [C} The proof
of Theorem I]is given in Appendix [D] while the proofs of the limiting distribution results, including
Theorem [2] in the main text and Theorem [3]in Appendix [A] are presented in Appendix [E] Further
details and results for Section [ are collected in Appendix [F

A LIMITING DISTRIBUTIONS IN THE NON-VANISHING REGIME

Theorem 3. Let {A(t) }te (7] {A/ (t) }te (7] {B (t) }te (7] {BI (t) }te ) C {07 1}" xnXL pe mutually
independent adjacency tensor sequences generated according to Definition[2|and satisfying Model

Assumptionsand Let {7}, be defined in (5) with {ny, }1<_, obtained from Algorithm using
a threshold T satisfying condition stated in Theorem([l]

For k € [K], if ki = pk, as T — oo, with py, > 0 being an absolute constant, then when T — oo,
we have |, — ni| = Op(1) and

_Tp% - ka Zg:r+l <‘Ijk7 Ek(t)>? r < Oa

e — M EEN argmin Py (r), where Pr(r)= <0, r =0,
< P} 4 20 iy (P B (1), >0,
forr € Z. Here, the normalized jump tensor ¥, is defined in Model|l| and for any k € [K + 1] and

t € Z, Ey(t) = Ay(t) — P(w) with {A(t) ez =" MRDPG{X: Y1y, (W (1) hieqn)-

The proof of Theorem [3]is given in Appendix [E}

Similar to Theorem [2} Theorem [3] establishes the uniform tightness 7|7, — nx| = O,(1) and
further derives the limiting distributions of the refined change point estimators defined in (3)), which
are associated with a two-sided random walk.

B TEMPORAL DEPENDENCE EXTENSION

To incorporate temporal dependence, we modify the data-generating process in Definition [2] by
introducing exponentially decaying correlations governed by a parameter 7 € [0, 1]. Specifically, at
time points t € {n + l}szl, adjacency tensors are sampled independently: forany 1 <: < j3<n
and ! € [L],

A, ;1(t) ~ Bernoulli(P; ; (),

where P; ;(t) = X" W) (t)X;. Fork € [K], t € [mepi]\[me +1,1 <i < j <nandl € [L],
edges evolve as follows:

Aiyjﬁl(t + ].) {

When m = 0, the framework reduces to the independent case. For m > 0, the adjacency tensors
exhibit dependence across time, requiring modifications to the theoretical analysis.

=A;;(t), with probability 7,
~ Bernoulli(P; j;(n, + 1)), with probability 1 — 7.

Adjustments to theoretical analysis. Temporal dependence introduces correlations across time,
which invalidate the standard concentration inequalities used in our original analysis. To address
this, we adapt our results using Lemma 14 from [Padilla et al.| (2022)), which extends Bernstein’s
inequality to account for weak temporal dependence.

Two main components of our theoretical framework require modification:

Proof of Proposition[d: We redefine the event
Als t,e) ={|(A=<(0), B (1)) — [P (|13

< Culog(T) (IP*“(®)]ls + /(1 = )T log(T)nv/I) }.

12
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By modifying the proof of Lemma S.4 in[Wang et al.|(2021)) and applying Lemma 14 in|Padilla et al.
(2022), we obtain that P(A(s,t,e)¢) < CyT .

Proof of Theorem [T} By revising the proof of Theorem 4 in [Wang et al (2025) and applying
Lemma 14 in Padilla et al.| (2022)), together with Assumption [I|(z) and (¢7) and Lemma 5 in Wang
et al. (2023), for any ¢ € (s, e), we have that

]P’{Hf’s’“ek (t) — Pk ®)] < Cl\/(dsz’e +nd+ Lmy ) (1 — 7)1 log(T)} >1-T7T74.

Then by revising the proof of Lemma[5]to account for temporal dependence via Lemma 14 in[Padilla
et al.| (2022), and for any € > 0, we establish that

A= _Z+ (B(1) - A(0), B )/ [P (b )| = <}

2
€
<2exp{ —c4 .
{ (I—m)1 +e/(03nk\/5)}
Combining these modifications, the signal-to-noise ratio (SNR) condition becomes

kv Al —7) > Csnr log(T)\/nLl/2 + d?Mmax + nd + Lmpax,
Under this condition, we have that

log(T)
a-me
Compared to the independent case (7 = 0) as shown in Theorem [I} the signal-to-noise ratio is

stronger by a factor of (1 — 7)~!/2 and the localization rate worsens by a factor of (1 — 7)~!,

reflecting the impact of the temporal dependence.

IP’{I? = K and |7, — ni| < €, Vk € [K}} >1-CT™ ¢ wheree, = C.

C ADDITIONAL ALGORITHMS

We present the tensor heteroskedastic principal component analysis (TH-PCA) algorithm introduced
in|Han et al|(2022), incorporating an additional truncation step, in Algorithm E} Its subroutine, the
heteroskedastic principal component analysis (H-PCA) algorithm proposed by [Zhang et al.| (2022),
is provided in Algorithm 3]

Algorithm 2 Tensor heteroskedastic principal component analysis, TH-PCA(A, (r1,72,73), 1, T2)

INPUT: Tensor A € RP1XP2XP3 ranks rq, 79,73 € NT, thresholds 71, 7 > 0
for s € (3] do
Us < H-PCA(M (A)Ms(A)",rs) > See Algorithmfor H-PCA and Sectionfor M (A)
end for
P+ Ax, UlUlT X9 U2U2T X3 U3U3T DSeeSectionfor X s
for {i, j, 1} € [p1] x [p2] x [ps] do
Pi,j,l < min {7’1, max{fTQ, Pi,j,l}}
end for
OUTPUT: P ¢ RP1XP2Xps

D PROOF OF THEOREMI]
The proof of Theorem|[I]is in Appendix [D.1| with all necessary auxiliary results in Appendix [D.2]

D.1 PROOF OF THEOREM[I]

Proof. We first define the event

~ Llog"*(T) VA
A= {K:Kand\bk—nk| <& Vke [K]}, whereezcglog(T){W+},
K K

13
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Algorithm 3 Heteroskedastic principal component analysis, H-PCA (X, r)
INPUT: Matrix ¥ € R™*", rank r € NT.
Initialise: £(©) « %, diag(2©)) < 0, T < 5log{omin(X)/n}
fort € {0} U [T — 1] do
Singular value decomposition £(V) = 37 ot ®ut® (v T gL > ... > gt >
SO 37 Oy (Vz:(t))T
S 5O, diag(i(”l)) — diag(i(t))
end for

U « (u!,...,u") from top-r left singular vectors of 3:(7)
OUTPUT: U € R™*"

where {bk}gzl are preliminary change point estimates obtained from Stage I in Algorithm Then
by Proposition[d] it holds that
P{A} > 1 - CyT—

and Cz,Co,co > 0 are absolute constants. Since {A’(t)}X; U {B’(¢)}L_, are independent of
{A(t)}, U{B(t)}L,. the distribution of {A’(¢)}]_, U {B’(¢)}]_ remains unaffected under the
conditioning on the event A. All subsequent analysis in this proof is carried out under the event A.
Consequently, we can derive that

where the last inequality follows from Assumption [2| and the fact that C'syg is a sufficiently large
constant.
Step 1. We first establish that for any k € [K], each working interval (s, e)) contains exactly one
true change point, namely 7, and the two endpoints are well separated.
From (7)), we obtain that 7, € [br—1, br+1],

Mk — bk—1 > Mg — Me—1 — |Me—1 — bi—1| > A — AJ6 > 5A/6,
and

bkt1 = Mk > M1 — Mk — (M1 — byl > A= AJ6 > 5A/6.
Similarly, we can derive that

mln{bk - bk‘—la bk+1 - bk} Z 2A/3

As a result, the working interval

(sk,ex] = (be—1 + (bk — be—1)/2, b1 — (bp1 — br)/2],

contains exactly one change point 7. For any t € (s, ex,), denote m:**“* = rank(Q*+¢ (t)) with
Q*+°*(t) defined in (B). Then we have that

mfk}ek S my + mrg41 S 2mmax7 (8)
where my, = rank(Q(ny,)) with Q(n;) defined in (@), and Mmuax = maxye(x41] M-

In addition, we have that
b — sk = (bx — bk—l)/2 > A/S,

and
er — by = (bk-i-l — bk)/Q > A/3.

Therefore,
min{eg — bg,bp — sk} > A/3. 9)

Step 2. We now show that the population statistics Pskock (b)) provide a sufficiently strong signal
within each working interval (s, ej].

14
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By Lemmal|f] it holds that

t—sg

Hijsk,ek(t)ni _ {(ek—sk)(ek—t)(ek - 77k)2/1i7 s <t< Nk,

ety (e — sk)*K3, me <t <ep.

Define the scaling factor

A, = \/(bk — k) (ex — b)

€L — Sk
Assuming without loss of generality that b, < ), and using (9), we obtain

mln{bk — Sk, € — bk} > é

A7 > 5 > (10)
Thus, we have that
2 by — si, e —m\’
f)sk,ek b — — _ 2 2 — &2 — 2
H ( k)HF (ek — Sk)(ek — bk) (ek 77/4)) Kl k er — bk Kk
~ — b\’ A AJ6

A1 TR 2 D 2202 A2 0y 11
k< er — bk K = 6 ( A/?)) Ry Hk,/ ) ( )

where the first inequality follows from (7)), (9) and (10).

Step 3. Note that each entry of the tensor §S7e(bk) is independently c,-sub-Gaussian distributed

with mean tensor E{ﬁs’e(bk)} = P*#*(1;,) and an absolute constant ¢, > 0. By Theorem 4 and
Lemma 5 in[Wang et al|(2025), and Assumption[1] () and (i7), for any ¢ € (s, €), it holds that

P{ [Borer(t) = B (1), < Coy/ (@i +nd + L) 1og<T>} 21T,

for some constants C; > 0 and ¢; > 3. By (8), we can derive that

P{ Hf’g’””“ (t) — Pskock (t)HF < Cy \/(demaX + nd + Lmmax) 1og(T)} >1-T7%,

where C5 > 0 is a constant. Define the event

B= sup [Perer(t) — Poeer(t), <
0<s<t<e,<T
(sk,ex) contains only one change point #,

Cu/ (Mmay + nd + Lmupyay) log(T) } (12)

with a constant C'z > 0. By the union bound argument, it holds that
P{B} >1-T"°5,

with a constant cg > 0. By the event 3 and the triangle equality, we have that

1B (b | = B ()| — Cosv/ (@ + 1 + Linna) 108(T) = 15 VA/48, (13)
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where the last inequality follows from (TI), Assumption 2] and the fact that Csng is a sufficiently
large constant. As a consequence,

2B (b /[P (b [, B (bi) /[P (b))

_2_’ f’sk’e’“(bk) B f)Sk,ek(bk;)
Borenblle  IBoer (e |
(Porek (by,) — Preoer (b)) [P+ (by) |

9 as =
| [Psksex (by ) [[p[| P+ (by) || 2
_ . ~ 2
Peect (by) (| P (be) [l — [P (b))
([Psx-cx (b ) || || P5-¢x (br) || 7

sy [Pk (bi) — Pt (o)l P ()
- [P (o) i [ B (b

F

[[Bovscr (bg) [ | P (b) [

~ ~ ~ ~ 2
—o_ ([Pt (be)[|p + [P+ (bg) [[ ) [P+ (i) — P>k (b )|
[Pk (bg) [ ][ P+ (be ) || ¢

N N . 2
B () | P (b) PSk»%(bmF)

~ ~ 2
Sk,€k _ Sk,€k
o4 — [Pk (by) — P (b ) ||
min{||Pskex (b )[|r, [Pk (bg )| r }
482CE(d*m;*° 4+ nd + Lm;*°) log(T)

>2—4
- REA

> 1,

where the first inequality follows from the reverse triangle inequality, the third inequality follows
from the definition of the event 53, (TT) and (I3), and the final inequality follows from Assumption 2]
and the fact that C'syr is a sufficiently large constant. Therefore,

(B (b), B (b) /P 5 (b [ ) = [P (bl /2 = ki /B/96,  (14)

where the last inequality follows from (TT).

Step 4. Since {A’(¢)}L; is independent of {B’(¢)}7_,, the distribution of {A’(¢)}_; remain
unaffected under the conditioning on the event 5. By the truncation in the construction of P %%+ (by,)
stated in Algorithm[2] we have that

Hf)sk,ek (bk)ll < \/(ek — bk)(bk — Sk)
= (

ex — Sk)
Combined with (13)), it follows that
~ ~ 1
—1/2 Sk,Ck Sk,€k
e — S Pk (b)) ||oo /|| P %" (b < —
(ex — si)~ /7|l (o) [l oo /| (0x)[[¥ VA

for some constant c3 > 0. Applying Lemma 5] we obtain for any ¢ > 0

{\m Z (PO - AP b)/P )| 2 <}

2
§26Xp{ —641+6/(6M}.
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where ¢4 > 0 is a constant. Choosing ¢ = C5+/log(T") for a large enough constant C3 > 0, and
applying Assumption [2|and the fact that Csng is a sufficiently large constant, we finally derive that

((£), P25 (bg) /[P (b [ )| = Ca/log(T) | < 277

15)

P(t
{‘ VEk — Sk Z <
where c5 > 3 is a constant. A similar argument also demonstrates that

Sk,€k

P{’<f’sk’ek(t) AR (), Poeen (by) | Porck (bk)||p>‘ > (4 1og(T)} < 9T, (16)

Step 5. We now consider the univariate time series defined for all ¢ € (s, ex) as

y(t) = (A (6), P55 (by) /[P (o) | )
and

g (6) = (A7 (0. B (5 /[P (b))

Conditional on the event 3, define the corresponding mean functions

£t = E(y(t)) = (P(£), B (by) /[P (b)),
and

Fee(t) = By s (1) = (B (1), B (o) /[P (b))

The function f(t) is a piecewise constant on (s, e;] with a single change point at ;. Using (T4),

we obtain that
5 )| = /B /96,

Moreover, from (I3), (T6) and an union bound argument, we have that

1
P sup ‘ E
0<sp<t<er<T VEk — Sk, =

(sk.ex) contains only one change point », =t
> ng/log(T)} <277

and

0<s<t<er<T

P sup ‘ys"’e"’ (t) — focx (t)‘ > Cy log(T)} <2T™°
(sk,ex) contains only one change point 7

for some constant ¢g > 0. Applying Lemma 12 from Wang et al. (2017) with A = C/log(T), it
follows that the estimated change point 7, = argmax,,__,_., [y°*°*(f)| is an undetected change
point and satisfies for a large enough constant C5 > 0,

log(T)

2
Kl

[ — ] < Cs

)

which completes the proof.
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D.2 ADDITIONAL RESULTS

Proposition 4. Let {bk}le denote the output of Stage I in Algorithm |l|applied to two indepen-
dent adjacency tensor sequences {A(t) }re(r), {B(t) }repr) C {0,1}"*™*%, generated according to
Definition 2| and satisfying Model[l|and Assumption |2} Suppose the threshold T is chosen such that

cﬂln\/flogg/Q(T) <T< 07’252A7 (17)
where c; 1, cr2 > 0 are sufficiently large and small absolute constants, respectively.

Then, it holds that
P{f{ = K and |b, — | < € Vk € [K]} >1- 0T,

where

K

n o 1/2
f— C’glog(T){\m;(T) + ‘/Z},

and C¢, C, c > 0 are absolute constants.

Proof. The proof presented here is a minor modification of Theorem 1 in|Wang et al.|(2021). For
completeness, we include the full details below.

For 0 < s <t < e <T, we define the event
Als,tye) = {[(R(1), B*(1)) — [IP*()[[3] < Calog(T) (IP*“()llr + log" (T)nvT) },

where f’sve(t) is defined in (2) and C' 4 > 0 is a constant. Due to Lemma S.4 in|Wang et al.| (2021)),
it holds that P(A(s, t,e)¢) < C1T~° for some constants C; > 0 and ¢; > 3. By an union bound
argument, it holds that

P(A) = ]P’{ U A(s,t, e)} >1-C T3,
0<s<t<e<T
All subsequent analysis in this proof is carried out under the event .A.

We aim to demonstrate that, conditioned on the event .A and assuming that the algorithm has accu-
rately detected and localized change points so far, the procedure will also successfully identify any
remaining undetected change point, if one exists, and estimate its location within an error of €. To
this end, it suffices to consider an arbitrary time interval 0 < s < e < T that satisfies

777’_1§5<77T<"'<777’+q<6§77r+q+1a q2717

and
max { min{n, — s, — Nr_1}, min{n, 4411 — e, — 17T+q}} <,
where ¢ = —1 indicates that there is no change point contained in (s, ) and
Llog"*(T A
i Cglog(T){”\F g 7(T) , ‘F}
K K

with an absolute constant Cz > 0. By Assumption[2] we have that
1 n 1

Ci\r log/}(T)  CsnrVnLl/2

where the final inequality follows that C'sypg is large enough. Consequently, for any change point 7y,

it must be that either |, —s| < €or gy —s| > A—€& > 3A/4. This implies that if min{|e—ny]|, |nr—

s|} < €, then ny, corresponds to a change point that has already been detected and estimated within

an error of at most ¢ during the previous induction step. We refer to a change point 7, in (s, €) as
undetected if

e< CgA< ) < A/64, (18)

min{n, — s,n, — e} > 3A/4.

To complete the induction step, it suffices to show that SBS ((s, e),1,J ) satisfies the following tow
properties: (i) It does not detect any new change point within (s, e) if all change points in that

18
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interval have already been detected; and (i4) It detects a point b in (s, e) such that |n, — b| < € if
there exists at least one previously undetected change point 7, in (s, €).

Step 1. Assume that there are no undetected change points within the interval (s, e). Then, for
any interval (o/, 5] € J with (o/, 5] C (s, €], one of the following scenarios must hold: (i) The
interval (o, 8") contains no change points; (#¢) The interval (o/, 8’) contains exactly one change
point 1, and min{n, — o/, 8’ — nx} < €& (¢it) The interval (o, 5) contains two change points 7y,
and M1, and max{ng — o', 8’ — 41} < €

We focus on analyzing the scenario (7i7), as the other two scenarios are similar and more straight-
forward. If scenario (4i) holds, then by (18), we have

E<A/64< (B —d)/64,
This implies that the interval
(avﬂ] = (O/ + 6471(5/ - a/)mB/ - 6471(5/ - O/)]a

contains no change points. Note that pos (t) = 0forallt € («, ), since there are no true change
points within («, 3). Moreover, by the event A,

max (A*F(t), B¥P(1)) < CanV/Llog® (7).
a<lt<

Therefore, if the input parameter 7 satisfies
7 > CanvLlog®*(T),

Algorithm [I|will correctly reject the existence of undetected change points.

Step 2. Now suppose there exists a change point 7 € (s, €) such that
min{n, — s,nr — e} > 3A/4.

Let az, by and Z* be as defined in the procedure SBS((s,¢e), 7, 7). Denote Z* = (a*', 3*']. By
Lemma 8 inMadrid Padilla et al.|(2022), for any change point n;, € (s, e) satisfying min{n — s, e—
Nk} > 3A/4, there exists an interval (o, 8] C (s, €] containing only one 7, such that

e —3A/4 <o <np—3A/16 and 1 +3A/16 < B <+ 3A/4.
Since (o, 8] = [o + (8 — ') /64,8’ — (B’ — ) /64], we have
e —A3/4<a<mn,—A/8 and n+ A/8 <[ <+ A3/4.
On the event A, it holds that
(AP (), B2 (1)) > [P (i) |2 — Calog(T){ log"*(T)nVL + [P () l|p ). (19)
Furthermore, by Lemmal6] it hold that

L

Then we can derive that
PP (i) ||7 > K7A/16 and [P (n) |7 < 3k7A/4. (20)

Combining (I9) and (20), and using Assumption [2] along with fact that Csnr is a sufficiently large
constant, we obtain

(AP (), BYP (i) > KEA/16 — KEA /64 — k2N /64 > KEA/32.
By the definition of Z*, it follows that

az- = (A7 (bg.), B (b2e)) > (k%) 2A /32, @D

max
where

s,e
max

K :max{mk: min{nk—s,e—nk}ESA/ll}.

19
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Therefore, if the threshold 7 satisfies
T < K2A/32,

Algorithm[T]will consistently detect the existence of any previously undetected change points within
the interval.

Step 3. Suppose there exists at least one undetected change point n;, € (s, e) such that
min{n, — s,nr — e} > 3A/4.

Let az,br and Z* be defined according to the procedure SBS((S, e), 7, J ) and denote Z* =
(a*', B*']. To complete the induction step, it suffices to establish that there exists an undetected
change point 7, € (', 5*') satisfying
min{n, — o™, B* —np} > 3A/4, (22)
and that
|bze —mi| < & (23)

Step 3.1. Proof of (22)). Let

(@, 87 = (a" + (8" — ™) /64,8 — (8" — ™) /64]. (24)
Assume for contradiction that
A/64. (25)

max
a* <t<p*

P8 ()|

HF max)

Then on the event A, we obtain

max_ (A1), B (1))

a*<t<p*
pa*,p* 2 Ba*,p* 3/2(
< o DAE P ®)]|p + Calog(T) X P )]y + Calog®*(T)n VL

(K55 A/64 + Calog(T) ke VA /8 + Calog® > (T)nv/L
<( max) A/64 + ( max) A/128 + ( m'}x) A/128 - ( mux) A/32

where the second inequality follows from (23)), the third inequality follows from Assumption [2]and
the fact that Csnr is a large enough constant. This contradicts the inequality (21). Thus,

P (1|2 > (5, )2A /64, 26)

max
a*<t<p*

Now, observe (i) If (a*, 5*) contains at least two change points, then 5* — a* > A. (i) If it
contains exactly one change point 7, but min{n, — o*, 8* — n} < A/64, then by Lemma 6| we
would have

*

P ()| =[P (

(e — a*)(B* — Wk)KQ

L Dl = =
< mln{ﬂ* = Nk, Tk — a*}’%i ( max) A/64
contradicting (26). Therefore, it has to be the case that min{n;, — a*, 8* — nx} > A/64. Moreover,

by ([24), it holds that
6*,/ _a*,/ Z /8* _a* Z A/64

Then, using Assumption [2]and the the fact that Cgng is large enough, we have that
1 1
gSCgA( —+ ) S ﬂ*’/*OL*’/ 64,
Cinr log"/***(T) * CsxrVnL/2log"™*(T) ( )/

Hence, by a similar argument as in Step 1, no previously detected change point lies in (a*, 5*).
Note that by (21)), there is at least one undetected change point in («*, 5*).

Step 3.2. Proof of (23). To this end, we apply Lemma S.5 in[Wang et al.|(2021). Define
BT S g ~ g2
(R (1), B (1) — [P (). @n

A= max
ar<t<B*

20
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From (26), Assumption [2]and the fact that Cgnr is a sufficiently large constant, it follows that

cz JBX po s (t)||12:/2 > max {C 4 log(T) jnax po’s ®)]| 5
Calog”*(T)nVL}, (28)
where co > 0 is a small enough constant. By the definition of the event .4, we obtain
A <Calog(T){ max [P (1), +log"*(T)nVL)} < ¢ max f’a*’ﬁ*(t)Hi, (29)

a*<t<p*

where the last inequality follows from (28)). Note that 21), and (29) verify conditions (2), (3),
(4) of Lemma S.5 in Wang et al.| (2021), respectively. Therefore, Lemma S.5 in|Wang et al.[(2021)
implies that there exists an undetected change point 7, within (s, e) such that

C3A\N
== and [P ()R 2 e max
1P 5 (i) |2 <t<p

a*<t<p*

s

e — bz-| < PR, (30)

where C3, ¢4 > 0 are constants. Then combining (29) and (30), we can derive that

PP (t)|| 5 + log'/*(T)nvVL) }

C3C4A log(T){ maXax <t<f*

bl s camaxqe<i<p- [POF (1)]13
_ C5C4log(T) { A~ N Alogl/Q(Zi)n\/f }
Ca maxg-<i<pe [P ()| maxar<e<p [P ()17
<C3Ca log(T) { VA N 64 logl/Q(T)n\/f}
- C4 K2
<Cs log(T){\/E + W}

where the second inequality follows form (26) and C5 > 0 is an constant. This completes the
induction step and therefore, the proof.

O

Lemma 5. Let {A(t)}ic() follow D-MRDPGs as in Definition Let V. € R™"*L gnd
{w}E | C R satisfy Zthl w? = 1. Then for any € > 0, it holds that

2
( ) < 2exp (— c — ° ),
L+ e[ Vg Voo maxi<i<r [wy]

where ¢ > 0 is an absolute constant and ||V ||oo = max; jcinierr) [Vijil-

Zwt P(t), V/[Vlr)| =

Proof. By definition of the tensor inner product, we have that

> wilA(t) = P(), V/||[Vlr) = ZZZZHVHF wivig{ (AW),,, - (PO, }
t=1 j=11=1

t=1 1=1
We can derive that

n n L
ZZZ”V”EQ Z]lil

1i=1j=1 I=1

M=

t

and

2wVt < VIR :
e 2 VIR Vi < VI IV oo o o

Since
{(A(t))i,,j,l - (P(t))i,j,l}ivjé["]le[LLtG[T}
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are mutually independent centered Bernoulli random variables By Bernstein inequality (e.g. Theo-
rem 2.8.2 in|Vershynin, |2018), it holds with an absolute constant ¢y > 0 that

"

which completes the proof.

S wi(A(t) ~ P, V/|[V]|s)
t=1

2
€
25)§26Xp<—co — >7
L+ €| V]g [Vl maxy<i<r [wy]

O

Lemma 6. Suppose the adjacency tensor sequence {B(t)}ier) C {0,1}"*"*L is generated ac-

cording to Deﬁnitionand satisfy Model Forany0 <s<t<e<T,let 155*6(15) be defined as
in @). If (s, e) contains exactly one change point 1y, then for any t € (s, e)

pse)|? = (e_i)ﬁ(efﬂk)zﬂi, s<t<m,
IBrolly = X0 s
(e—s)(t—s) Ik — 8)" KLy Tk e.

Proof. This follows directly the definition of P¢(¢) in (2). O
E PROOFS OF THEOREMS 2] AND[3]

Proof. Step 1. Preliminary bounds. We first define the event

log(T)

2

A:{IN(:Kande—nk\gek,Vke[K}}, where ¢, = C. -
k

Then by Theorem[l] it holds that
P{A} >1— CyT—,

and C¢, Cp,co > 0 are absolute constants. Since .4 holds with probability tending to 1 as 7" —
oo,we condition the remainder of the proof on A.

From A, Assumptionand the fact that Csnr is a sufficiently large constant, we have for all k € [K]
that nk € [Mk—1, 1),

~ ~ log(T
M — Mh—1 = M — Mh—1 — [Me—1 — Me—1| = A = C. ig ) >A—-AJ6=5A/6, (31)
and
~ ~ log(T
Mht1 = Mk > M1 — M — [Met1 — Me1] 2 A — C i(Q ) >A—-A/6=D5A/6. (32)

Similarly, we can derive that for any k € [K + 1]
e — i1 > 2A/3. (33)
As a result, the working interval
(8ks €] = (=1 + (e — Mk—1)/2, M1 — (1 — Tw) /2],
contains exactly one change point 7.

Next, by Theorem 4 and Lemma 5 in|[Wang et al.[(2025)), and Assumption [I|(¢) and (4i7), for any
k € [K + 1], we have

Hf’ﬁka,ﬁk _ PTk-1:7k || -0 < <d2m7‘7kalvﬁk +fd +~Lmﬁk—laﬁk> log(T') >’
o M — M1

for some absolute constant C; > 0. For any k € [K + 1], by (3I) and (32), each interval (7;_1, 7k
contains at most two true change points 7, — 1 and 7. Consequently, we have that

Mk 1,7k < mp—1 +mg + meqq < 3Mmax-
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Thus, it holds that

== 7, 7 7 d? max d + Lmpyax) log(T
| B — P | SCQ\/( m +; +ﬁ M) 08(T) gy g1y, 34
k— Tlk—1

with an absolute constant Cy > 0.

Step 2. Characterization of bias. From and (32), for any k € [K], the interval (751, 7jx+1) may
contain one, two or three change points. One example that contains three change points is illustrated
in the figure below. We analyze the biases in this case. The analyses for the other scenarios are
similar but simpler and therefore omitted.

[l
T
Mr—1"k—1 Mk e Me+175 4 1

In the following, we analyze three types of bias terms. Denote ar = log(T), then ar — oo as
T — o0. Observe that

HP 7]14: — P17k H

L M — NMh—1 M — Mk
H P(nk—l) - == P(ﬂk) - == P(ﬂk+1)
M — Nh—1 Nk — Nk—1 Nk — Nk—1

F
— k-1 Tk
_7 P P +f P
Mk — k-1 g (1) [ T — T [P (k+1) = Plm) ||
3Clog(T) 3C, log(T) .
<Lkl — kK < 3
SToARz, LT Toagy MRS AT e (35)

where the second inequity follows from the event .4 and (33)), and the last inequality follows from
Assumption 2] and the fact that Csnrg is a large enough constant. Similarly, we have that

i — 7 o
HP(nk“) B Pnkm““p =P (k+1) — MP(TMH) - MP(WHQ)
Mk+1 = Tk Mk+1 — Mk -
77k+1 — Mk+1
——||P( —P(n
For = |IP0e) = Plmeo)|
3C.log(T) .
TOARZ, LS : 36
= 20k}, Fk+1 = O Bk, (36)
and
’|P(7]k+1) — Pﬁk—lvﬁkHF
HP(nk-&-l) - MP(nk_l) — MP(TM) . MP(UI«-H)
Mk = Mk—1 Mk — Mk—1 Mk = Mk—1 -
i k-1 7lk Nk—1
<7 P - P Nk — k=1 P . _p
= Tk — Tk 1P (1) = Pe) |+ =— T H (1) = P(ne) |
3C.lo -
S#(/ﬂf—l + ki) + ki Sole/Qk.—F/qk. < Cykip, 37)
2AK;_,

for some constant C3 > 0.

Step 3. Uniform tightness of |7, — nx|. In this step, we show that k7|7, — nx| = Op(1). Let
r = M — M and without loss of generality, assume r > 0. Our goal is to establish that

7‘/@% = 0p(1)

If rnk < 1, the conclusion holds trivially. Thus, for the remainder of the argument, we assume
that Tlik > 1. Since 7, = n + r, it follows that

Qr(nk + 1) — Qr(nk) <0.
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Now observe that

Ne+7r
Qi +7) — Qi) = > [|A() = PP |2 — || A(t) — P ||
t=nr+1
Nk +r o R N o
= > {llA® - P f — A - PR 1
t=nr+1
Nk+r o 9 o )
S OR(CUR G R FURS s )
t=nr+1
sy 5 =2 2
+ > {la® PP E — | A®) - P}
t=nr+1
sy 5 2 2
DRI O R S R VNGRS JOMESI
t=nr+1
g 2 2
+ > {lA® - Pl - [|A®) - Poxs)l7 }
t=nr+1

=] —II+1II -1V +V.
Therefore, we have that
V< —IT+II-1IT+1IV <|I|+ ||+ |III|+ |IV]. (38)

Step 3.1. Order of magnitude of I. We start by analyzing the term

Ne+1

1= 30 {llAa@ - P Aw - PR
t=mnr+1
Ne+r o _ B _ Ne+r N o B B B
= Z HPnk—lmk 7P77k—1s77kH12:‘ —9 Z <A(t) — Pe-1lk PIk—157Tk 7Pnk‘1’"k>
t=np+1 t=np+1
4T +7r
= A\ Pie—1,7k _ Ppie-1,7k ||2 _ 5 Al — P Ple-17k _ Plk-1,7k
Z H HF 2 Z < (t) (M1, >
t=nr+1 t=nr+1
+r
_9 77’“2: <P(')7k+1) . Pﬁk—l:?]k’f)’ﬁk—h'r]k _ P?]k—lvﬁk>
t=nr+1
=1.1-212-2]3. (39)

By (34), we have that

‘}f)ﬁk—lvﬁk — Plk—1:7k H; SCQQ (demaX +?d + meaX) IOg(T>

Mk — k-1
d2 max d L max l T

where the second inequality is by (33) and the last inequality follows from Assumption 2] and the
fact that Csnr is a sufficiently large constant. This yields that

Ne+r
11 = Y [|Berie — Psi |2 = O, (rags2), (41)
t=nr+1
We now turn to the term 7.2 in (39). By Lemma[5|and (@0), we obtain that

1.2 = 0, (7,1/2”13771«71,% _ Pﬁk—l;ﬁkHF) _ Op(Tl/QOz;lmfgk). (42)
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Next, by the Cauchy—Schwarz inequality, we derive that

|1.3] < 7"HP(771€+1) _ Pﬁk—hﬁkHFHf)ﬁk—hﬁk _ Plk—1:7k HF — Op<ra;1/2,€i

where the last inequality follows from and (40).

Combining (39), @I)), @2)) and (@3), we conclude that

(I) = o,(rKi + 2k).

Step 3.2. Order of magnitude of 71. We now analyze the term

(43)

(44)

Ne+r R
=Y A B |2 - |A@) - P2}
t=nr+1
AT N+
= Z Hfﬁk’ﬁk“ — PRk Hi -2 Z <A<t) _ PﬁkvﬁkJrl,f)ﬁk»ﬁkJrl _ Pﬁkﬁk+1>
t=me t=nr+1
gy ~ Nk +7 R
- Z HPﬁkﬁk“ — P HIQr -2 Z <A(t) —P(nr41), Pl Pﬁkvﬁk+1>
t=nr+1 =1
Nk+r
—2 Z <P(77k+1) — Pt Pleie1 _ Pﬁkv'ﬁk+1>
t=nr+1

=[11-211.2—-2I13.
By (34), we have that

(d*Mmax + nd + Lmpax ) log(T)
Mk+1 — Tk
(d*Mmax + nd + Lmpay) log(T)
2A

Hf)ﬁk-,'ﬁkJrl — P41 Hi SCQQ

<302

—1,2
S aT Kl

(45)

(40)

where the second inequality follows from (33) and the last inequality follows from Assumption 2]

and the fact that Cgyg is a sufficiently large constant. It then follows that

Nk +r
I7ATE N — P |2
t=mnr+1

= Op(raElﬂi)v

To control 1.2, by Lemma[5]and #8), we obtain that
|II.2| _ Op (7,1/2”13771«,7%“ _ Pkt ||F) _ Op(rl/204;1/2l<ak).

Next, by the Cauchy—Schwarz inequality, we derive that

111.3] < THP(nkJrl) Y s HFHf)ﬁk—lvﬁk _ PﬁkﬁkﬂHF _ Op(ra;g/? 2

where the last inequality follows from (36)) and (@6).
Combining @3), @7), (@8] and (@9), we conclude that

[II| = o, (r&s +1r/2ky).
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Step 3.3. Order of magnitude of 7/1. We now analyze the term
Ne+r

LT l12 2
1= 37 {[|A® - PP~ A - Pl
t=nr+1
nk+r I, Ne+r o
= 2 [PO) —PT =2 D (A(R) = P(m). PP —Plne))
t=nx+1 t=nr+1
N+ o, Nk +r _ _
= D [POnw) = PPt =2 Y (Plmess) = Plow), P77 = P(mi))
t=nr+1 t=nr+1
N +7 _ _
—2 > (A(t) = P(npg1), P71 — P(r))
t=nr+1
=II1.1—-2I11.2—-2I11.3. ShH
From (33)), we obtain that
|IT1.1] = Op(raz’k}). (52)
Using the Cauchy—Schwarz inequality and again (33), we have that
[T11.2] < 7||P(nes1) = P () || [[PT07 = P(m) || = Op(rag's3). (53)
To bound I11.3, by Lemma[5|and (33), we get that
[ITL3] = O, (# /2P — P(y) ) = O, (207 2. (54)
Combining (31), (32), (33) and (34), we conclude that
[I11] = o,(rk? + 7/ %ky). (55)

Step 3.4. Order of magnitude of I'V. Consider the term

Ne+r
e e |12 2
v =3 {|[A®) = P77 L~ [|A®) ~ Prso) | |
t=nr+1
Ne+r o ) Nk +T o
= > |[POmar) =PIt =2 " (A(E) = P(es), P70 — Pyr))
t=nr+1 t=nr+1
—IV.1 —2IV.2. (56)
By (36), we derive that
[IV.1| = Op(rap?si). (57)
By Lemmal[5|and (36), we have that
[1V.2) = Oy (12| P (i) = P | L) = O (120 1), (58)
Combining (36), (57) and (58)), we conclude that
[IV| = o, (1K} + 1 %ky). (59)

Step 3.5. Order of magnitude of V. We now analyze the final term
Ne+7

V=3 ||A®) - Pm)|; — ||A®) - P2
t=nr+1
N+ ) ne+r
= > Pow) =Pnsn)|[g =2 D (AWM =P(miy1), Pox) — P(miyr))
t=nr+1 t=nr+1
=rxi —2V.1 (60)
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Using Lemmal[3] we obtain that

V| = 0, (12 [P () = Pliin) ) = Op(r/2m1). (61)

Step 3.6: Combining (38), @), 30), (33), (39), and (61) we have for all rx; > 1 that
rig = Op(1).

Step 4. Limiting Distributions. For any ¢ € (g, €), define

t

Q)= > A — PO + Z 1A () = P (o) I

u=358+1 u=t+1

Note that the term V' defined in (38) satisfies
V = Qi +7) — Qrl(ms),
and hence by (38), @), (50), (33), 39 and rx7 = O, (1), we have that
|Qr (i +7) — Qi) — { Qe +7) — Qulnw) }| < 11|+ [I| + [11T| + 1V] L 0.

Therefore, by Slutsky’s theorem, it suffices to derive the limiting distributions of @k(nk +7r)—
Qu(nk) as T — oo. We consider the two scenarios for k.

Non-vanishing scenario. Suppose xr — pg, as T — oo, with p;, > 0 being an absolute constant.
For r < 0, we have that

Mk

Qu(ni +7) — Qi) = Z {HA(t) - P(%H)H? —[|A(t) - P(??k)”i}
t=nr+r+1

= Y |[Pow) -Powr)|
t=nr+r+1

N+

~2 > (A() = P(m), P(ms1) — P(m))

t=nr+1
0
= =1t =20k Y (Wi Ei(t)), (62)
t=r+1
with ¥}, defined in Model[I] and for any k € [K + 1] and ¢ € Z, Ej(t) = Ag(t) — P(n;) with
11d

{Ar(®)} ez "~ MRDPGH{X: oy, {Wa (k) hierry)-
For r > 0, we have that when T' — oo,

Nk+r

Qulme +1) = Qutm) = Y {IA® =Pz — [AQ®) — POms)||5 }
t=nr+1
Nk+r 9
= > POw) —Plrd) |y
t=nr+1
ne+r
+2 ) (A P(nk+1), P(kg1) — P(ne))
t=nr+1
210} + 200 Y (Wi, By (1)), (63)

27



Under review as a conference paper at ICLR 2026

By Slutsky’s theorem and the argmin continuous mapping theorem (see e.g. Theorem 3.2.2 in|Well-
ner et al.,[2013)), we obtain

~ D .
Mk — N — arg min P (1),
which completes the proof of part Theorem 3]

Vanishing scenario. Let m = m,zz, noting that m — oo as T" — oo. For r > 0, we have that

Qi (e +rm) — Qi ()

ng+rm
= > a0 -Pow |} - A0 ~ P2}
t=nr+1
Ne+rm ) ng+rm
= > |Pow) =Pz +2 D (A®) = P(mrr1), P(nes1) — Plmw))
t=nr+1 t=nr+1
2 ”’“f:m
=r 4+ — <A(t) _P(nk+1>7‘I’k>-
\/ﬁ t=nr+1
By the functional central limit theorem, we have that when 7" — oo,
1 nk+rm o
NG t:nZkH (A(t) = P(qi41), Oi) — ok 1B (r),

where B; (r) is a standard Brownian motion and for any k£ € [K] and ¥’ € {k,k + 1}, U,%JC/ =
Var ((¥, Ex (1))). Consequently, as T — oo

ék(nk +rm) — ék(nk) D, + 204 p+1B1 (7).

Similarly, for r < 0, we have that when T" — oo

Ok (i 4+ rm) — Ok By 200 kB2 (—7),

where By (r) is a standard Brownian motion. Applying Slutsky’s theorem and the argmin continuous
mapping theorem (see e.g. Theorem 3.2.2 inWellner et al., 2013)), we conclude that

N D .
n% (Mk — M) — arg min Py, (1),

which completes the proof of Theorem

F ADDITIONAL DETAILS AND RESULTS IN SECTION [4]

All experiments were run on a CPU with 16GB RAM. For each synthetic scenario with node size
n = 100, number of layers L = 4 and time span 7" = 200, the compute time is about 10 hours
to localize the change points and to construct the confidence intervals over 100 Monte Carlo trials.
For each real data experiment, the computation time is approximately 15 minutes to perform change
point localization and confidence interval construction.

F.1 ADDITIONAL RESULTS IN SECTION [4.1]

Table 3] presents the results for Scenarios 3 and 4.

Sensitivity analysis: We examine the sensitivity of Algorithm [I| to the threshold constant c; ;.
Guided by Theorem the threshold is setas 7 = cT’ln\/f logg/ 2 (T"). The constant ¢, ; is calibrated
by evaluating the false positive rate under an MSBM with no change points (four equally sized
communities; see Section . We find that ¢, ; = 0.1 yields a false detection rate of about 1%,
demonstrating effective control. Smaller values (¢ ;1 € 0.05,0.08) increased false detections, while
larger values (c;; € 0.12,0.15,0.20) reduced detection power.
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Table 3: Means of evaluation metrics for networks simulated from Scenarios 3 and 4.

Scenario 3 Scenario 4

n Method |[K—K|| d(C|c)) d|C)) C(G,g)1 |K—-K|| dC|C)) d(C|c)l C(G,G)1
CPDmrdpg 0.19 9.64 0.14 95.11% 0.00 0.02 0.02 99.98%
gSeg (nets.) 0.98 Inf Inf 68.93% 5.00 Inf Inf 0.00%

50 kerSeg (nets.) 0.16 0.18 2.06 98.90% 0.36 0.14 2.65 98.56%
gSeg (frob.) 0.92 Inf Inf 66.78% 1.53 Inf Inf 74.92%
kerSeg (frob.) 0.82 48.52 5.11 73.55% 0.40 0.05 3.71 98.12%
CPDmrdpg 0.00 0.02 0.02 99.98% 0.00 0.00 0.00 100%
gSeg (nets.) 0.69 Inf Inf 80.10% 4.98 Inf Inf 0.77%

100 kerSeg (nets.) 0.17 0.00 3.26 99.16% 0.34 0.08 2.93 98.47%
gSeg (frob.) 0.79 Inf Inf 72.11% 1.86 Inf Inf 68.57%
kerSeg (frob.) 0.79 48.82 4.75 73.80% 0.42 0.06 2.93 98.63%

Table 4: Means of evaluation metrics for dynamic networks simulated from Scenario 1, varying ¢ ;.

n_ ey |K-K[L d@0) L dC)L C(G.6)1

0.25 0.00 0.00 0.00 100%
0.20 0.00 0.00 0.00 100%
0.15 0.00 0.00 0.00 100%
50 0.12 0.00 0.00 0.00 100%
0.10 0.01 0.00 0.42 99.86%
0.08 0.25 0.00 6.68 97.80%
0.05 5.18 0.00 52.86 67.50%
0.25 0.00 0.00 0.00 100%
0.20 0.00 0.00 0.00 100%
0.15 0.00 0.00 0.00 100%
100  0.12 0.00 0.00 0.00 100%
0.10 0.00 0.00 0.00 100%
0.08 0.15 0.00 4.98 98.54%
0.05 5.02 0.00 53.84 67.56%

Tables 47 report results for Scenarios 1-4 with ¢, ; € {0.05,0.08,0.10,0.12,0.15,0.20,0.25}.
These results demonstrate that our method is relatively robust against the choices of ¢ ;.

We also assess sensitivity to the input ranks 11 = ro = r € {10, 15,20} with results shown in
Table |8l We find that the method remains robust across these choices.

Frequent change points: To assess performance under frequent changes, we conduct simulations
with increasing numbers of change points K € {2,7,12}. As reported in Table@], while localization
accuracy decreases slightly as K increases, all change points are consistently detected, demonstrat-
ing robustness even in high-frequency settings.

Temporal dependence We further evaluate robustness under temporal dependence by modifying
Scenario 1. Instead of sampling A; ;;(t) ~ Bernoulli(P; ;;(t)) independently across time, we
generate temporally dependent edges as follows:

Bernoulli((l — Pi’jJ(t + 1))7‘1’ + Pi’j,l(t + 1)), Ai}j’l(t)

=1
A, (t+1) ~ . ’
it +1) {Bemoulll(Pm,l(t +1)(1 - 77)), A;j(t) =0;

with = € {0.005,0.01,0.02} controlling dependence strength. Results in Table [10| show that our
method maintains strong performance when temporal dependence is weak (7 < 0.01) and degrades
gradually as dependence increases.

Comparisons with other competitors: The method of [Wang et al.| (2025), denoted CPDonline,

is designed for online change point detection in dynamic multilayer networks. The method of [Li
et al.| (2024), denoted AutoCPD, is deep learning—based and typically requires myriad labeled data
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Table 5: Means of evaluation metrics for dynamic networks simulated from Scenario 2, varying ¢ ;.

n i |[K-K|] d(C[C)] d(C|C)] C(G6,9")1
0.25 0.00 0.00 0.00 100%
0.20 0.00 0.00 0.00 100%
0.15 0.00 0.00 0.00 100%

50 0.12 0.00 0.00 0.00 100%
0.10 0.00 0.00 0.00 100%
0.08 0.02 0.00 0.64 99.68%
0.05 3.79 0.00 28.46 75.43%
0.25 0.00 0.00 0.00 100%
0.20 0.00 0.00 0.00 100%
0.15 0.00 0.00 0.00 100%

100  0.12 0.00 0.00 0.00 100%
0.10 0.00 0.00 0.00 100%
0.08 0.05 0.00 1.14 99.38%
0.05 3.53 0.00 28.60 76.50%

Table 6: Means of evaluation metrics for dynamic networks simulated from Scenario 3, varying ¢ ;.

n o |[K-K[] d(C[C)} d(C[C)] C(G,9)1

0.25 1.00 50.00 0.00 75.00%
0.20 0.96 48.00 0.00 76.00%
0.15 0.64 32.00 0.00 84.00%
50 0.12 0.39 19.58 0.08 90.17%
0.10 0.19 9.64 0.14 95.11%
0.08 0.09 4.30 0.50 97.61%
0.05 4.27 0.36 32.54 71.55%
0.25 0.43 21.50 0.00 89.25%
0.20 0.15 7.52 0.02 96.23%
0.15 0.00 0.02 0.02 99.98%
100  0.12 0.00 0.02 0.02 99.98%
0.10 0.00 0.02 0.02 99.98%
0.08 0.06 0.02 1.08 99.57%
0.05 4.04 0.02 32.76 73.62%

indicating whether a time window contains a change point to train a classifier, which is not available
in our fully unsupervised setting.

Nevertheless, we conduct simulations comparing our method with CPDonline and AutoCPD. For
AutoCPD, we trained the method using simulated labeled data and then applied it to a testing dataset.
As shown in Table[T T} our method (CPDmrdpg) outperforms CPDonline and AutoCPD across nearly
all evaluation metrics for both small and moderate-sized networks.

F.2 ADDITIONAL DETAILS AND RESULTS IN SECTION [4.2]

This section provides a detailed analysis of the U.S. air transportation network data, evaluates the
performance of competing methods (introduced in Section [d.I)) on both real datasets and presents
the constructed confidence intervals using the procedure in Section

The U.S. air transportation network data consist of monthly data from January 2015 to June 2022
(T' = 90) and are available from Bureau of Transportation Statistics| (2022). Each node corresponds
to an airport and each layer represents a commercial airline. A directed edge in a given layer in-
dicates a direct flight operated by a specific commercial airline between two airports. We choose
the L = 4 airlines with the highest flight volumes and the n = 50 airports with the most depar-
tures and arrivals. Our method identifies change points in December 2015, June 2017, February
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Table 7: Means of evaluation metrics for dynamic networks simulated from Scenario 4, varying ¢ ;.

n ey |K-KIL dC0)L dCl0)L C(G.G)1

0.25 2.67 83.20 0.00 62.47%
0.20 1.19 28.40 0.00 85.63%
0.15 0.13 2.60 0.00 98.67%
50 0.12 0.01 0.22 0.02 99.88%
0.10 0.00 0.02 0.02 99.98%
0.08 0.00 0.02 0.02 99.98%
0.05 0.75 0.02 11.94 93.36%
0.25 0.01 0.20 0.00 99.90%
0.20 0.00 0.00 0.00 100%
0.15 0.00 0.00 0.00 100%
100  0.12 0.00 0.00 0.00 100%
0.10 0.00 0.00 0.00 100%
0.08 0.00 0.00 0.00 100%
0.05 0.89 0.00 12.46 92.55%

Table 8: Means of evaluation metrics for dynamic networks simulated from Scenarios 1 and 3 with
n =>50,L = 4,r3 = L, varying input ranks 71 = ro = 7.

Scenario r |K—K|| d(C|C)} d(C|C)] C(G,G")1

10 0.00 0.00 0.00 100%
1 15 0.01 0.00 0.42 99.86%
20 0.00 0.00 0.00 100%
10 0.15 7.80 0.30 95.96%
3 15 0.19 9.64 0.14 95.11%
20 0.05 2.70 0.20 98.55%

2019, February 2020 and February 2021, all corresponding to major abruptions in the U.S. aviation
industry.

The change point in December 2015 coincides with increased regulatory scrutiny over airline consol-
idation, following concerns raised by the American Antitrust Institute about reduced market com-
petition after a series of mergers. The June 2017 change point aligns with the proposal of the
Aviation Innovation, Reform and Reauthorization Act, which advocated for privatizing air traffic
control and influenced route planning among carriers. Moreover, the February 2019 change point
follows the U.S. government shutdown (December 2018 - January 2019), which caused Transporta-
tion Security Administration staffing shortages and significant operational disruptions, prompting
stabilization efforts in the months that followed. Lastly, the most significant structural disruptions
emerged in February 2020 and February 2021, aligning with the initial shock and continued fallout
of the COVID-19 pandemic, which triggered widespread flight cancellations, demand collapse and
structural reconfiguration in the aviation industry.

Performance of competitors. Table[I2]summarizes the change points detected by the proposed and
competing methods for the worldwide agricultural trade network data. Notably, the gSeg method
fails to detect any change points after 2010, regardless of input type. Meanwhile, the kerSeg method
detects change points in 1990 and 1992, which are temporally too close. In contrast, our proposed
method (CPDmrdpg) identifies four major change points that align well with known geopolitical
and policy-related events.

Table [T3] presents the results for the U.S. air transportation network data. Although the kerSeg
method using networks as input demonstrates a good performance in the simulation study, it detects
an excessive number of change points in this real data experiment, making the results unreliable and
raising concerns about false positives. Similarly, the kerSeg method that uses layer-wise Frobenius
norms as input has detected change points that are too close, yielding clusters of change points that
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Table 9: Means of evaluation metrics for dynamic networks simulated from Scenario 1 with n = 100
and L = 8, varying K.

K |K-K[] d(C[c)] d(C[C)] CG.9)1
2 0.00 0.00 0.00 100%

7 0.00 1.00 1.00 96.08%
12 0.00 1.00 1.00 94.19%

Table 10: Means of evaluation metrics for dynamic networks simulated from Scenario 1 with n =
50, varying levels of temporal dependence 7.

T |K-K[| d(C[0)] d(C[C)) C(G,6)1

0.000 0.01 0.00 0.43 99.86%
0.005 0.05 0.00 0.20 99.90%
0.010 0.60 0.00 15.00 93.90%
0.020 5.50 0.00 57.00 62.60%

could potentially be grouped together. On the contrary, the gSeg method that uses the Frobenius
norms as input detects too few change points, while the gSeg method using networks as input has
detected too many change points. The proposed CPDmrdpg method (Algorithm([T) yields five change
points that align well with known disruptions and policy changes in the aviation sector.

While the competitor methods do detect important and relevant change points in both two real
datasets, they tend to either over- or under-segment the time span. These patterns suggest that the
change points identified by the competing methods may be less realistic or informative compared to
those identified by the proposed method.

Performance of constructed confidence intervals. Tables [I4] and [I5] report the detected change
point from Algorithm [I]and the 95% confidence intervals constructed via the procedure from Sec-
tion [3.1] for the agricultural trade and air transportation networks, respectively.
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Table 11: Means of evaluation metrics for dynamic networks simulated from Scenario 1.

n Method K —K|] d(C|c)! d(|c)l C(G,G)1

CPDmrdpg 001 0.00 0.42 99.86%
50  CPDonline 0.00 3.00 3.00 95.13%
AutoCPD 0.00 0.69 0.69 99.12%
CPDmrdpg __ 0.00 0.00 0.00 100%
100 CPDonline 0.00 2.00 2.00 97.05%
AutoCPD 0.97 0.89 16.17  88.29%

Table 12: Detected change points for the worldwide agricultural trade network data.

Method Detected change points
CPDmrdpg 1991, 1999, 2005, 2013

gSeg (nets.) 1993, 2002, 2010

kerSeg (nets.) 1990, 1992, 1999, 2005, 2012
gSeg (frob.) 1993, 2002, 2009

kerSeg (frob.) 1990, 1992, 1997, 2003, 2012

Table 13: Detected change points for the U.S. air transportation network data.

Method Detected change points

CPDmrdpg 2015-12, 2017-06, 2019-02, 2020-02, 2021-02

gSeg (nets.) 2015-11, 2016-10, 2017-09, 2018-09, 2019-09, 2020-10, 2021-08

kerSeg (nets.) 2015-11, 2016-03, 2016-10, 2017-05, 2017-09, 2018-05, 2018-10
2019-03, 2019-09, 2020-03, 2020-10, 2021-03, 2021-09

gSeg (frob.) 2015-11, 2020-01, 2021-03

kerSeg (frob.) 2015-11, 2017-10, 2020-01, 2021-03, 2021-05, 2021-09, 2022-01

Table 14: Detected change point from Algorithm and 95% confidence intervals via Sectionfor
the worldwide agricultural trade network data.

Detected change points Time point Confidence interval

1991 6 (5.97,6.03)

1999 14 (13.98,14.02)
2005 20 (17.97,18.05)
2013 28 (25.99,26.06)

Table 15: Detected change point from Algorithm|I]and 95% confidence intervals via Section 3.1]for
the U.S. air transportation network data.

Detected change points  Time point Confidence interval

2015-12 2 (11.55, 12.41)
2017-06 30 (28.79,30.98)
2019-02 50 (49.67,53.22)
2020-02 62 (59.66, 60.36)
2021-02 74 (73.58,74.27)
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