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Abstract

Aerial-Ground person re-identification (AG-RelD) is an emerging yet challenging
task that aims to match pedestrian images captured from drastically different view-
points, typically from unmanned aerial vehicles (UAVs) and ground-based surveil-
lance cameras. The task poses significant challenges due to extreme viewpoint
discrepancies, occlusions, and domain gaps between aerial and ground imagery.
While prior works have made progress by learning cross-view representations, they
remain limited in handling severe pose variations and spatial misalignment. To
address these issues, we propose a Geometric and Semantic Alignment Network
(GSAlign) tailored for AG-ReID. GSAlign introduces two key components to
jointly tackle geometric distortion and semantic misalignment in aerial-ground
matching: a Learnable Thin Plate Spline (LTPS) Module and a Dynamic Alignment
Module (DAM). The LTPS module adaptively warps pedestrian features based
on a set of learned keypoints, effectively compensating for geometric variations
caused by extreme viewpoint changes. In parallel, the DAM estimates visibility-
aware representation masks that highlight visible body regions at the semantic
level, thereby alleviating the negative impact of occlusions and partial observa-
tions in cross-view correspondence. A comprehensive evaluation on CARGO with
four matching protocols demonstrates the effectiveness of GSAlign, achieving
significant improvements of +18.8% in mAP and +16.8% in Rank-1 accuracy over
previous state-of-the-art methods on the aerial-ground setting. The code is available
at: https://github.com/stone96123/GSAlign.

1 Introduction

Person re-identification (RelD), aiming to address the problem of matching people over a distributed
set of nonoverlapping cameras, has attracted intensive attention in the last few years due to its
wide applications in surveillance systems. Although traditional person re-identification (RelD)
has achieved remarkable progress [1, 2, 3, 4, 5], there is growing interest in aerial-ground RelD
(AG-RelD) settings, driven by the increasing deployment of unmanned aerial vehicles (UAVs) and
low-altitude platforms in surveillance applications [6, 7, 8, 9, 10]. This, in practice, puts the Re-ID
problem in an aerial-ground setting and requires the approaches to properly handle both the significant
geometric view-variation and semantic misalignment.
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(a) Current alignment strategy.  (b) Our proposed Geometric and Semantic Alignment Network (GSAlign).

Figure 1: Illustration of the motivation of GSAlign. (a) Prior methods rely solely on implicit
alignment, which is insufficient to fully address spatial and semantic distortions. (b) In contrast,
our GSAlign performs explicit alignment at both the geometric and semantic levels via LTPS and
visibility-aware semantic masks, respectively. This design equips GSAlign with a stronger capability
for robust aerial-ground matching.

Despite its potential, AG-RelD remains a highly underexplored and technically challenging problem.
Unlike conventional RelD tasks [11, 12, 13, 14, 15], AG-RelD suffers from extreme viewpoint
disparities, where aerial images exhibit severe top-down perspectives while ground views contain
mostly frontal or profile views. These differences cause significant geometric distortions and drastic
appearance changes, which conventional ReID models that are primarily trained on ground-view data
are ill-equipped to handle. In addition, AG-RelID often involves frequent occlusions and unbalanced
visibility across views, further complicating cross-view matching.

To mitigate these challenges, several recent studies have attempted to adapt existing ReID techniques
to the aerial-ground scenario [16, 8]. These methods seek to learn modality-specific representations
or map features into a shared embedding space using metric learning or adversarial objectives.
Others employ cross-view decomposition strategies or design view-invariant constraints to bridge the
modality gap. However, these methods tend to focus on global alignment and overlook two critical
issues: (1) the severe geometric distortion induced by cross-view perspectives, and (2) semantic
misalignment caused by partial occlusions and varying visible body regions. These limitations lead
to suboptimal performance, especially under large viewpoint gaps.

In this paper, as shown in Figure 1 (b), we propose a Geometric and Semantic Alignment Net-
work (GSAlign), which is specifically designed to tackle the core challenges of Aerial-Ground
Re-Identification (AG-RelD). The key insight of our approach is to explicitly model both geometric
deformation and visibility-aware semantics within a unified ViT framework. To this end, GSAlign
introduces two complementary modules: First, the Learnable Thin Plate Spline (LTPS) Transforma-
tion Module. LTPS adaptively warps pedestrian representations based on a set of learned keypoints.
Unlike hand-crafted alignment strategies, our LTPS module is fully differentiable and end-to-end
trainable, enabling the network to learn viewpoint-conditioned transformations that effectively and
dynamically compensate for severe spatial distortions caused by extreme cross-view differences.
To avoid potential errors caused by one-shot correction, LTPS is progressively integrated into the
hierarchical layers of a Vision Transformer (ViT). This design enables the network to iteratively
refine geometric alignment across layers, allowing fine-grained, stage-wise correction throughout
the feature propagation process. Second, the Dynamic Alignment Module (DAM). DAM enables
each input image to predict its own visibility-aware representation masks at the semantic level,
highlighting visible body regions while suppressing noisy or occluded areas. The predicted masks
are then applied to the corresponding gallery features to filter out noisy signals from invisible regions,
thereby enhancing cross-view feature alignment. By dynamically adapting to the visibility of different
body parts, DAM guides the network to focus on semantically consistent and identity-discriminative
cues across aerial and ground views. This allows the model to focus on semantically consistent cues
across views, thereby improving robustness under occlusions and pose variations.

To sum up, the main contributions of this paper are as follows:

* We propose GSAlign, a novel framework for aerial-ground person re-identification that
jointly addresses geometric deformation and semantic misalignment within a unified archi-
tecture. GSAlign is specifically designed to handle the extreme cross-view variations and
visibility inconsistencies inherent in UAV-to-ground matching scenarios.



* We introduce a Learnable Thin Plate Spline (LTPS) Module and a Dynamic Alignment Mod-
ule (DAM). LTPS performs keypoint-guided feature warping to compensate for severe spatial
distortions, while DAM enhances semantic alignment by estimating visibility-semantic rep-
resentation masks to highlight visible body regions and suppress noisy or occluded areas.

» Extensive experiments on the challenging CARGO dataset validate the effectiveness of
GSAlign, which achieves state-of-the-art performance with absolute gains of +18.8% in
mAP and +16.8% in Rank-1 accuracy on the aerial-ground setting.

2 Related Work

Building upon well-established ground surveillance infrastructure, advanced person re-identification
algorithms have made significant progress across a range of scenarios, including general scenarios [17,
18, 1, 4], occluded scenarios [19, 12, 20, 21], cross-modal scenarios [22, 23, 24, 25], multi-spectral
scenarios [26, 27, 28], and cross-spectral scenarios [29, 30, 31, 32, 33].

However, with the proliferation of unmanned aerial vehicles (UAVs) and low-altitude platforms
augmenting traditional surveillance systems, person RelD research is increasingly extending to
aerial-view scenarios [34]. Initial efforts in this direction focused on aerial-aerial retrieval tasks using
datasets such as UAV-Human [35] and PRAI-1581 [7]. More recently, attention has shifted towards
connecting the aerial views with traditional ground systems. Aerial-Ground person RelD (AG-RelD),
where the query and gallery images originate from fundamentally different viewpoints, typically
aerial and ground-level perspectives. This setup introduces severe spatial and semantic discrepancies,
often leading to substantial degradation in identity-preserving cues such as pose, silhouette, and
clothing texture [36]. Several approaches have been proposed to mitigate these challenges. Nguyen
et al. [6] proposed a dual-stream structure guided by attributes to enhance semantic disentanglement,
later extended to a three-stream model with modality-aware supervision [16]. Zhang et al. [8]
developed the View-Decoupled Transformer (VDT), which explicitly models and separates viewpoint-
specific and viewpoint-invariant features. Despite these advances, existing AG-ReID methods still
face difficulties in handling extreme spatial distortions and in leveraging visible semantic regions
effectively. To overcome these limitations, we propose GSAlign, a novel framework that performs
instance-adaptive geometric transformation and visibility-aware semantic alignment, promoting
robust and spatially consistent feature learning across aerial and ground domains.

3 Methodology

3.1 Overview

The overall framework of the Geometric and Semantic Alignment Network (GSAlign), illustrated
in Fig. 2, is built upon a ViT-Base backbone and designed to address feature misalignment under com-
plex multi-view conditions. Inspired by the success of the View-Decoupled Transformer (VDT) [37],
we adopt the VDT architecture as the foundation of GSAlign, which effectively captures both global
semantics and fine-grained structural cues. Following its design, we introduce an additional view
token to model viewpoint-specific information. The token sequence during training is defined as:

[Xclsa XvieW7 Ximg] = VDT ([Xclm XvieWa tOkenize(Ximg)]) ) (1)

where X5, Xyiew, and Xine represent the class token, view token, and image tokens, respectively.

To improve geometric robustness, we integrate a Learnable Thin Plate Spline module (LTPS) into
transformer layers. This module predicts rotation-aware control point offsets and applies a non-rigid
spatial transformation to warp local patch features. By doing so, LTPS mitigates pose-induced
geometric distortions and enhances structural alignment across views. In addition, we introduce a
Dynamic Alignment Module (DAM) during training, which generates channel-wise semantic masks
guided by class-specific prototype features. These masks dynamically highlight identity-relevant
subspaces, allowing the model to focus on discriminative patterns while suppressing background
noise and occlusion artifacts. The generated masks serve a specific purpose: aligning the features
toward consistent subspaces. Overall, the GSAlign integrates the LTPS and DAM, jointly optimizing
for classification accuracy, feature consistency, and robustness to view and shape variations. This
synergy enables GSAlign to show a strong re-identification ability in severe view variations.
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Figure 2: Overview of the GSAlign architecture. Given aerial or ground-view inputs, GSAlign
first applies an initial geometric transformation via a Learnable Thin Plate Spline (LTPS) module,
followed by progressive alignment through LTPS blocks inserted before each ViT layer. In parallel, a
Dynamic Alignment Module (DAM) generates a visibility-aware semantic mask according to the
input image, which is then applied to the representations of other images in the batch to suppress
irrelevant or occluded features.

3.2 Learnable Thin Plate Spline

To address the spatial misalignment problem in person re-identification, we design a Learnable Thin
Plate Spline (LTPS) deformation module that explicitly models geometric variations arising from
changes in human pose and viewpoint. By dynamically predicting control point displacements and
rotation angles, the module performs nonlinear transformations on feature maps, thereby enhancing
their ability to capture non-rigid spatial deformations. As illustrated in Fig. 2, the LTPS modules are
integrated into each transformer block to build a hierarchical deformation-aware representation. The
LTPS modules at shallower layers focus on capturing local deformation details, while those at deeper
layers are responsible for modeling global pose variations.

The core idea of the LTPS module is to perform non-rigid deformation based on control points
interpolation. We initialize a set of 2D source contro points P, € R¥*?2 as a regular grid uniformly
distributed over the normalized coordinate space [—1,1] x [—1, 1] and treat them as learnable
parameters optimized during training. In parallel, we define a set of target control points P, € R¥*2
which are fixed and share the same regular grid positions as the initial P, representing the canonical
target shape. During training, a rotation angle is predicted from the input features and applied to P,
and a smooth deformation mapping is constructed by enforcing an interpolation constraint from the
rotated P to the fixed P, guiding the feature map to undergo spatial transformation.

In traditional thin plate spline (TPS) transformations, the source control points P are fixed, and
spatial rearrangement is achieved only by learning the target control points P, which limits the
ability to handle global rotations and complex deformations. To address this, we design a rotation
prediction module that predicts a rotation angle from the global orientation of the input feature map,
and applies this rotation to the source control points for improved modeling of spatial deformations.
The process is defined as:

plo) _p cos —sinf] 6= f)(F) ?)
s = sinf  cosf ’ = JoE)

Here, F represents the patch-level feature map of each layer, and fy(-) is the rotation prediction
network that outputs the angle 6 € [—g, g] .

To obtain the transformation function T'(-), the TPS requires the source control points P, and the
target control points P to form the following interpolation constraint:

T(Ps,i) = Pt7i7 Yi=1,2,3,.. K. 3)

This constraint requires that the transformation function precisely maps the source points P to the
target points P; at each control point. Based on this, for the rotated source points P7°¢ and the target
control points P, the TPS transformation function T(-) is defined as follows:

K

T(p.) = A po+ Y wi U(lx — P&, )
=1



where p,, can be any point from the feature map. A € R?*? is an affine matrix. w; is the deformation
weight for the i-th TPS kernel function, U;(+), which is defined as:

U(r) = r?logr?, r= P, — Py

2. %)
Here, r is the Euclidean distance between the feature point p, and the ¢-th source control point.

The patch feature after deformation by 7'(-) is denoted as Fyy,s. We apply residual fusion with the
original patch feature F":
Fna = F + n- Fllps- (6)

Here, 7 is a tunable fusion factors. This fusion strategy allows the model to retain original semantic
features while explicitly incorporating dynamic spatial structure awareness. As a result, it improves
the model’s ability to recognize people under occlusion, rotation, and deformation in complex scenes.

3.3 Dynamic Alignment Module

In person re-identification, training images often contain occlusions, background noise, or identity-
irrelevant regions. Directly encoding features from the entire image may lead the model to learn
redundant or non-discriminative representations. To address this issue, we explore whether the visibil-
ity patterns of a given input image can be used to dynamically modulate the feature representations of
other samples. Inspired by DPM [38], we propose the Dynamic Alignment Module (DAM), which
leverages input-guided masks to improve semantic alignment. Specifically, DAM treats the mean
feature representation of images with the same identity as its ideal prototype, assuming that noise or
occlusion in different samples manifests as partial loss of this prototype’s semantic structure. Based
on this formulation, DAM introduces a dynamic channel-wise mask generator based on the input
and modulates prototypes by referencing the input-aware mask. This allows the model to suppress
irrelevant or noisy dimensions and emphasize input-relevant subspaces in a content-aware manner.

Specifically, during training, for each batch, we firstly construct prototype features for all classes as:

1 Qe
= 1. 7
p Nc; @)

Here, N, is the number of samples belonging to class ¢ within the current mini-batch, and f; represents
the feature embedding of the :-th sample. All prototype features are /5-normalized both before and
after the update to ensure consistent alignment with the sample features.

To enable dynamic selection of relevant prototype subspace, we design a channel-wise mask generator.
This generator guides the model to identify and emphasize the prototype subspace most relevant for
discriminating the current input image. Unlike spatial domain masks operating on pixel regions, we
focus on channel-wise selection. The goal is to generate a sparse, discriminative channel-wise mask
for each image, highlighting the discriminative dimensions during prototype matching.

The mask generator creates a channel-wise mask based on the current sample feature f; with a
two-layer multilayer perceptron (MLP), followed by a Sigmoid activation function to ensure mask
values are between 0 and 1:

m; = Sigmoid (Ws - ReLU (W - f; + by) + ba) (8)

where W; € RP*% and W, € R%*P are learnable weight matrices, b; € RZ and by € RP
denote the bias terms, and f; is the input feature vector.

The generated sample-specific mask is then used to weight the prototype features, focusing on the
parts of the features that are relevant to the category. The mask is applied by performing element-wise
multiplication with the prototype features as follow:

p*h*! = p O m,, ©)
where p. denotes the prototype feature of class ¢, and m,. is a channel-wise mask generated by the
Channel-wise Mask Generator based on the feature representation of each sample and its correspond-
ing label.

This mask is employed exclusively during the training phase to reweight the prototype p. along
the channel dimension. By emphasizing informative feature channels and suppressing less relevant



ones, this mechanism encourages the model to focus on more discriminative aspects of the prototype
representation. It is important to emphasize that this masked prototype weighting strategy is only
applied during training to facilitate effective prototype learning. During inference, the model directly
compares the extracted features with the unmasked prototypes, without relying on any class labels or
mask generation.

Overall, the dynamic weighting mechanism enables the model to adaptively adjust prototype rep-
resentations according to the feature distribution of each class. This enhances the discriminative
capacity of the learned representations by selectively highlighting important channels and filtering
out irrelevant dimensions. In addition, this module is utilized only during the training phase, which
will not add the inference computation cost.

3.4 Loss Function and Optimization

Our model is trained using a composite loss function designed to optimize identity discrimination,
geometric stability, and feature-level alignment. In addition to the standard ID classification loss Lig
and the Triplet loss Ly; commonly employed in RelD tasks, we introduce a deformation 10ss Lgeform
and the mask 10Ss £ pask.

Deformation Loss. To enhance the stability of the LTPS module’s deformation modeling, we
introduce a regularization term as the deformation loss Lgeform- This loss discourages the rotation
prediction submodule from outputting excessively large rotation angles, thereby promoting geometri-
cally plausible transformations. While the angle prediction mechanism intrinsically limits angles via
a tanh activation and scaling, this loss provides an additional constraint. It is defined as the average
absolute predicted rotation angle across all L encoder layers where an LTPS module is integrated:

L
1
‘Cdeform = Z ; |9l|7 (10)

where 6; represents the predicted rotation angle at the [-th layer. By penalizing large rotation
magnitudes, this loss helps maintain geometric consistency during the feature transformation process.

Mask Loss. To enhance the effectiveness of the Dynamic Alignment Module, we introduce a mask
alignment loss to ensure consistency between the dynamically masked prototype and the input sample
feature. we formulate a composite mask 1oss Lyask. This loss comprises two components: an
alignment term L}z, and an entropy-based regularization term Lenropy:

L:mask = »Calign + )\»Centropy~ (1D

Lalign aims to ensure that an input sample’s feature representation, when masked, aligns closely with
its corresponding class prototype, also masked by the same sample-specific mask. This encourages
consistency in the feature subspace highlighted by the dynamic mask, even in the presence of
occlusions or pose variations which might otherwise lead to disparate semantic activations. Let f; be
the feature of i-th sample with class of ¢, m; its generated channel-wise mask, and p. the prototype
for the class c. The alignment loss is computed as:

N
1
Laign = 77 > [INorm(m; © p,.) — Norm(m; © £;)][3 (12)

=1

where N is the batch size, and Norm means the /5 normalization. This loss encourages intra-class
compactness within the dynamically selected channel subspace. By applying the mask m; to both the
sample feature and its prototype, the model learns to emphasize discriminative channels corresponding
to visible regions while down-weighting channels associated with occlusions or background clutter.

Lenwropy 1s designed to promote channel selectivity in the generated masks. During training, the mask
tends to degenerate into a fully activated state, i.e., m; — 1. This loss drives the mask vector towards
a binary distribution by maximizing the information entropy, thus retaining the most relevant channels
for each sample. It is defined as the negative sum of binary entropies for each mask component:

N D

A

Lonsopy = —5075 2 > [m{? logm(® + (1 = m(*) log(1 — m(")] . (13)
=1 d=1



Laiign and Leniropy WOrk as complementary constraints. L,jign guides the mask to select channels that
maximize prototype similarity, while Lenyopy €ncourages the mask to make more definitive selections.
A balancing hyperparameter A is introduced to regulate the trade-off between the two objectives.

Overall Loss. The model is trained end-to-end by minimizing a comprehensive loss function that
aggregates the aforementioned components:

Liotal = (ﬁid + Llri) + oLgeform + ﬁ'cmasln (14)

where the « and f is the hyper-parameters to adjust the weight of Lgeform and Lask respectively. This
joint optimization framework encourages the learning of discriminative and robust representations
that are resilient to spatial misalignments and feature irrelevant variations.

4 Experiments

4.1 Implementation

Datasets and Evaluation Protocols. We conduct experiments on the CARGO dataset [8], a large-
scale benchmark specifically designed for aerial-ground person re-identification (AG-ReID). CARGO
contains 108,563 images of 5,000 synthetic identities captured by 13 cameras (5 aerial and 8 ground),
with diverse conditions including extreme viewpoint changes, resolution variations, illumination
shifts, and occlusions. The dataset is constructed in a simulated urban environment using MakeHuman
for identity modeling and Unity3D for camera deployment.

Following the standard protocol, we use 51,451 images with 2500 identities for training and 51,024
images with the remaining 2,500 identities for testing. The testing phase contains four evaluation
protocols: ALL, ground to ground( G<+G), aerial to aerial ( A<+A), and aerial to ground (A<G),
where each protocol focuses on a specific matching scenario. To further verify the generalization
ability of GSAlign in real-world scenarios, we also conduct comparative experiments on the AG-
RelID [6] and AG-RelD v2 [16] datasets, which contain real aerial and ground imagery captured in
outdoor environments. We use Cumulative Matching Characteristics (CMC) at Rank-1 accuracy,
mean Average Precision (mAP), and mean Inverse Negative Penalty (mINP) [39] as evaluation
metrics.

Implementation Details. All implementation settings strictly follow the protocol of VDT [8] for
fair comparison. We adopt ViT-Base as the backbone, initialized with ImageNet-21K pretraining.
Input images are resized to 256 x 128, and horizontal flipping is applied during training for data
augmentation. The model is optimized using AdamW with weight decay of 0.05 and a cosine learning
rate schedule. The initial learning rate is set to 3.5 x 10~* with linear warm-up for the first 20 epochs.
Ais set to 0.1 during the training. We train for 120 epochs in total, using a batch size of 64.

4.2 Comparison with State-of-the-Arts

In this section, we compare our proposed GSAlign with a range of state-of-the-art person RelD
methods, including both conventional CNN-based models (e.g., PCB [17], BoT [41], MGN [42]) and
Transformer-based frameworks (e.g., ViT [37], VDT [8]). As shown in Table 1, GSAlign achieves
the best overall performance across all four protocols. Specifically, under the most comprehensive
ALL protocol, GSAlign achieves 65.06% Rank-1, 57.95% mAP, and 44.97 % mINP, outperforming
the strong baseline VDT [8] by +0.96%, +2.75%, and +3.84%, respectively. On the most challenging
A< G cross-view setting, our method surpasses all previous methods by a large margin, reaching
64.89% Rank-1, 61.55% mAP, and 52.81% mINP, significantly ahead of the second-best VDT by
+16.77%, +18.79%, and +22.86%, respectively. Although GSAlign is not specifically designed for
single-view matching protocols, it does not introduce any negative effects in such settings. On both
A+A and GG, GSAlign still achieves competitive performance. We attribute this to the fact that,
in single-view scenarios, the features are already well aligned due to the limited viewpoint variation,
thus requiring minimal additional geometric or semantic correction. In conclusion, these results
clearly demonstrate that our proposed GSAlign not only achieves strong global retrieval accuracy but
also exhibits exceptional robustness in the presence of extreme viewpoint changes, validating the
effectiveness of our geometric and semantic alignment design.



Table 1: Performance comparison of the mainstream methods under four settings of the CARGO
dataset. “ALL” denotes the overall retrieval performance of each method. “G+~G”, “A<+A”, and
“A+>G” represent the performance of each model in several specific retrieval patterns. Rank1l, mAP,
and mINP are reported (%). The best performance is shown in bold.

Protocol 1: ALL Protocol 2: GG Protocol 3: A—A Protocol 4: A~G
Rankl mAP mINP | Rankl mAP mINP | Rankl mAP mINP | Rankl mAP mINP
SBS [40] 50.32  43.09 29.76 | 72.31 6299 4824 | 67.50 49.73 29.32 | 31.25 29.00 18.71
PCB [17] 51.00 4450 3220 | 74.10 67.60 55.10 | 55.00 44.60 27.00 | 3440 3040 20.10
BoT [41] 5481 4649 3240 | 77.68 6647 51.34 | 65.00 49.79 29.82 | 36.25 3256 21.46
MGN [42] 5481 49.08 36.52 | 8393 71.05 5520 | 65.00 5296 36.78 | 31.87 3347 24.64
VV [43,44] | 45.83 38.84 39.57 | 7231 6299 4824 | 67.50 49.73 2932 | 31.25 29.00 18.71
AGW [39] 60.26 53.44 40.22 | 81.25 71.66 58.09 | 67.50 56.48 40.40 | 43.57 4090 29.39

BAU [45] 4520 38.40 - 61.60 51.20 - 50.00 42.60 - 40.40 36.70 -

PAT [46] 3790 15.30 - 52.70 2420 - 50.00 23.10 - 35.10 15.50 -
DTST [47] 64.42 5573 4192 | 78.57 7240 62.10 | 80.00 63.31 44.67 | 50.53 4349 29.46
ViT [37] 61.54 5354 39.62 | 82.14 7134 5755 | 80.00 64.47 47.07 | 43.13 40.11 28.20
VDT [8] 64.10 5520 41.13 | 82.14 71.59 58.39 | 82.50 66.83 50.22 | 48.12 42.76 29.95
GSAlign 65.06 5795 4497 | 83.04 73.86 62.73 | 80.00 65.55 49.81 | 64.89 61.55 52.81

Method

Furthermore, we evaluate the proposed Table 2: Performance comparison of the mainstream
GSAlign on the real-world AG-ReID [6] methods under two settings of the AG-RelD dataset.
and AG-RelD v2 [16] datasets, and com- Results are reported under four matching protocols. The
pare it against a broad range of state-of- best values per column are shown in bold.

the-art ReID approaches, as summarized

in Table 2 and Table 3. On the AG-RelID Setting Protocol 1: A~G Protocol 2: G<»A
dataset, GSAlign consistently achieves the Rankl mAP mINP |Rankl mAP mINP
best overall performance across both cross- SBS [40] | 73.54 59.77 - 7370 62.27 -
view protocols. Specifically, under the BoT[41] | 7001 5547 - |7120 58.83 -
A&G setting, it attains 86.74% Rank-1, OsNet [48] | 7259 5832 - | 7422 6099 -
84.00% mAP, and 73.62% mINP, outper- vy 13 4411970 6703 4143|7973 69.83 42.37
forming the strong baseline VDT by large Exolai 8128 7238 - |so64 7335 -
margins of +3.83%, +9.56%, and +22.56%, Apatn : : : :

ViT [37] 81.47 72.61 - 82.85 73.39 -

respectively. Under the inverse G<+A pro-
tocol, GSAlign maintains superior results VDT [8] 8291 7444 51.06 | 86.59 78.57 52.87
with 87.94% Rank-1, 87.17% mAP, and GSAlign | 86.74 84.00 73.62 | 87.94 87.17 78.21
78.21% mINP, exceeding VDT by +1.35%,

+8.60%, and +25.34%, respectively. These substantial improvements demonstrate the advantage of
our geometric-semantic alignment mechanism in handling severe viewpoint discrepancies between
aerial and ground cameras. For the AG-RelD v2 dataset, which introduces more realistic and diverse
environmental conditions, GSAlign again achieves the best performance in most matching protocols.
Under the comprehensive ALL protocol, GSAlign yields 91.47% Rank-1 and 89.78% mAP, surpassing
all competing methods by a significant margin. It also achieves the highest mAP under the GG
and A+>G settings (87.62% and 88.62%, respectively), while maintaining highly competitive Rank-1
scores across the remaining protocols. Compared with the previous best AG-ReIDv2 [16], GSAlign
improves the average Rank-1 accuracy by +2.7% and the mAP by +6.5%, highlighting its robust
cross-domain generalization ability.

Overall, these results consistently verify that GSAlign not only achieves superior retrieval accuracy
but also exhibits remarkable robustness across diverse aerial-ground configurations. The consistent
gains over both synthetic (CARGO) and real-world (AG-RelID and AG-RelD v2) datasets validate
the effectiveness and strong generalization of our geometric and semantic alignment design.

4.3 Ablation Study

To assess the individual contributions of each component in the proposed GSAlign framework, we
conduct a comprehensive ablation study on the four testing protocols of the CARGO dataset. As
shown in Table 4, we start with a strong transformer-based baseline [8] and progressively integrate
the Learnable Thin Plate Spline (LTPS) transformation module and the Dynamic Alignment Module
(DAM). Compared to the baseline, integrating LTPS brings consistent performance improvements



Table 3: Performance comparison of the mainstream methods under four settings of the AG-
RelD v2 dataset. Results are reported under four matching protocols. The best values per column
are shown in bold.

Protocol 1: A<+G | Protocol 2: G<>A | Protocol 3: A«<+W | Protocol 4: WA

Setting
Rank1 mAP Rank1 mAP Rank1 mAP Rank1 mAP
BoT [41] 85.40 77.03 84.65 75.90 89.77 80.48 84.65 76.90
Explain [6] 87.70 79.00 87.35 78.24 93.67 83.14 87.73 79.08
VDT [8] 86.46 79.13 86.14 78.12 90.00 82.21 85.26 78.52

AG-RelIDv2 [16] | 88.77 80.72 87.86 78.51 93.62 84.85 88.61 80.11
SeCap [49] 88.12 80.84 88.24 79.99 91.44 84.01 87.56 80.15
GSAlign 91.47 89.78 88.29 87.62 93.30 91.84 88.12 88.62

Table 4: Ablation study of the different components in GSAlign on the CARGO dataset. “LTPS”
denotes the Learnable Thin Plate Spline transformation module. “DAM?” refers to the Dynamic
Alignment Module. The best performance per column is shown in bold.

Setting Protocol 1: ALL Protocol 2: GG Protocol 3: A~ A Protocol 4: A«~G
Rankl mAP mINP | Rankl mAP mINP | Rankl mAP mINP | Rankl mAP mINP

Baseline 64.10 5520 41.13 | 82.14 71.59 58.39 | 82.50 66.83 50.22 | 48.12 4276 29.95

Baseline + LTPS 6442 5595 4192 | 80.36 71.87 59.55 | 82.50 6526 47.15 | 64.89 61.08 50.54

Baseline + LTPS + DAM  65.06 57.95 44.97 83.04 7386 62.73 80.00 6555 4981 6489 61.55 52.81

across most settings. Specifically, on the most challenging A<+G protocol, LTPS improves Rank-1
from 48.12% to 64.89%, mAP from 42.76% to 61.08%, and mINP from 29.95% to 50.54%. These
results confirm the effectiveness of progressive geometric alignment in compensating for severe
cross-view deformations. Interestingly, the performance gain on A<+A and G<+G is more modest,
indicating that LTPS is particularly beneficial when strong viewpoint discrepancies exist. Adding the
DAM module on top of LTPS yields further improvements, especially in terms of mAP and mINP.
Under the full matching scenario (Protocol 1: ALL), the full model achieves the best performance
with 65.06% Rank-1, 57.95% mAP, and 44.97% mINP. Notably, the largest relative gain comes from
the A<+G setting, where DAM increases mINP from 50.54% to 52.81%. This demonstrates that DAM
effectively suppresses noisy and occluded regions by leveraging visibility-aware semantic masking,
thus enhancing cross-view alignment. Overall, the ablation study verifies the complementary effects
of LTPS and DAM. While LTPS resolves geometric distortions in a layer-wise manner, DAM provides
semantic-level refinement by selectively filtering out unreliable features. Their combination allows
GSAlign to maintain robust performance across diverse matching protocols, especially under severe
viewpoint and occlusion conditions.

4.4 Discussions’

Number of control points in LTPS. To examine the sensitivity of GSAlign to the number of control
points in the Learnable Thin Plate Spline (LTPS) module, we test five settings with 4, 9, 16, 25, 36
keypoints on the CARGO dataset under four protocols. As shown in Table 5, all variants benefit from
LTPS-based geometric alignment, though performance varies with point density. The 4-point LTPS
achieves the best overall results as Rank-1 (64.89%), mAP (61.55%), and mINP (52.81%) under the
A+ G protocol and remains strong across all scenarios. Increasing points (e.g., 25 or 36) slightly
improves Rank-1 but reduces mAP and mINP, likely due to over-flexibility and local distortion. These
findings indicate that a lightweight 4-point LTPS provides an optimal trade-off between alignment
accuracy and stability.

Different locations for LTPS. We further study the effect of inserting LTPS at different depths of
the ViT backbone. As shown in Table 6, applying LTPS to all transformer layers yields the best
results (64.89% Rank-1, 61.55% mAP, 52.81% mINP under Protocol 4: A<+>G) and consistent gains
across scenarios. Among partial insertions, placing LTPS in the last 4 layers performs comparably to
the full setting, implying that geometric distortions persist even in higher-level features and benefit
from late-stage correction. In contrast, early-layer insertion offers limited improvement, especially in
fine-grained metrics like mINP, likely because shallow features are less discriminative and harder to

*A visualization results of LTPS (Sec. A.1) is provided in the supplementary material.



Table 5: Performance of GSAlign under different numbers of control points in LTPS. Results
are reported under four matching protocols. The best values per column are shown in bold.

Protocol 1: ALL Protocol 2: GG Protocol 3: A<A Protocol 4: A~G
Rankl mAP mINP | Rankl mAP mINP | Rankl mAP mINP | Rankl mAP mINP
Number of control points in LTPS

4 65.06 57.95 4497 | 83.04 7386 62.73 | 80.00 6555 49.81 | 64.89 61.55 52.81

9 64.10 57.35 44.76 | 82.14 7516 6491 | 80.00 64.51 47.23 | 62.77 59.25 50.19

16 63.78 5648 4297 | 8036 73.78 63.49 | 77.50 63.48 47.28 | 61.70 58.06 48.19
25 65.71 57.62 44.15 | 82.14 7406 6293 | 82.50 6595 4820 | 63.83 60.23 50.53
36 65.71 57.55 4434 | 81.25 7271 61.11 | 82.50 6588 4847 | 63.83 60.00 51.12

Setting

Table 6: Comparison between different locations for LTPS. Results are reported under four
matching protocols. The best values per column are shown in bold.

Protocol 1: ALL Protocol 2: GG Protocol 3: A<A Protocol 4: A<~G
Rankl mAP mINP | Rankl mAP mINP | Rankl mAP mINP | Rankl mAP mINP
Different locations for LTPS

First layer 64.10 5592 4244 | 83.04 72.86 60.58 | 80.00 6598 50.45 | 58.51 56.92 47.62
First 4 layers 64.10 56.46 4350 | 81.25 7449 6470 | 80.00 6445 47.11 | 5851 56.21 46.66
Middle 4 layers | 64.74 57.09 44.08 | 82.14 7493 64.77 | 77.50 6428 47.30 | 58.51 58.30 50.18
Last 4 layers 65.06 5739 4405 | 83.04 7442 6286 | 77.50 6521 49.80 | 64.89 59.87 50.95
All layers 65.06 57.95 4497 | 83.04 73.86 62.73 | 80.00 6555 49.81 | 64.89 61.55 52.81

Setting

Table 7: Comparison between different variants of DAM. Results are reported under four matching
protocols. The best values per column are shown in bold.

Setting Protocol 1: ALL Protocol 2: GG Protocol 3: A<>A Protocol 4: A«~>G
Rankl mAP mINP | Rankl mAP mINP | Rankl mAP mINP | Rankl mAP mINP
Different variants of DAM
Inner-Batch ‘65.06 5795 4497 | 83.04 73.86 62.73 | 80.00 6555 49.81 | 6489 61.55 5281

Memory Bank 6538 5734 44.09 | 83.04 7372 62.05 | 80.00 62.70 43.88 | 63.83 61.06 52.52
ClassiﬁcationMatrix‘ 63.14 55.64 42.07 | 81.25 72.04 59.53 | 75.00 63.79 48.06 | 57.45 56.55 47.33

align precisely. These results highlight the importance of progressive alignment from shallow to deep
layers for handling complex viewpoint distortions in AG-RelD.

Different variants of DAM. We compare three variants of the Dynamic Alignment Module (DAM):
Inner-Batch, Memory Bank, and Classification Matrix. As shown in Table 7, the Inner-Batch variant
achieves the best overall performance. It dynamically generates visibility-aware masks within each
mini-batch, enabling query-driven refinement of peer features. The Memory Bank variant stores
identity prototypes updated by momentum, providing semantic context but suffering from stale or
mismatched memory. The Classification Matrix variant reuses classifier weights as class centers [38],
but these prototypes are biased toward classification objectives. Overall, Inner-Batch masking proves
most effective for dynamic alignment in aerial-ground person RelD.

5 Conclusion

In this paper, we propose GSAlign, a novel framework for aerial-ground person re-identification
that jointly addresses geometric distortion and semantic misalignment. By introducing a Learnable
Thin Plate Spline (LTPS) module and a Dynamic Alignment Module (DAM), GSAlign performs
progressive geometric correction and visibility-aware semantic filtering in a unified manner. Extensive
experiments on the challenging CARGO and AG-RelD datasets demonstrate that GSAlign achieves
state-of-the-art performance across multiple protocols, highlighting its effectiveness in handling
severe viewpoint changes and partial occlusions.

Acknowledgements. This research was supported in part by the National Key R&D Program of
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A Supplementary Material

A.1 Visualization results of LTPS

Input Image

LTPS-Aligned |
Image

Figure 3: Qualitative comparison before and after LTPS alignment. The input image (red) exhibits
significant geometric distortion due to extreme viewpoint variation. After applying the Learnable Thin
Plate Spline (LTPS) transformation (green), the image is spatially rectified, highlighting improved
geometric consistency and local structure alignment.

To further demonstrate the effectiveness of our LTPS strategy, we visualize LTPS outputs in Fig. 3. To facilitate
better visualization, we aggregate the LTPS transformations from all layers and apply the fused transformation
to the original input image. As shown in Fig. 3., the input images exhibit severe geometric distortions caused
by extreme aerial-ground viewpoint differences. After applying the Learnable Thin Plate Spline (LTPS)
transformation, the visual structure of the person becomes significantly more regular and consistent. These
rectified features allow the network to focus on semantically consistent regions and reduce the burden of
learning viewpoint-invariant representations purely through data. This visual evidence supports the quantitative
gains observed in our ablation studies and highlights the role of LTPS in improving cross-view structural
correspondence.

A.2 Effectiveness Analysis of the LTPS Module

Effect of the Deformation Constraint. We evaluate the role of the deformation constraint Lgeform in our LTPS
module. As shown in Table 8, we consider three variants: (1) Fixed-angle rotation, where a constant rotation is
applied without learnable deformation; (2) LTPS without Lgeform, Where the rotation angle is freely optimized
under the supervision of the RelD loss alone; and (3) LTPS with Lgeform, our final proposed design that jointly
optimizes the rotation angle under both the RelD loss and the deformation constraint. The comparison reveals that
unconstrained optimization of rotation angles can easily lead to excessive or unstable transformations, degrading
feature alignment and recognition performance. In contrast, incorporating Lgeform effectively regularizes the
deformation process, preventing overfitting to local minima and improving global spatial consistency. As a
result, LTPS with Lgeform achieves the best performance across all CARGO evaluation protocols, demonstrating
the necessity of this constraint in maintaining geometric stability during feature learning.

Table 8: Performance comparison of fixed-angle rotation and LTPS on the CARGO dataset.
Results are reported under four matching protocols. The best values per column are shown in bold.
Protocol 1: ALL Protocol 2: GG Protocol 3: A<—+A Protocol 4: A—~G
Rankl mAP mINP | Rankl mAP mINP | Rankl mAP mINP | Rankl mAP mINP
Different rotation of GSAlign
fixed-angle rotation | 60.65 52.06 38.83 | 78.89 6821 57.64 | 77.50 59.54 40.73 | 5845 5374 43.84
LTPS without Laerorm | 59.94  52.67 39.25 | 7679 69.83 57.68 | 75.00 43.49 4349 | 5638 5322 43.96
LTPS with Loetorm | 66.67 5635 4142 | 83.04 7157 57.68 | 82.50 67.70 5180 | 65.96 60.60 49.32

Setting

Comparison with Original TPS. We further compare the proposed LTPS with the original TPS, which applies
standard TPS transformations at every layer. The experiments are conducted on the CARGO dataset, and the
results are summarized in Table 9. The results indicate that while the original TPS can partially mitigate feature
misalignment in the A <> G setting, its fixed rotation and interpolation strategy fail to generalize well to the
G <> G scenario. For example, although GSAlign with original TPS achieves minor gains under A — G, it
suffers from noticeable degradation under G <+ G, leading to an overall performance even lower than that
of ViT. In contrast, our LTPS incorporates learnable control points and a deformation regularization term that
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constrains rotation magnitudes, effectively preventing excessive geometric distortion. This design allows LTPS
to maintain strong adaptability under A <+ G conditions while significantly enhancing retrieval accuracy under
G <+ @ scenarios. Overall, LTPS achieves more stable and balanced performance across different view settings,
making it a more effective and generalizable solution than the standard TPS approach.

Table 9: Performance comparison of original TPS and LTPS on CARGO dataset. Here, GSAlign-
O is ViT applying original TPS transformations at every layer.

Protocol 1: ALL Protocol 2: GG Protocol 3: A<>A Protocol 4: A+~G
Rankl mAP mINP | Rankl mAP mINP | Rankl mAP mINP | Rankl mAP mINP
GSAlign-O | 63.78 55.18 41.63 | 80.36 71.21 57.06 | 82.50 6544 47.37 | 5851 57.72 49.02

GSAlign 66.67 5635 4142 | 83.04 71.57 58.68 | 82.50 67.70 51.80 | 6596 60.50 49.32

Setting

Efficiency Analysis of LTPS. To assess the computational efficiency of the proposed LTPS module, we compare
the inference cost between the baseline ViT model and the LTPS-integrated GSAlign. The results show that both
models have identical FLOPs of 17.67 GFLOPs, indicating that the additional computational cost introduced by
LTPS is negligible. This is mainly because the Thin Plate Spline (TPS) transformation in LTPS is lightweight—its
computation is minimal compared to the large-scale matrix multiplications in the ViT backbone. Consequently,
the LTPS-enhanced GSAlign maintains nearly the same theoretical inference cost as the original ViT, ensuring
real-time efficiency. We further measure the practical inference speed under identical experimental conditions.
Using a batch size of 128, GSAlign achieves an average inference time of 0.791 seconds per batch, while the
baseline ViT-based model requires 0.778 seconds per batch. The minor difference of 0.013 seconds demonstrates
that integrating LTPS at each layer introduces no significant runtime overhead, confirming the model’s suitability
for real-time deployment.

A.3 Limitation and Boroader Impact

Despite the promising results of the proposed Dynamic Cross-view Alignment framework in aerial-ground
person re-identification, there are still some limitations. First, the performance of the LTPS module depends
on the accuracy of predicted control point offsets and rotation angles. Under extreme viewpoint changes or
heavy occlusions, the model may fail to learn reliable spatial transformations, which can affect feature alignment.
Moreover, in aerial-aerial scenarios where geometric variations are relatively small and pedestrians appear with
limited texture information, the LTPS and DAM modules may introduce unnecessary local transformations,
leading to a slight performance drop. This is because these modules are primarily designed to handle large
spatial misalignments in the aerial-ground setting. In addition, our method is currently evaluated on specific
aerial-ground datasets; however, experiments on real-world scenarios demonstrate that the framework remains
effective beyond these datasets. Nevertheless, we believe the proposed framework provides a promising direction
for modeling spatial variations and focusing on identity-relevant regions in cross-view re-identification.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction of this paper accurately reflect the paper’s contributions
and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims made in the
paper.

¢ The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

¢ The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

* Itis fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the limitations of this work in Section A.3.
Guidelines:
* The answer NA means that the paper has no limitation while the answer No means that the paper
has limitations, but those are not discussed in the paper.
¢ The authors are encouraged to create a separate "Limitations" section in their paper.

¢ The paper should point out any strong assumptions and how robust the results are to violations of
these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to provide
closed captions for online lectures because it fails to handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to address problems
of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and a complete
(and correct) proof?

Answer: [Yes]
Justification: We have introduced all the details in our theoretical result.
Guidelines:

¢ The answer NA means that the paper does not include theoretical results.
* All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
¢ All assumptions should be clearly stated or referenced in the statement of any theorems.
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* The proofs can either appear in the main paper or the supplemental material, but if they appear in
the supplemental material, the authors are encouraged to provide a short proof sketch to provide
intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

¢ Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper
(regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: This paper has provided detailed information for reproducing the experimental results.
Guidelines:

¢ The answer NA means that the paper does not include experiments.

« If the paper includes experiments, a No answer to this question will not be perceived well by the
reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

« If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might suffice,
or if the contribution is a specific model and empirical evaluation, it may be necessary to either
make it possible for others to replicate the model with the same dataset, or provide access to
the model. In general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate the results,
access to a hosted model (e.g., in the case of a large language model), releasing of a model
checkpoint, or other means that are appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe the
architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should either be
a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]
Justification: The code is available at: https://github.com/stone96123/GSAlign.
Guidelines:

¢ The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

¢ While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

¢ The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.
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* The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

¢ The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

¢ At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).
* Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: This paper has specified all the training and test details, such as dataset and hyperparam-
eters.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail that is
necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer:

Justification: This paper does not provide error bars due to the limited resources. Also, previous
methods do not provide error bars either.

Guidelines:

* The answer NA means that the paper does not include experiments.

¢ The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

* The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error of the
mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should preferably report
a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [Yes]
Justification: This paper has provided sufficient information on the computer resources.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.
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9.

10.

11.

* The paper should provide the amount of compute required for each of the individual experimental
runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into
the paper).

Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code
of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: This paper meets the NeurIPS Code of Ethics.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

« If the authors answer No, they should explain the special circumstances that require a deviation
from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consideration due
to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal impacts
of the work performed?

Answer: [NA]
Justification: This paper has no societal impact to the best of our knowledge.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

« If the authors answer NA or No, they should explain why their work has no societal impact or
why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses (e.g.,
disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in
the quality of generative models could be used to generate deepfakes for disinformation. On the
other hand, it is not needed to point out that a generic algorithm for optimizing neural networks
could enable people to train models that generate Deepfakes faster.

» The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-
ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the
efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or
scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks since it does not release data or models that have risks.
Guidelines:

¢ The answer NA means that the paper poses no such risks.

¢ Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.

» Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.
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12.

13.

15.

* We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]

Justification: This paper has properly cited the original paper that produced the code package or
dataset.

Guidelines:

¢ The answer NA means that the paper does not use existing assets.

» The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a URL.
¢ The name of the license (e.g., CC-BY 4.0) should be included for each asset.

» For scraped data from a particular source (e.g., website), the copyright and terms of service of
that source should be provided.

« If assets are released, the license, copyright information, and terms of use in the package should
be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

¢ The paper should discuss whether and how consent was obtained from people whose asset is
used.

* At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.

. Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

¢ The answer NA means that the paper does not involve crowdsourcing nor research with human

subjects.

¢ Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main
paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Subjects

Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an
equivalent approval/review based on the requirements of your country or institution) were obtained?
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Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
¢ The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state
this in the paper.

¢ We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

* For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or non-standard
component of the core methods in this research? Note that if the LLM is used only for writing,
editing, or formatting purposes and does not impact the core methodology, scientific rigorousness, or
originality of the research, declaration is not required.

Answer: [NA|
Justification: This paper only uses LLMs for writing and editing.
Guidelines:

* The answer NA means that the core method development in this research does not involve LLMs
as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for what
should or should not be described.
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