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Abstract

The design and optimization of antibodies, important therapeutic agents, requires
an intricate balance across multiple properties. A primary challenge in optimization
is ensuring that introduced sequence mutations do not disrupt the antibody structure
or its target binding mode. Protein inverse folding models, which predict diverse
sequences that fold into the same structure, are promising for maintaining structural
integrity during optimization. Here we present AntiFold, an inverse folding model
developed for solved and predicted antibody structures, based on the ESM-IF1
model. AntiFold achieves large gains in performance versus existing inverse folding
models on sequence recovery across all antibody complementarity determining
regions (CDRs) and framework regions. AntiFold-generated sequences show
high structural agreement between predicted and experimental structures. The tool
efficiently samples hundreds of antibody structures per minute, providing a scalable
solution for antibody design. AntiFold is freely available as a downloadable
package at: https://opig.stats.ox.ac.uk/data/downloads/AntiFold.

1 Introduction

Antibodies are one of the largest classes of therapeutics, used to treat diseases ranging from cancers
to viruses (Lu et al.| 2020). Therapeutic antibody design is complex, requiring the optimization of
numerous properties related to efficacy, manufacturability and safety (Rabia et al.| 2018)).

Computational, and in particular machine learning, tools demonstrate promise for accelerating
multiple steps in the antibody development pipeline (Hummer et al.,[2022)). These approaches can
be used to design antibodies by reducing liabilities such as immunogenicity and aggregation, or to
rationally optimize for desirable properties such as binding affinity and developability (Marks et al.,
2021} [Prihoda et al., [2022; [Tennenhouse et al., [2023; [Makowski et al.|, 2022} |2023; [Harvey et al.,
2022). However, most current approaches only focus on one or a very small number of properties,
and any changes to the antibody sequence may detrimentally impact other features.

A guiding consideration in antibody optimization is to select mutations which retain the structure,
and thus biophysical characteristics such as stability and the target (antigen) binding mode. There is
therefore a need for models that can suggest mutations which will be structurally tolerated at particular
positions. Inverse folding models are trained to predict sequence given structure (Ingraham et al.
2019)), and could therefore be used to generate novel sequences without altering the antibody structure.

There have been many advances in the development of inverse folding models for general
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Figure 1: (A) AntiFold is trained and evaluated on solved antibody structures from SAbDab
et al., 2014; [Schneider et al., 2021)) and structures of antibody sequences from OAS
2018 |Olsen et al.}[2022) modeled with ABodyBuilder2 (Abanades et all,[2023). Antibodies consist
of heavy (blue) and light (purple) chains. Target binding is primarily mediated by complementarity-
determining regions (CDRs), in the variable region. Examples of heavy (VH) and light (VL) variable
domain sequences are shown. (B) AntiFold is initialized with weights from ESM-IF1
[2022), then fine-tuned on antibody variable domain structures. AntiFold can generate diverse
sequences maintaining the fold of the input structure. Figure adapted from (Olsen et al., 2022} [Hsu|
2022). Structure and sequence from PDB 3W2D (Tian Xia and Guo, 2014).

proteins in recent years (Ingraham et al. Lm Strokach et al} 2020} [Anand et al.} [2022; [Jing et al.

[2021}; Hsu et all, 2022} [Dauparas et al., 2022). Antibodies, however, have distinct structure and
sequence properties (Stanfield and Wilson| [201 4 (Figure 1A). The framework (FR) regions, which
are mostly germline-encoded, are relatively conserved while the complementarity-determining
region (CDR) loops are hypervariable and structurally less well-conserved (Figure 1A). The CDR
loops are especially challenging for structure prediction and modeling tasks, but are of great interest
as they form most of the antigen binding site. Training inverse folding models specifically on
antibody structures should improve our understanding of the immunoglobulin fold sequence-structure
relationship.

An antibody inverse folding model, ALMPNN (Dreyer et al., 2023)), based on ProteinMPNN
2022), has recently been released. It is, to the best of our knowledge, the only antibody
fine-tuned inverse folding model. While this model demonstrated that performance gains can be
realized from fine-tuning, the sequence recovery on the CDR loops was limited. Additionally, this
architecture has several features, including the occasional reordering of antibody heavy and light
chains, reversal of residues in the CDRH3 112 positions, and insertion of residues into gaps in
IMGT-numbered antibodies, incompatible with antibody structures.

Here we present AntiFold, an antibody inverse folding model based ESM-IF1 2022),
an architecture which has successfully been applied to protein-protein interaction, small molecule
binding site (Carbery et al.} [2023)) and B-cell epitope prediction [2023). AntiFold is fine-
tuned on both solved and predicted antibody structures, and achieves state-of-the-art performance on
antibody sequence recovery across framework and CDR regions. Structural models of the predicted
sequences show high structural similarity with the experimentally solved structures. The use of
AntiFold in tandem with other property prediction tools, to guide mutations, could therefore improve
the success rates of in silico antibody optimization.




2 Results

2.1 Data

We fine-tuned ESM-IF1 on solved and predicted antibody structures. To enable a direct comparison
with AbMPNN, we trained, validated and tested our model on the same data: 2,074 solved complexes
from the Structural Antibody Database (SAbDab) (Dunbar et al.,|2014; |Schneider et al., 2021)), and
147,458 structures of sequences from the Observed Antibody Space (OAS) paired database (Kovaltsuk
et al.,[2018; |Olsen et al., 2022) modeled with ABodyBuilder2 (Abanades et al., 2023). Each dataset
was split using a 90% concatenated CDR sequence identity cutoff (80/10/10 train/validation/test)
(Dreyer et al., [2023)).

2.2 Fine-tuning strategy

Fine-tuning from a general protein inverse folding model enabled us to benefit from existing knowl-
edge learned by ESM-IF1, which was trained on millions of structures. We explored the effect of
multiple parameters on fine-tuning ESM-IF1 on antibody structures.

When fine-tuning on a new task or domain, there is a risk of “catastrophically forgetting” previously
learned knowledge. We therefore applied a strategy of layer-wise learning rate decay, successfully
used to fine-tune BERT models (Sun et al.| |2019). We evaluated exponentially decaying the learning
rate from the last to the first layer, preserving the weights of earlier parts of the model during training
(see Figure 1B and Methods). Layer-wise learning rate decay did not further improve sequence
recovery (Appendix Table A1-3), however we retained it for subsequent training to reduce the risk of
overfitting and maintain generalization towards untested properties.

We also investigated different masking schemes in training. Shotgun masking hides the coordinates of
randomly selected single positions, while span masking is applied to a consecutive stretch of positions.
As FR and CDR regions in the antibody structure have different levels of variability, we tested biasing
the selection of masked positions towards the more variable CDR residues (IMGT-weighted masking).
In total, 15% of the backbone residues were masked during training (for more details on the masking
parameters, see Methods). As previously reported (Hsu et al., 2022)), we found stronger performance
for shotgun than span masking on unmasked test structures. However, span masking improved CDR
sequence recovery for test cases with masked CDR loops, a realistic design use case (Appendix Table
A1-3). IMGT-weighted masking further improved performance on CDR loops, while only slightly
reducing sequence recovery on FR regions (Appendix Table A1-2).

We included a large dataset of predicted structures in our fine-tuning strategy, in an aim to boost
performance by training on more diverse antibodies. We tested the effects of adding Gaussian noise
at a scale of 0.1 A to the modeled protein backbone, previously found to improve performance (Hsu
et al., [2022; |Dauparas et al.,|2022). We found no substantial effect, but have included it in our final
model for robustness towards minor variations in input structures (Appendix Table A3).

Based on these results, we chose to train the final AntiFold model with IMGT-weighted shotgun and
span masking, layer-wise learning rate decay and added Gaussian noise on predicted structures. We
note that these augmentations, along with the use of the larger pre-trained ESM-IF1 architecture
(142M parameters) instead of ProteinMPNN (1.7M parameters), comprise the main differences with
AbMPNN. We split the training of AntiFold into two phases. First we fine-tuned ESM-IF1 on one
pass of the training dataset of predicted structures from OAS. Next we fine-tuned the model on the
solved training dataset, stopping training when there was no further improvement in validation loss
for 10 epochs. This model, termed AntiFold, was used for all subsequent analysis.

2.3 Fine-tuning improves amino acid recovery on antibody sequences

AntiFold demonstrated a dramatic improvement in amino acid recovery (AAR) on the test set
(solved structures) as compared to the original ESM-IF1 model (43 to 60% for CDRH3; Figure
2A, Appendix Table Al). AntiFold also outperformed AbMPNN across all CDR regions (Antifold
75-84%, AbMPNN 63-76% excluding CDRH3, Figure 2A) and most framework regions (Antifold
87-94%, AbMPNN 85-89%, Appendix Figure Al). Performance was lowest across all models for
CDRH3 (AntiFold 60% AAR), corresponding with the challenge of predictive tasks for this loop.
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Figure 2: AntiFold performance on CDR design versus AbMPNN, ProteinMPNN and ESM-IF1. (A)
Mean amino-acid recovery (AAR) across CDRs for antibody heavy and light chains. (B) Perplexity
across the CDRH3 loop. Error bars indicate 95% confidence intervals after bootstrapping 100
times with replacement. (C) Percent change in AAR when swapping predicted structures for solved
structures (same sequences).

We note that the pre-trained, ESM-IF1 model slightly outperforms ProteinMPNN on CDR and FW
sequence recovery. This aligns with previous findings on CATH 4.2 / 4.3 test sets (Dawson et al.}
[2016), showing similar ESM-IF1 sequence recovery versus ProteinMPNN (Gao et al., [2023).

We confirmed AntiFold can be accurately applied to modelled structures by testing on ABodyBuilder2
predictions of structures in the test set. AntiFold achieved similar AAR for solved and predicted struc-
tures, unlike AbLMPNN which performed slightly worse on solved structures (Figure 2C, Appendix
Figure A2).

We also calculated the perplexity, representing the average number of amino acid suggestions per
position, across positions in the solved structures (see Methods). A random model (assigning equal
probability to all 20 possible amino acids) would have a perplexity of 20, while an oracle model,
assigning 100% confidence to a single amino acid, would have a perplexity of 1. AntiFold suggests
on average ~2-8 mutations in the CDRH3 which are likely to preserve the fold of the loop, versus
~3-10 for ADMNN, reflecting AntiFold’s improved accuracy (Figure 2B).

2.4 Predicted sequences have good structural agreement with experimental structures

To assess whether suggested mutations preserve the fold of the CDRs, we identified 56 high-quality
antibody structures in the test set, solved using X-ray crystallography and with a resolution below 2.5
A. Next, we sampled 20 sequences for each antibody using ESM-IF1, AbMPNN and AntiFold. We
used a sampling temperature of 0.20, a hyperparameter which controls how often higher probability
residues are selected versus less likely mutations, the same default as used by ProteinMPNN and
AbMPNN (see Methods).

We modeled these sequences using ABodyBuilder2, aligned them with the framework backbone of
their experimentally solved counterpart, then calculated root-mean-square deviation (RMSD) over
the CDR residues (for more details, see Methods). As a baseline, we modeled the true sequences with
ABodyBuilder2 (native, Appendix Figure A3). AntiFold generates sequences with high structural
similarity to the original backbone, with a median CDR region RMSD of 0.67 (versus native RMSD
0.48, AbMPNN 0.74, ESM-IF1 0.75). The alignment does not take into account the modeling
accuracy of side-chain atoms.



3 Conclusions

Therapeutic antibody optimization depends on the ability to identify mutations that retain the antibody
fold and related structural properties. Fine-tuning a general protein inverse folding model, ESM-IF1,
on antibody structures allowed us to take advantage of what the model learned from the millions of
structures in its training dataset, while improving performance further on antibody structures.

The developed model, AntiFold, achieved state-of-the-art sequence recovery, outperforming general
protein and fine-tuned antibody inverse folding models. These results highlight the value of fine-
tuning for improving task-specific performance. The sequences sampled from AntiFold exhibit
high structural similarity with experimental structures, suggesting this model could be used to guide
antibody optimization and reduce development liabilities.

AntiFold samples ~300 antibody structures per minute on a Nvidia GTX 1080 Ti GPU. The model is
freely available at https://opig.stats.ox.ac.uk/data/downloads/AntiFold.

4 Methods

4.1 Data

4.1.1 Experimental antibody structures from SAbDab

The AbMPNN dataset contains 2,074 structures of antibodies in complex with a protein antigen,
after filtering for redundancy and experimental resolution <5 A (Dreyer et al., 2023)). We obtained
structures of the corresponding variable fragment (Fv) domains (Figure 1A), numbered with the IMGT
antibody numbering scheme (Lefranc et al., 2003}, from SAbDab (Dunbar et al.,|2014; Schneider
et al.| 2021)). We modeled structures of the validation and test set using ABodyBuilder2 (Abanades
et al., 2023) to evaluate AntiFold performance on solved and predicted structures. One and three
structures were removed from the validation and test datasets, respectively, as these could not be
modeled with ABodyBuilder2 (Abanades et al., [2023).

4.1.2 Predicted antibody structures from ABodyBuilder2

The structures of 148,832 paired antibody sequences from OAS (Kovaltsuk et al.| 2018};|Olsen et al.
2022) modeled using ABodyBuilder2 were released as part of ImmuneBuilder (Abanades et al.|
2023)). Filtering out structures with identical concatenated CDRs, as in AbMPNN (Dreyer et al.}
2023)), resulted in a dataset of 147,458 structures.

4.2 Fine-tuning strategy

We trained AntiFold by fine-tuning the ESM-IF1 inverse folding architecture (Hsu et al., [2022])
(Figure 1B) on antibody structures. The inverse folding problem can be formalized as learning the
conditional probability distribution, p(Y| X), of the protein sequence, Y, consisting of amino acids
(Y1, -+, Yi,---,Yn), given the structure, X, with spatial coordinates of the backbone atoms (N, C,,
and C) (x1,..., %4, ..., 2Z3,) (Equation (1)) (Hsu et al.| [2022).

n

p(YI1X) =[] p(wilyi-1, - 915 X) (M

i=1

The ESM-IF1 architecture consists of 4 GVP-GNN (Graph Neural Network Geometric Vector
Perceptron) layers (Jing et al.,|2021)), 8 generic Transformer (Vaswani et al., 2017) encoder layers
and 8 decoder layers (Hsu et al.,[2022). The architecture is invariant to rotation and translation of the
input coordinates.

The ESM-IF1 model is trained only on single chain structures. In order to represent complexes
of antibody heavy and light chains, we concatenated the backbone coordinates with a 10 position
padding of “gap” tokens, represented as missing coordinates in the input structure.


https://opig.stats.ox.ac.uk/data/downloads/AntiFold

More details about the training approach, the fine-tuning parameters we evaluated (layer-wise learning
rate decay, masking scheme and Gaussian noise added to modeled structure coordinates), and model
evaluation are included in the Appendix (Supplementary Methods).

4.3 Model availability

AntiFold is available at https://opig.stats.ox.ac.uk/data/downloads/AntiFold/\
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5 Appendix

5.1 Supplementary Methods
5.1.1 Fine-tuning parameter evaluation

We evaluated the effect of the parameters described below on model performance, as applied to the
validation dataset.

Layer-wise learning rate decay
We decayed the learning rate for each previous layer in the ESM-IF1 architecture by an alpha factor:

LR; =LR x o' 2)
where 7 ranges from zero to the number of layers in the model (20), and alpha is set to 0.85.

Masking

‘We masked portions of the input antibody structure for model training and calculated loss over model
predictions for the masked positions. The coordinates of masked positions were hidden for input to
the model.

We evaluated three different masking schemes:

» Shotgun masking: randomly selected individual positions for masking

* Span masking: masked spans (consecutive stretches of positions) by randomly selecting
starting positions and sampling the span length from a geometric distribution where p =
0.05, with a maximum span length of 30 positions

* Shotgun plus span masking: 7.5% of the structure was first masked using span masking and
a further 7.5% was subsequently masked using the shotgun approach

Antibody sequence/structure can be separated into FR and CDR regions (Figure 1A), with the former
being more conserved and typically easier to predict. As our model loss is calculated over masked
positions, we explored whether performance could be improved by biasing the selection of masked
positions towards CDR residues. There are more than 2.5 times as many FR as CDR positions in
the sequence. For shotgun masking, we implemented a 3:1 weighting for the selection of CDR vs
FR positions. For span masking, we biased selection to be low (weight = 1) for most FR positions,
high (weight = 3) for most CDR positions, and medium (weight = 2) for FR positions immediately
preceding CDRs as well as CDR positions immediately preceding FRs.

Gaussian noise
In the case of predicted structures, we add noise to the backbone (N, C, and C) 3D-coordinates,

sampled from a Gaussian distribution with a scale of 0.1 A, following the approach taken in ESM-IF1
(Hsu et al., 2022).

5.1.2 Early stopping

Training of models was stopped when validation loss did not decrease after 10 epochs. The model
with the lowest validation loss was carried forward.

5.1.3 Model performance evaluation

Amino acid recovery (AAR) is calculated as the percent of positions for which the top predicted
amino acid is identical to the true amino acid.

Model output probabilities are given by:

logits = raw model outputs 3)



elogits(i)

probabilities(i) = 725021 logn () 4)
Perplexity for each position is given by:
perplexities - 9= 3729 probabilities(i) x loga (probabilities(i)) 5)

During sequence sampling, we sampled residues for each position in the CDRs proportional to their
probability, using a temperature of 0.20. We used the same method as ProteinMPNN (Dauparas et al.|
2022) of applying temperature directly to the logits before converting to probabilities:

logits

(©)

scaled logits =

ProteinMPNN (Dauparas et al., [2022) and AbMPNN (Dreyer et al., 2023)) were run with default
settings and the flags —conditional_probs_only, —sampling_temp 0.20, —num_seq_per_target 20 and
—seed 37. Sampled sequences were then predicted with ABodyBuilder2 (Abanades et al.,[2023) at
default settings. We corrected for ProteinMPNN reordered chains, reversal of insertions in IMGT
positions 112 and invalid gaps.

We calculated RMSD using Pymol’s rms_cur method (Schrodinger, LLC| 2015)) between the solved
and predicted backbone (N, C,, and C atoms) for each region, after aligning on the framework.

5.1.4 Bootstrapping

For bootstrapping, we resampled with replacement 1000 times, with the bootstrapped values used to
calculate means and confidence intervals.

5.2 Appendix Tables and Figures
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Table Al: Fine-tuning parameter evaluation, applied to validation dataset (experimental, “Exp", structures). The training (layer-wise learning rate decay, train
masking) and testing (test masking) parameters are indicated. The values in the right side of the table represent amino acid recovery for a particular IMGT-region (FR:
framework, CDR: complementarity-determining region). The highest value is shown in bold, the second-highest in italics.

Exp/Pred Layer Decay Train Masking Test Masking \ FRAvg. CDRIH CDR2H CDR3H CDRIL CDR2L CDR3L
Exp - Shotgun None 0.845 0.695 0.606 0.532 0.597 0.584 0.609
Exp - Span None 0.814 0.635 0.506 0.364 0.521 0.516 0.505
Exp - Shotgun + Span None 0.842 0.675 0.601 0.525 0.570 0.559 0.582
Exp - Shotgun — IMGT-Weighted None 0.835 0.708 0.640 0.543 0.613 0.628 0.626
Exp - Span — IMGT-Weighted None 0.807 0.636 0.511 0.365 0.535 0.521 0.516
Exp - Shotgun + Span — IMGT-Weighted None 0.837 0.688 0.631 0.533 0.591 0.611 0.601
Exp v Shotgun None 0.842 0.708 0.620 0.543 0.601 0.567 0.609
Exp v Span None 0.803 0.621 0.500 0.364 0.513 0.492 0.487
Exp 4 Shotgun + Span None 0.838 0.684 0.609 0.538 0.587 0.577 0.596
Exp v Shotgun — IMGT-Weighted None 0.832 0.708 0.636 0.541 0.611 0.614 0.626
Exp v Span — IMGT-Weighted None 0.798 0.614 0.498 0.354 0.507 0.502 0.494
Exp v Shotgun + Span — IMGT-Weighted None 0.833 0.699 0.629 0.544 0.600 0.598 0.606
Exp - Shotgun CDRs 0.832 0.520 0.388 0.310 0.439 0.438 0.437
Exp - Span CDRs 0.811 0.622 0.507 0.348 0.521 0.521 0.485
Exp - Shotgun + Span CDRs 0.832 0.587 0.477 0.368 0.506 0.484 0.485
Exp - Shotgun — IMGT-Weighted CDRs 0.827 0.608 0.496 0.343 0.520 0.545 0.499
Exp - Span — IMGT-Weighted CDRs 0.807 0.623 0.512 0.354 0.532 0.511 0.509
Exp - Shotgun + Span — IMGT-Weighted CDRs 0.828 0.604 0.532 0.380 0.541 0.511 0.493
Exp v Shotgun CDRs 0.828 0.524 0.386 0.307 0.428 0.446 0.434
Exp v Span CDRs 0.800 0.599 0.483 0.330 0.494 0.467 0.470
Exp v Shotgun + Span CDRs 0.825 0.582 0.483 0.348 0.476 0.466 0.465
Exp v Shotgun — IMGT-Weighted CDRs 0.824 0.580 0.476 0.350 0.478 0.498 0.466
Exp 4 Span — IMGT-Weighted CDRs 0.795 0.606 0.508 0.343 0.490 0.479 0.485
Exp v Shotgun + Span — IMGT-Weighted CDRs 0.822 0.609 0.497 0.368 0.509 0.485 0.498
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Table A2: Fine-tuning parameter evaluation, applied to validation dataset (predicted, “Pred", structures). The training (layer decay, train masking) and testing (test
masking) parameters are indicated. The values in the right side of the table represent amino acid recovery for a particular IMGT-region (FR: framework, CDR:
complementarity-determining region). The highest value is shown in bold, the second-highest in italics.

Exp/Pred Layer Decay Train Masking Test Masking \ FRAvg. CDRIH CDR2H CDR3H CDRIL CDR2L CDR3L
Pred - Shotgun None 0.856 0.703 0.617 0.519 0.600 0.611 0.604
Pred - Span None 0.816 0.639 0.505 0.373 0.531 0.506 0.499
Pred - Shotgun + Span None 0.851 0.697 0.602 0.510 0.580 0.563 0.596
Pred - Shotgun — IMGT-Weighted None 0.850 0.708 0.640 0.520 0.636 0.625 0.635
Pred - Span — IMGT-Weighted None 0.810 0.643 0.506 0.377 0.545 0.519 0.516
Pred - Shotgun + Span — IMGT-Weighted None 0.844 0.701 0.628 0.513 0.589 0.604 0.602
Pred v Shotgun None 0.853 0.710 0.626 0.520 0.585 0.597 0.603
Pred v Span None 0.808 0.618 0.487 0.361 0.503 0.464 0.481
Pred v Shotgun + Span None 0.848 0.693 0.615 0.507 0.587 0.585 0.593
Pred v Shotgun — IMGT-Weighted None 0.847 0.704 0.645 0.526 0.620 0.632 0.624
Pred v Span — IMGT-Weighted None 0.803 0.615 0.509 0.359 0.512 0.499 0.493
Pred v Shotgun + Span — IMGT-Weighted None 0.842 0.706 0.634 0.518 0.596 0.612 0.605
Pred - Shotgun CDRs 0.844 0.535 0.395 0.327 0.438 0.444 0.444
Pred - Span CDRs 0.814 0.618 0.501 0.351 0.517 0.508 0.486
Pred - Shotgun + Span CDRs 0.840 0.603 0.481 0.374 0.517 0.473 0.478
Pred - Shotgun — IMGT-Weighted CDRs 0.841 0.622 0.504 0.356 0.522 0.534 0.492
Pred - Span — IMGT-Weighted CDRs 0.810 0.630 0.512 0.356 0.536 0.529 0.499
Pred - Shotgun + Span — IMGT-Weighted CDRs 0.836 0.627 0.536 0.394 0.537 0.509 0.502
Pred v Shotgun CDRs 0.840 0.540 0.388 0.319 0.435 0.445 0.426
Pred v Span CDRs 0.805 0.600 0.488 0.341 0.498 0.481 0.464
Pred v Shotgun + Span CDRs 0.836 0.600 0.464 0.351 0.494 0.468 0.463
Pred v Shotgun — IMGT-Weighted CDRs 0.837 0.586 0.476 0.361 0.482 0.498 0.475
Pred v Span — IMGT-Weighted CDRs 0.800 0.610 0.503 0.344 0.493 0.496 0.487
Pred v Shotgun + Span — IMGT-Weighted CDRs 0.835 0.612 0.487 0.377 0.523 0.471 0.494
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Table A3: Final model parameter evaluation, applied to validation dataset (experimental, “Exp", and predicted, “Pred", structures). Each model was trained with
IMGT-weighted shotgun plus span masking for 1 epoch on the large predicted OAS structure dataset, followed by training on the experimental SAbDab dataset. The
other training parameters (layer-wise learning rate decay and application of Gaussian noise to the predicted OAS structures) are indicated. The values in the right side
of the table represent amino acid recovery for a particular IMGT-region (FR: framework, CDR: complementarity-determining region). The highest value is shown in

bold, the second-highest in italics.

Exp/Pred Layer Decay OAS Gaussian Noise Test Masking \ FR Avg. CDRIH CDR2H CDR3H CDRIL CDR2L CDR3L
Exp - - None 0.898 0.731 0.712 0.569 0.723 0.736 0.718
Exp - v None 0.898 0.735 0.698 0.566 0.716 0.702 0.713
Exp v - None 0.895 0.741 0.700 0.584 0.716 0.741 0.725
Exp v v None 0.894 0.727 0.702 0.573 0.720 0.728 0.727
Exp - - CDRs 0.894 0.680 0.637 0.432 0.677 0.689 0.661
Exp - v CDRs 0.894 0.696 0.651 0.434 0.692 0.680 0.659
Exp v - CDRs 0.890 0.675 0.657 0.431 0.666 0.689 0.658
Exp v v CDRs 0.891 0.681 0.653 0.430 0.666 0.698 0.655
Pred - - None 0.909 0.753 0.716 0.561 0.738 0.731 0.722
Pred - v None 0.905 0.749 0.704 0.558 0.729 0.725 0.722
Pred v - None 0.907 0.750 0.730 0.572 0.746 0.737 0.730
Pred v v None 0.903 0.744 0.713 0.554 0.744 0.733 0.718
Pred - - CDRs 0.904 0.706 0.650 0.445 0.691 0.687 0.665
Pred - CDRs 0.901 0.709 0.657 0.435 0.701 0.690 0.658
Pred v - CDRs 0.903 0.695 0.654 0.435 0.675 0.675 0.654
Pred v CDRs 0.898 0.699 0.647 0.433 0.682 0.682 0.658
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Figure Al: Framework (FW) amino acid sequence recovery, for solved (top) and predicted (bottom)
structures in the test set.
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Figure A2: Complementarity determining region (CDR) amino acid sequence recovery for solved
(top) and predicted (bottom) structures in the test set.

15



1 IF1 (0.75) ! 7 1 .o
5{ EEE AbMPNN (0.74) | |
B Antifold (0.67) . 64 t
I Native (0.48)) ; ) _ '
2 4- I 5 1
< ,
o) N -
g i ’ ’ :
[ 3 A : . ! 4 1 ‘.
(7] l ] ¢
c P ] ¢
o l M [ ] ¢ .
< M v e . * ¢
% 2 T T == ! ] , ‘ N .
3 | ' :
H .
1' : »
0_
CDRL1 CDRL2 CDRL3 CDRH1 CDRH2 CDRH3

CDR region (IMGT)

Figure A3: RMSD between ABodyBuilder2 predicted and experimental structure backbones, for
sequences sampled with AntiFold and AbMPNN with a temperature of 0.20, and native sequences
across IMGT regions (see Methods). Median CDR region RMSD values are shown in parentheses in
the legend.
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