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Abstract

This paper represents an implementation of an
approach rather similar to that of Zhu et al.
(2024), adapted for the Russian-language data.
We introduce the RusConText Benchmark for
evaluating short-context understanding in Rus-
sian, comprising four distinct yet interrelated
tasks: ellipsis resolution, coreference resolu-
tion, idiom interpretation, and discourse under-
standing. Each task targets a specific aspect of
linguistic processing challenging a large lan-
guage model to recover omitted information,
resolve referential dependencies, interpret id-
ioms and discourse. The RusConText Bench-
mark is an additional resource beyond standard
benchmarks, designed to assess model perfor-
mance from a specific perspective. In addition,
we present the results of scoring 4 models on
our benchmark.

1 Introduction

In the rapidly evolving field of Natural Language
Processing (NLP), there is a growing interest in
benchmarks as they serve as tools for evaluating
the performance and capabilities of large language
models (LLMs). Most of the academic LLM bench-
marks are designed as a task set that measure LLM
efficiency in solving problems, e.g. math or reason-
ing problems.

As LLMs become increasingly complex and ef-
fective in text understanding and generation, assess-
ing their ability to understand context is relevant
for ensuring LLM efficiency. Modern models are
quite successful at grasping the semantic and logi-
cal structure of human-written text; however, their
ability to perceive subtle nuances of context re-
mains limited (Zhu et al., 2024). Therefore, bench-
marks that evaluate aspects related to contextual
understanding are particularly relevant.

Considering the rapid advancement of model ca-
pabilities in processing textual information, there is
a need to create context-oriented benchmarks that

will include more complex and specialized tasks.
Although, due to the differences in grammar and
discourse across natural languages, it is reasonable
to develop unique context understanding bench-
marks for evaluating the performance of LLMs
across different languages. In this paper a new con-
text understanding benchmark RusConText is pro-
posed. It is aimed to evaluate LLM performance in
processing contextual nuances within the Russian
language.

2 Related work

RussianSuperGLUE is considered to be one of the
first benchmarks created specifically for the Rus-
sian language (Shavrina et al., 2020). It was aimed
at evaluating the general language understanding
of language models based on the transformer archi-
tecture. The main tasks encompass common sense
understanding, natural language inference, reason-
ing, machine reading, and world knowledge. Al-
though it was largely adopted from the SuperGLUE
methodology (Wang et al., 2019), some of the tasks
were developed from scratch due to the linguistic
specificity of Russian. However, this benchmark
is mainly intended for smaller transformer models
and is not suitable for foundation models that far
exceed the capabilities of basic transformers.

To rectify this deficiency, the benchmark MERA
has been introduced (Fenogenova et al., 2024). It
was aimed at evaluating the performance of the
foundation generative models in the Russian lan-
guage. The benchmark includes 21 evaluation tasks
covering a variety of skills including not only rea-
soning, common sense, mathematics, logic, world
knowledge, but also NLI and Dialog System, and as
far as language understanding is concerned, so far
it can be considered the most reliable tool for the
Russian language as well. However, the fact that
it provides overwhelming evaluation may be a dis-
advantage for those who need to make an opinion



about the potential of different LLMs to understand
texts with complex language structures, potentially
hindering sense extraction.

In addition to these benchmarks, there is also
TAPE dataset on Russian data, primarily focused
on evaluating "intellectual" LLM abilities such as
multi-hop reasoning, logical inference, and ethi-
cal judgment (Taktasheva et al., 2022) . Another
benchmark dataset, RuCoLA, is designed to eval-
uate language model linguistic competence in the
Russian language by classifying sentences as ac-
ceptable or unacceptable (Mikhailov et al., 2022).
The gold labels are based on native speaker judg-
ments. These datasets complement benchmarks as-
sessing LLM performance in Russian by focusing
on more nuanced aspects of language understand-
ing and reasoning abilities.

The need for tools that evaluate how well lan-
guage models understand complex context has al-
ready been addressed in Zhu et al. (2024). The
authors have created a benchmark comprising four
distinct tasks, namely, coreference resolution, di-
alogue state tracking, and implicit discourse rela-
tion classification, adapting existing datasets for
the evaluation of generative models. The choice of
tasks is explained by both the growing capabilities
of modern LLMs and the real-world applications
they are used in. However, it is only available for
English and, to the best of our knowledge, does not
have any equivalents applicable to Russian.

The BABILong benchmark (Kuratov et al.,
2024) is also dedicated to the problem of LLM
context understanding. However, the primary ob-
jective of this work is to evaluate how effectively
LLMs can handle extremely broad contexts. The
core focus of this study is to present tasks that
require reasoning over lengthy texts in which rel-
evant information is "hidden" among extraneous
text. It is a scalable synthetic suite consisting of
20 reasoning tasks, including fact chaining, induc-
tion, deduction, counting, and operations involving
lists and sets. The principal challenge lies in the
extraction and integration of information that is
distributed across documents containing up to 10
million tokens or more. So, the main idea of BA-
BILong is to assess how well models utilize their
available content window, rather than just a small
portion of it. Thus, the emphasis is not on linguistic
nuances but rather on the model capacity to manage
extensive informational contexts.

Based on the above, there is a need to create a
specialized context-oriented benchmark that could

be used to evaluate the language capabilities of
large language models (LLMs) in Russian in a
more comprehensive format. We are guided by
initiatives like the work by (Zhu et al., 2024) that
demonstrate the possibility to develop a benchmark
focused specifically on context processing.

3 RusConText Benchmark: Overview

We formalize the problem of short-context under-
standing as follows: the model should be able to
interpret an entity in the input text using a span
of at most one or two sentences. To evaluate the
model’s performance, we chose a subset of 4 tasks
that are closely related to close context understand-
ing: coreference resolution, ellipsis resolution, dis-
course relation identification, and idiomatic expres-
sion detection (Zhu et al., 2024).

Coreference resolution task tests whether a
model can identify semantic relations between enti-
ties within a given context, a capability essential for
maintaining textual coherence and accurately track-
ing entities across sentences. Ellipsis resolution
evaluates a model’s ability to recover information
that is implied but not explicitly stated, relying on
the immediate context to reconstruct the intended
meaning. Discourse relation identification assesses
whether the model can recognize logical or text-
level semantic connections, such as cause-effect
or contrast, which is illustrative for evaluating of
the structure and coherence comprehensive under-
standing. Finally, idiomatic expression detection is
a novel approach to LLM deep context understand-
ing evaluation, this perspective is relevant, as the
model must integrate information from the immedi-
ate and broader context to make a correct judgment,
ensuring coherent interpretation of the text parts.

3.1 Coreference

Coreference is a linguistic phenomenon that de-
scribes the relationship between expressions in a
discourse that denote the same entity (or different
entities, which are semantically related). Coref-
erence resolution is a process of identifying and
linking expressions. It is an important and complex
NLP problem. The establishment of successful
referential connections requires the integration of
lexical, syntactic, and discourse-level information,
in addition to frequent reliance on extralinguistic
commonsense. Accurate coreference resolution
is essential for comprehensive text understanding
(Poesio et al., 2023).



In addition to the term coreference resolution,
the term anaphora resolution also can be found in
the literature. Although the terms are often used
interchangeably in the NLP-related literature, the
tasks they refer to can be distinguished. Anaphora
resolution specifically focuses on identifying the
antecedents of anaphoric expressions (typically pro-
nouns) (Stylianou and Vlahavas, 2021). Corefer-
ence resolution constitutes a broader task that in-
volves identifying both anaphoric and cataphoric
connections between a pronoun and its referent,
as well as connections between several referential
expressions (typically full NPs) (Kummerfeld and
Klein, 2013). In other words, "complete" coref-
erence resolution means finding all mentions that
refer to the same real-world entity. Such exhaus-
tive sets of entity mentions are called coreferential
chains (Toldova et al., 2016).

There are several common approaches to study-
ing coreference resolution. One such task is
the Winograd Schema Challenge (WSC), which
was first proposed as a NLP task in the work of
(Levesque et al., 2012). Although this task focused
on context understanding, we do not to include it
in our benchmark, since its variant with Russian
data has already been implemented in the Russian
SuperGLUE project (Shavrina et al., 2020). An-
other well-known benchmark for evaluating LLMs
on coreference resolution is CRAC (Khosla et al.,
2021), which provides tasks on realistic texts than
WSC and allows for the assessment of document-
level coreference resolution.

Recent research using WSC, CRAC, and CRAC-
style benchmarks demonstrates the high perfor-
mance of modern instruction-tuned LLMs in coref-
erence resolution tasks in few- and zero-shot modes.
In the approach described by (Gan et al., 2024), a
model is required to identify the antecedent for a
given pronoun or referential expression with free-
form answers. Open-ended questions provide a
comprehensive assessment of a model’s effective-
ness, but they require manual verification, which
is not suitable for benchmarks. Another approach,
outlined in (Le and Ritter, 2023), involves asking a
model to tag all entity mentions directly within the
text (using different tags for different entities). The
authors highlight the issue of unintentional confla-
tion between mention detection and the referential
chain annotation.

In this benchmark, we present two distinct tasks.

The first task, which focuses on anaphora' resolu-
tion, is structured in a multiple-choice format. The
sets of possible answers are made with account for
the rich morphology of the Russian language (the
pronoun for which an antecedent is being sought
morphologically can be correlated with any of the
variants). The second task examines the referen-
tial relationships between referential expressions
(typically NPs). A model answers whether two
mentions belong to the same referential chain in
True/False mode.

For creating these tasks, we utilized the RuCoCo
corpus (Dobrovolskii et al., 2022), a Russian cor-
pus comprised of news texts, manually annotated
for coreference. The corpus covers a wide range
of coreferential and anaphoric relations annotated
with a high level of inter-annotator agreement.

3.2 Discourse

Discourse is a complex term that encompasses a
wide range of meanings, generally referring to
some kind of connectivity within a text, speech,
or other type of linguistic act (Johnstone and An-
drus, 2024). Understanding the connection — and,
more importantly, the type of such connection -
— between two phrases is highly dependent on
the context and discourse in which the speech act
occurs. This context can depend on knowledge
defined outside the text and on common sense.

The study of discourse-related issues of contem-
porary NLP technologies such as LLMs can im-
prove automatic discourse parsing, highlight the
most problematic types of discourse relations, and
help researchers and engineers to make algorithms
behave more human-like in the conversation. There
are many existing corpora that address discourse-
related tasks, available in English (Asher et al.,
2016) and Russian (Pisarevskaya et al., 2017). In
addition, there was an attempt to create a unified
discourse corpora that cover multiple languages,
frameworks, and domains (Braud et al., 2024).

To evaluate the LLM capabilities on the
discourse-related tasks, we employ a set of phrase
relation tasks constructed as multi-label choice.
The data sources are the Russian language subset
of the DISRPT dataset (Braud et al., 2024) and the
RuDABank dataset (Vasileva Elena, 2024). Both
datasets consists of two sentences and a relation

'The set of lexemes that we treat as anaphoric pronouns
is quite similar to the one described in (Toldova et al., 2016),
it is also complemented by some pronominal adverbs with a
spatial meaning (such as zdes’ (here), otkuda (from where))



tag that defines the semantic relation between them.
The combined corpora consists of 2738 samples
(2238 for RuDABank and 500 for DISRPT) and 37
tags (15 for RuDABank and 22 for DISRPT).

3.3 Idioms

Idioms are generally understood as multi-word
expressions whose meaning cannot be derived
through the compositional interpretation of con-
stituents. The use of idioms makes the language
both more figurative and complex, so that more
effort is required for it to be processed even by hu-
mans. Thus, in many studies, it has been shown that
texts abounding with idiomatic expressions tend
to lower understanding scores, especially among
children or learners (Edwards, 1974). As long as id-
ioms can not be processed and understood without
sufficient understanding of the context we deem
it appropriate to use this linguistic phenomena to
evaluate model language capabilities.

The first complexity related to understanding
idioms is connected to the fact that certain com-
binations of words may have literal or idiomatic
meaning depending on the context. Expressions of
this kind are referred to as Potentially Idiomatic Ex-
pressions, or PIEs for short (Haagsma et al., 2020).
PIEs have already been used for LLM assessment
in English (Mi et al., 2024). To adapt this task to
Russian, we have made use of the corpus of 100
Russian PIEs (Aharodnik et al., 2018), previously
collected for the task of automatic idiom extraction.
From this corpus, we have automatically selected
500 samples. The prompt used to evaluate a model
includes, in addition to the base instruction, an
idiom, a context, and two options -— literal and
idiomatic meaning.

The reliance on context while interpreting id-
ioms may be stronger if an idiom has more than
one figurative meaning. If so, only in case of thor-
ough understanding of the surrounding context is
it possible to deduce the correct meaning of an id-
iom. To use this suggestion to evaluate LLMs, we
have selected 30 idioms possessing between 2 and
4 distinct meanings from the comprehensive dictio-
nary of Russian idioms (Dobrovolskij and Baranov,
2020). The contexts featuring different meanings
of the selected idioms were collected with the help
of the Russian National Corpus regardless of word
insertions, grammatical variations, and omission
of non-key components. Thus, we have created a
dataset of 500 contexts, labeled with the correct
meaning of the idiom used in every entry. The

prompt given to a model includes a context, the
correct meaning, an alternative meaning of the cur-
rent idiom, and a meaning of a random idiom from
the dataset.

A more challenging version of this task, also
requiring from language models an ability to under-
stand and retain larger context, consists of choosing
between three texts, all containing the same idiom
used in different meanings. The model is given one
possible interpretation of the idiom and must iden-
tify which text corresponds to that specific meaning.
Only idioms having three or more meanings were
included in this task.

3.4 Ellipsis

An ellipsis is a group of phenomena in which unex-
pressed information from a discourse can be recov-
ered from the context (Testelets, 2011), distinguish-
ing it from elision, which relies on extralinguistic
knowledge rather than context. Since elliptical
constructions lack overtly expressed components
necessary for understanding, this information must
be supplied from the context within which the sen-
tence occurs (Thomas, 1979).

Studying ellipsis resolution is important for im-
proving the accuracy of NLP systems that handle
large data with ellipsis constructions (Zhang et al.,
2019). However, in the field of NLP, problems
related to the phenomenon of ellipsis still cause
difficulties, as machines always struggle with the
omitted and ambiguous information, and there is
still a lack of research, corpus data and materials
to solve the problems of ellipsis resolution, espe-
cially for the Russian language (Hardt, 2023; Cavar
et al., 2024b). The difficulty of restoring the elided
material for the Russian language is that it does
not always coincide with the antecedent in its form.
For example, the grammatical features of the omit-
ted verb do not always correspond with the person
or the number of the verb in the matrix clause.

To address these challenges, various instruments
have been developed for Ellipsis Resolution task,
ranging from rule-based parsers to modern machine
learning approaches. For the detection of the an-
tecedent of the ellipsis and the ellipsis site itself,
SOTA parsers are commonly used. However, Cavar
and Holthenrichs (2024) state that "common state-
of-the-art NLP pipelines fail", including Stanza,
SpaCy, and LFG parsers. For the Ellipsis Res-
olution task, LLMs remain the best solution, al-
though they still struggle, because they are trained
to suggest word chains rather than fill in the omitted



words and phrases (Cavar et al., 2024a).

To assess the performance of LLMs in Ellip-
sis Resolution, we constructed a specialized corpus
containing constructions of various types of ellipsis
for Russian language. This corpus consists of 626
sentences, containing such ellipsis constructions as
gapping, NP ellipsis, VP ellipsis, sluicing, answer
ellipsis, polarity ellipsis (100 sentences each), strip-
ping (14 sentences), verb-stranding (3 sentences)
and 9 sentences with a combination of different
ellipsis types.

The data for the corpus was taken from existing
ellipsis corpora for Russian or from articles about
ellipsis in the Russian language, was manually se-
lected by the author from the Russian National
Corpus or created by the author. To find out the
source of the sentence, see the source column in
the ellipsis corpus?.

4 Evaluation

The RusConText Benchmark® comprises multiple
subsets, each represented as JSON or CSV files
corresponding to different linguistic tasks:

e coref__anaph_ref_choice_questions. json

— Question-based anaphora resolution

e coref__are_NPs_coref_task. json -

Coreference detection for noun phrases

disrpt. json — Discourse relation parsing

rudabank. csv — Discourse relation parsing

ellipsis.csv — Ellipsis identification and
resolution

idiom_literal. json — Literal vs. idiomatic
interpretation

e idiom_three_texts. json — Idiom disam-
biguation across contexts

* idiom_two_meanings.json — Polysemous
idiom resolution

The tasks vary in complexity, ranging from
multi-label classification (e.g., coreference resolu-
tion) to structured prediction (e.g., ellipsis restora-
tion, requiring models to identify elided content
and infer it from context). The examples of these
tasks can be found in the Appendix A.

2https://github.com/NotBioWaste9®5/
RuConText-Bench/blob/main/data/ellipsis.csv

3https://github.com/NotBioWaste9®5/
RuConText-Bench/blob/main/data

4.1 Evaluation Metrics

We assess model performance using:

e Standard classification metrics: Precision,
accuracy, recall, and F'1 score for discrete-
label tasks.

* ROUGE (Lin, 2004) for evaluating gener-
ated text in ellipsis resolution.

4.2 Models and Implementation

We evaluate a suite of state-of-the-art language
models for comparability:

* GPT-40-mini (OpenAl, 2024)

* GPT-4.1 (OpenAl, 2025)

e Llama-4-Scout (Touvron et al., 2023)
* Qwen-3-30B (Yang et al., 2025)

Models were accessed via the LangChain frame-
work (Chase, 2022) using a unified Python pipeline.
Selection criteria included benchmark performance
parity and source diversity to include open-source
models as well as closed ones. Each model was
trained on the mixture of multiple languages in-
cluding Russian. Each model was asked to return
a valid JSON string, the responses that could not
be salvaged were considered as wrong answers.
Temperature of generation was set to 0, other pa-
rameters were default to the models. Prompts that
were used for each task can also be observed in
Appendix B.

4.3 Results

The LLM evaluation results are shown in table 1.
The first column indicates the evaluated model.

The ellipsis task remained difficult task for all
models resulting in low F'1 score across all mod-
els. It was unexpected that zero-shot from prompts
slightly improved the results of the models’ ellipsis
resolution, while in Cavar et al. (2024b) few-shot
prompts gave better results, increasing the accu-
racy, but the results were consistent in that LLMs
still struggle with ellipsis resolution.

The discourse tasks have also posed difficulties
to the models, primarily the DISRPT subset. We
suppose that the main struggle for the model is jug-
gling more than 20 possible tags in a single prompt,
many of which are very similar in their meaning.
The impact of the closely-related or contrasting la-
bels in a single prompt on the performance can be
studied further.


https://github.com/NotBioWaste905/RuConText-Bench/blob/main/data/ellipsis.csv
https://github.com/NotBioWaste905/RuConText-Bench/blob/main/data/ellipsis.csv
https://github.com/NotBioWaste905/RuConText-Bench/blob/main/data
https://github.com/NotBioWaste905/RuConText-Bench/blob/main/data

Model Task Accuracy Precision Recall F1 ROUGE-1F1 ROUGE-2F1 ROLU
gpt-40-mini ellipsis 0.163 0.09 0.089 0.09 0.344 0.259 0.34]
rudabank 0.462 0.545 0.469  0.447
disrpt 0.272 0.178 0.206  0.166
corefREs 0.538 0.269 0.5 0.35
corefAnaphs 0.786 0.786 0.786  0.786
idioms_literal 0.72 0.716 0.667 0.673
idioms_text 0.41 0.407 0.414 0.376
idioms_meaning 0.65 0.333 0.217 0.263
gpt-4.1 ellipsis 0.12 0.064 0.064 0.064 0.366 0.268 0.36¢
rudabank 0.584 0.642 0.595 0.576
disrpt 0.388 0.306 0.284  0.258
corefREs 0.538 0.269 0.5 0.35
corefAnaphs 0.904 0.904 0.905  0.904
idioms_text 0.55 0.517 0.539  0.523
idioms_literal 0.72 0.727 0.685  0.688
idioms_meaning 0.77 0.5 0.385 0435
llama-4-scout ellipsis 0.06 0.037 0.037 0.037 0.127 0.097 0.12°
rudabank 0.415 0.565 0.426 0.379
disrpt 0.286 0.205 0.174  0.151
corefREs 0.59 0.295 0.5 0.371
corefAnaphs 0.79 0.792 0.789  0.79
idioms_text 0.495 0.5 0.538 0.49
idioms_literal 0.55 0.668 0.532 0422
idioms_meaning 0.64 0.5 0.32 0.39
gwen-3-30B ellipsis 0.02 0.012 0.012 0.012 0.101 0.075 0.101
rudabank 0.392 0.483 0.4 0.382
disrpt 0.194 0.147 0.174  0.131
corefREs 0.58 0.29 0.5 0.367
corefAnaphs 0.93 0.931 0.93 0.93
idioms_text 0.495 0.5 0.538 049
idioms_literal 0.55 0.668 0.532 0422
idioms_meaning 0.71 0.333 0.237 0.277
random rudabank 0.076 0.075 0.077  0.075
disrpt 0.05 0.056 0.048 0.04
corefREs 0.515 0.516 0.516  0.515
corefAnaphs 0.316 0.315 0.316  0.316
idioms_text 0.33 0.318 0.312  0.305
idioms_literal 0.54 0.542 0.543  0.537
idioms_meaning 0.77 0.5 0.385 0.435

Table 1: Comparison of LLM performance across tasks.

In the coreference tasks, it is noticeable that task
with Anaphoric resolution was much easier for the
models than the NP resolution. Each model has
shown significant improvement in all metrics in the
first task compared to the latter.

Finally, in the idiom tasks we can see that mod-
els with a few examples of the meanings can quite
successfully understand the meaning in the con-

text. Also the literal/metaphoric sense is simple for

models too.

5 Conclusions

The RusConText Benchmark is designed to evalu-
ate LL.M short-context understanding for Russian,
addressing a gap in existing evaluation frameworks.
While many benchmarks focus on long-context



comprehension or broad reasoning tasks, our ap-
proach specifically targets the model ability to in-
terpret and reason within constrained text intervals
— a skill essential for real-world applications such
as conversational Al, summarization, and precise
information retrieval. The RusConText Benchmark
shows that modern LLMs may still struggle to solve
problems related to understanding the close con-
text.

Our results demonstrate that while leading LLMs
perform well on established benchmarks for Rus-
sian data (even on that are conceptually aligned
with some of ours, such as RWSC in (Shavrina
et al., 2020) or RCB in (Fenogenova et al., 2024)),
their performance on the RusConText Benchmark
reveals key weaknesses in fine-grained understand-
ing of context:

Limitations

The limitations of the RusConText Benchmark are
primarily in its scope: the tasks presented in this
benchmark — resolution of coreference, metaphor
and ellipsis, as well as discourse understanding by
the model — do not reflect the full variety of con-
textual tasks. Additionally, we aim to significantly
expand the size of each dataset in future iterations.

We also understand that model scoring results
largely depend on prompt engineering (especially
for zero-shot question answering approach, which
we are mostly following), and although we have
selected prompts that helped us achieve maximum
accuracy received during the tests, these prompts
may not be universal or ideal.
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A Task examples

A.1 Coreference
A.1.1 Multi-choice

Task example

Paragraph:
"filename": "2021 sport pony.json",
"index": 3,
"text": "OTmedaeTcs, 9TO paHee B
COIMAIBHBIX CETSIX €r0 CbIHOM OBLIO
omybOImKOBaHO Bueo, rae ga Cuisa
€3JIUT BEPXOM Ha, ITOHM 110 nMeHu [Tukynuro,
[IPU STOM YIPE3MEPHO JEPTAET MOBOILSIMH,
OPUIHHSAS JTotam 60Jib. TakKe perennemM
TpubyHa a ObLIO YCTAHOBJIEHO, UTO
3a moHn OexkaJjia cobaka, IPUIHHSIS
2KUBOTHOMY CTpecc Ha (oHe
HCIIBITHIBAEMBIX OOJIE3HEHHDIX OTILY IEHUH,
a caMm ga Cuisa OBLT CINUIIKOM
TSIPKEJT JIJIsT JIOTITA, .
"anaphoric span": "
"variants":

"na Cunsa",

"Brumeo",

"mouu o mmenu [lukymuro"

ero",

)
"gold answer": "1"

A.1.2 NP coreference

Task example

"first": "coBepiieHHO JieraIbHBIN
[IUPATCKUI MHTEPHET-CEPBUC,
"second": "caiiTa",
"paragraph": {
"filename": "2009 hitech antigua.json",
"index": 1,
"text": "Ha ocTpoBe AHTHI'Ya OTKPBLICS
" COBEPIIEHHO JIeraJIbHbIiA
MUPATCKAN WHTEPHET-cepBUC.
A IMUHUCTpAIHS CalTa YTBEPXKIAET,
9TO B 3aKPOMAaX UMEETCsT TIOJITOPDI
ThICAYN KHHOMDUILMOB U 50 ThICTY
MY3BIKATBHBIX KOMITO3UITATA.
Kenaromume nx ckadarh JTOJZKHBI
0OPMHUTDH MMOIUCKY
crouMocThio 9,95 noyurapa B mecarr,."

2

"gold": true

A.2 Discourse

A.2.1 DISRPT

Task example

Sentence 1:

B sT0i1 cTtaThbe pemnreno mpuBecTu 006061IIE-
HHE aJIrOPUTMHUIECKOIo Ha3uca

Sentence 2:

KOTOPBIE MOTYT OBITH OIUCAHBI OJIHON WJIH
HECKOJIbKUMU AyraMn KPHUBDLIX, IJIfd BCEX
CJIy9aeB MPOCTPAHCTB KOOPIUHAT.

Label: "elaboration"

Choices: preparation, condition, antithesis,
solutionhood, restatement, cause,

effect, attribution, sequence,

evaluation, evidence, interpretation-
evaluation,

cause-effect, elaboration, background,
conclusion, motivation, concession,
comparison, purpose, contrast, joint

A.2.2 RuDABank

Task example

Initial utterance: CoorBercrBeHHO, cero-
JIHS HOYBIO MBI HE CIIIM

Tagged utterance: Ilam, sro oramanHast
nJIesd.

Label: appreciation



https://arxiv.org/abs/2402.00858
https://arxiv.org/abs/2402.00858
https://arxiv.org/abs/2402.00858

A.3 Idioms

A.3.1 Literal/idiomatic

Task example

Idiom: soBuTH 610X

Text: Ha monkax crosjim KabuHeTHbIE Ya-
Cbl 13 OPOH3BI U MPAMOPa U COBPEMEHHBIE
OYIMILHUKHY, & B YIJIy MOHYMEHTAJIHHO BO3-
BBIIIAJIACH OOJIBININE HAIIOJbHBIE Jachl. AH-
TOH 3aMETUJI IIPUCJIOHEHHBIE K CTEeHE KO-
croun. 4 6 w caM Tak JyMaJi, — CKa3aJl
YaCOBIIUK. UT0 2K 6JIOX JIOBUTD, €CJIA CHJIA
ectb. OH OIyCTHUJI JIYIy Ha TJIa3 U CTAJ
KollaTrbcd B Jacax. IloroM ckaszas: Tl ObI
OCTaBUJI UX, sI IIPOBEPIO.

Label: 1

Meaning: idiomatic

A.3.2 Texts multiple choice

Task example

Idiom: urparb B OUpIOILKH

Texts:

1. "U s gymaro, 9TO CHUTHAJBI TAKOTO PO-
na. .. [ocynapcTBo — cepbe3nas mryka. He
HaJI0 ITHOPUPOBaTh rocymaapcrso. He Ha-
JIO UTPATh C HUM B OMPIOJBLKA U a3apTHBIE
urpor. "
2. "MpbI y TebsI U3 CIUHBI KYCKH KOXKHU Oy-
JIEM BBIPE3aTh M COJIbIO TOCHITATh, €CJIN
coBpelb. 1 ere, MHOTO Opellib, CTapbIif
nenb! [Ipumercs Tebe poT 3akaenTsh. . . [leT-
POBUY, IPUHECU CKOTY W MPUCTYIAil. XBa-
TUT C HUM B OUPIOJIBKU UI'PaTh."

3. "He noamanaJio pesa HACTOSINETO, 13 1
rosibk0! Hy, a B Oupro/ibKu urparh ObLI OH
HE OXOTHHUK. BCsIKWil, KOHEYHO, HOPOBUI
0XadTh. .. "

Label: 0

Meaning: 0THOCHTHCSI HECEPHE3HO K KOMY-
Jmbo

A.3.3 Multiple meanings

Task example
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Idiom: 60k o 60k

Possible meanings:

1. BMecTe, COBMECTHO

2. BhIpaXkaTh HE3HAHHUE OTBETa Ha 3aJaH-
HBIII BOIIPOC

3. oueHb OJIN3KO, OIUH BO3JIE APYTOro
Label: 0

Meaning: BmecTe, COBMECTHO

Example: dpxum mpumepoM sIBIAIOTCSA BO-
JIATEJIA U IEPEBOYUKH, KOTOPbIE HAPAJLY C
BOEHHBIME 060K 0 00K yuacTByioT B Cupuu
10 CyTH Ha MepeIoBOil DOEBBIX JEHCTBUA.

A.4 Ellipsis

Task example

Sentence:

Pabora ¢ naByxOaiitoBbiMu HabopaMu
CHMBOJIOB — TIPOCTO KOIIMAp JIJIsT TPO-
IPAMMUCTA, TAK KaK JaCThb UX COCTOUT U3
onHoro OaiiTa, a 9acThb — U3 JBYX.
label: cocTont

ellipsis type: gapping

B Prompts

Coreference task

Prompt:

OTBeTb Ha BOIPOC IO 3TOMY (bparMenTy
rekcra: {paragraph}. TeGe Hy>KHO NOHSTB,
K KaKOii CyIIHOCTH OTHOCUTCS 3TO YIIOMUHA~
uue: {anaphoric span}. 113 npesyioxentbx
HIZKE BBIOEPH YIIOMHHAHKE, KOTOPOE TOKE
OTHOCUTCA K 9TOH CYIITHOCTH.

BapuanTsl orBera: {variants}

Hanumm Tosibko BapuHaT oTBeTa, 1, 2 min
3, 663 KOMMEHTapHeB U 3HAKOB MpEeInHa-
HUS.

Coreference task (whether REs coreferent)

Prompt:

B rekcre: {paragraph} ynomunauus
(moxcrpokm) {first RE span} u {second RE
span} OTCBLJIAIOT K OJHOU U TOU 2Ke CYIII-
nocru?! Oreeuait True, ecin na, False econ
HeT, 6e3 3HAKOB TPENUHAHUS U JOMOJTHU-
TeJIbHBIX KOMMEHTapUEB




Discourse task

Prompt: Onpenennre cBsI3b MEXKILY JIBYMSI
IpeIJIoKEeHIAMI. BOo3MOXKHBIE CJIeLyonue
BapUAHTLI OTBETA!

{options}.

IIpenoxenue 1: {sent 1}

[Tpenoxkenne 2: {sent 2}

JlafiTe TOILKO OIMH OTBET U3 IIPEJIJIOXKEH-
vbIX. Vcmonb3yitte JSON s BbIBOIIA,
COCTOMIIUN U3 OJJHOT'O IIOJIS:

JlagHoe HadvajIbHOE BBICKA3LIBAHUE U

OTBETHO€ BBICKa3bIBaHHE, OIIPpEeIe/INTe
THUIT OTBE€Ta U3 CJIEAYIOIIUX BapUuaH-

toB:{options}

Hauassnoe BBICKA3bIBAHUE:
{initial utterance}
OTBeTHOE BBLICKa3bIBaHHe:!

{tagged utterance}

JlafiTe TOJNIBKO OJWH OTBET W3 TPEJ-
Ucnonpzyiite JSON  ms
BBIBOJIA, COCTOSIIIINAN U3 OJJHOIO TIOJIS:

JIO2KEHHDIX.

Idioms task 1

Prompt:

Bamanue: Ornpenenn, WCIOJB3YeTCS JIN
BBIpAKEHNE B MPSIMOM WU MEPEHOCHOM
CMBICJIE.

Beipazkenue: {idiom}

Konreker: {example}

Bapuantser orBera: 0 - 6ykBajibHOE 3HAYE-
Hue, 1 - mepeHoCHOe 3HAUYEHNUE

Otsert:

Idioms task 2

Prompt:

Saganne: Omnpenenn, B KAKOM TEKCTE
BbIDarKeHNe UMeeT YKa3aHHOe 3HAYEHHE.
Bripaxkenue: {idiom}

Buauenue: {current meaning}

Tekcrbr: {texts}

Otser:

Idioms task 3
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Prompt:

Saganue: Omupemenn,
COOTBETCTBYET JIAHHOMY BBIDAYKEHUIO B
JIAHHOM KOHTEKCTE.

Boipazkenue: {idiom}

Konrekcr: {example}

BapuanTsr orera: {possible meanings}
Otser:

KaKoe 3Ha4YeHue

Ellipsis task

Prompt:

Hano npeyioxkenne {text}. OHo comepkuT
SJUIAIICUC, B HEM IIPOITYIIEeHa YacTh HH(POP-
maruu. [Tocrapaiics BOCIIOTHUTH KaK MOXK-
HO OoJibIlie nHMOPMAIUU, HE TIPUILYMbIBA
u He J00aBJIsiii TOTO, 9€ro HET B KOHTEK-
cre. Onpegenn, 1) B KAKOM MecTe IpOITy-
meHa nHPOPMAaIs, 0003HATHL 9TO MECTO
HUZKHUM TIojiuepKuBanueM. 2) Bocnosau
uHMOpMAIUO U 3) HAIMIIN HOBOE IPEJIJIO-
2KEHUE C BOCIIOJIHEHOW MH(MOPMAIIUEIA.
Orser mait B popmarTe: H3HAYAIBHOE - OT-
BeT Ha 1, SJUIUIICKAC - OTBET HA 2, IMOJIHOE
- orBeT Ha 3. OTBeT JI0/I2KEH OLITH B Pop-
Mare json. B orBere 10/12KeH OBITH TOJIHKO
JSON B markdown noranuu (HauHHATDL-
' json m 3akaHUYMBATHCA | ) 6Ge3
JOMOJTHATETbHBIX KOMMEHTAPUEB.

cic
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