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Abstract

The Schrodinger Bridge (SB) problem has become a fundamental tool in com-
putational optimal transport and generative modeling. To address this problem,
ideal methods such as Iterative Proportional Fitting and Iterative Markovian Fitting
(IMF) have been proposed—alongside practical approximations like Diffusion
Schrodinger Bridge and its Matching (DSBM) variant. While previous work
have established asymptotic convergence guarantees for IMF, a quantitative, non-
asymptotic understanding remains unknown. In this paper, we provide the first
non-asymptotic exponential convergence guarantees for IMF under mild structural
assumptions on the reference measure and marginal distributions, assuming a suffi-
ciently large time horizon. Our results encompass two key regimes: one where the
marginals are log-concave, and another where they are weakly log-concave. The
analysis relies on new contraction results for the Markovian projection operator
and paves the way to theoretical guarantees for DSBM.

1 Introduction

Generative models play a foundational role in modern machine learning, with widespread applications
ranging from image synthesis [RPGT21] and natural language generation [BMR*20] to molecular
structure design [XLH™22]. These models aim to learn the underlying probability distribution
of a given dataset and can generate new, high-fidelity samples that resemble the original data.
Among the various generative frameworks, diffusion and flow-based models have emerged as
particularly powerful, thanks to both their empirical success and theoretical grounding. These
models typically rely on stochastic differential equations (SDEs) to gradually transform a simple
prior (often Gaussian noise) into samples from a complex target distribution, often through a learned
score function [SE19, HJA20, SSDK*21]. However, despite their effectiveness, traditional score-
based generative models (SGMs) often suffer from long sampling times, due to the need for finely
discretized time grids and numerically stable SDE integration over long time horizons.

An increasingly popular and theoretically grounded alternative is to cast generative modeling as a
Schrodinger Bridge (SB) problem. Originally introduced by Erwin Schrodinger in the 1930s [Sch32],
the SB problem arises from statistical physics and seeks the most likely evolution of a cloud of inde-
pendent particles (typically Brownian) that interpolates between two observed empirical distributions
u, v € R at prescribed initial and final times. Formally, the SB problem consists in finding a path
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measure that minimizes the Kullback-Leibler (KL) divergence with respect to a reference diffusion
process (usually a stationary Brownian motion), subject to fixed marginal constraints. Although
originally motivated by principles from statistical mechanics, the SB problem is now known to be
equivalent to a regularized version of classical optimal transport (OT), where an entropic term is
added to the transport cost [Nut]. In this formulation, the KL divergence acts as a soft transport
penalty, leading to the interpretation of the SB as entropy-regularized OT in path space.

In addition to the path space (dynamical) formulation, it admits a static reformulation, where the
optimization is performed over couplings between the given marginals. The optimal coupling 7*,
often referred to as the Schrodinger bridge, can be used to sample joint initial and terminal states.
Conditional trajectories are then obtained by interpolating these endpoints with standard Brownian
bridges. When the initial distribution is taken as the standard Gaussian 7%, solving the SB problem
identifies the most likely diffusion process — in terms of KL divergence from the reference — whose
marginals are v¢ and v. As a result, this formulation enables sample generation from v in finite time,
and provides a compelling alternative to traditional score-based generative approaches.

Several algorithms have been developed to compute or approximate solutions to the generalized
SB problem, especially when the reference process is not necessarily Brownian motion. Among
these, two families of algorithms stand out: the Iterative Proportional Fitting (IPF) algorithm (also
known as the Sinkhorn algorithm) [Cut13, Nut], and the Iterative Markovian Fitting (IMF) algorithm
(also known as Iterated Diffusion Bridge Mixture) [Pel23, SDBCD24]. IPF, on one hand, can be
interpreted as an alternative minimization scheme where the marginals constraints are alternatively
relaxed, which leads to a sequence of forward and backward diffusion processes with the target
measures 4 and v as initial distributions. On the other hand, IMF defines a sequence of stochastic
interpolations between p and v processes and their Markov projections, building on the Diffusion
Flow Matching framework [Pel21, AVE22] and extending it recursively. In addition, practical and
approximate implementations of IPF and IMF have been proposed. In particular, the Diffusion
Schrodinger Bridge algorithm [DBTHD21a] along with its Matching version [SDBCD24, Pel23] or
the Iterative Proportional Maximum Likelihood (IPML) algorithm [VTLL21a]

Although empirical performance of IMF is promising, its theoretical analysis remains limited. In
particular, existing works only provide asymptotic convergence results [SDBCD24, Pel23], and no
non-asymptotic rates or guarantees are currently known. In this paper, we fill this gap by providing
the first non-asymptotic convergence guarantees for IMF. Under mild assumptions on the reference
diffusion process and for sufficiently large time horizon 7', we derive explicit convergence bounds in
KL divergence. Our analysis distinguishes two important regimes: strongly log-concave marginals
and weakly log-concave marginals — the latter being a more general class that includes multimodal
and non-convex distributions [Con24]. A central technical contribution of our work is the derivation
of a new contraction estimate for the Markovian projection operator (see Theorem 4), which plays a
fundamental role in controlling the error propagation over iterations. Our main results — Theorem 5
and Theorem 6 — establish the first quantitative convergence rates for Schrodinger-bridge-based
generative models.

Outline of the Paper. Section 2 introduces the necessary background on the Schrodinger Bridge
problem and details the Iterative Markovian Fitting (IMF) algorithm. Section 3 presents our main theo-
retical results under both the strongly log-concave (Section 3.1) and weakly log-concave (Section 3.2)
regimes. Section 3.3 discusses connections to prior work. Full technical details and supporting
lemmas are deferred to the supplement.

Notation.  For a metric space (E, d), denote by P(E) the set of probability measures on E and
by B(E) its Borel o-field. Given two probability measures p, v € P(E), the relative entropy (or
KL-divergence) of u with respect to v is defined by KL(u|v) := [log(du/dv)du if  is absolutely
continuous with respect to v, and KL(u|v) := +oo otherwise. Note that we also consider an
extension of this definition to the case where v is only a o-finite measure on E. Similarly, the
Fisher information of ;o with respect to v is defined by % (u|v) = [ ||Vlog(dp/dv)|*du if
w is absolutely continuous with respect to v, and . (u|v) := 4oo otherwise. When, E = R9,
denote by TI(u, v) the set of couplings between p and v, ie., & € I(u,v) if and only if & is a
probability measure on R? x R? and (A x RY) = pu(A) and £(R? x A) = v/(A) for all measurable
A C R< If y and v have finite second moment, the 2—Wasserstein distance is defined by



W (1, v) == infeeni(ur [ || — yl|> d€(z, ). Denote by ¢ the density of the standard Gaussian
distribution on R%, With abuse of notation, we identify the standard Gaussian measure with its
density. For d € N, denote by Leb? the Lebesgue measure on R%. Denote by Cr = C([0, T) the set
of continuous functions defined on the time-interval [0, T']. Equipped with the L>°-norm, || - ||, refer
to it as Wiener space. Given P € P(Cr) and s,t € [0, 7], denote by P; € P(R?), Py, € P(R??),
P € P(Cr) and P, 4y € P(C([s,1])) respectively the marginal time distribution at time ¢, the
joint law at times s and ¢, the conditional distribution with respect to the marginals at times s and
t, and the the restriction to the time sub-interval [s, t] of P. Also, we denote by P} € P(Cr) the
reverse-time measure of IP, i.e., the path-measure defined, for any A € B(Cr), as PR(A) = P(AR)
where AR := {t — w(T —t) : w € A}. Given two matrices A, B € R?*? we write A = B if
A — B is positive semi-definite. Given two vectors x,y € R?, we denote by (z,y) and ||z|| the
standard scalar product between x and y and the Euclidean norm of z. Last, denote by Lip; (R?)

the set of Lipschitz functions f : R? — R with Lipschitz constant smaller than 1.

2 Schrodinger Bridge Problem and Iterative Markovian Fitting
In this section, we present the SB problem in details and its resolution through IMF.

Schrodinger Bridge problem. The first key tool for defining the SB problem is a path measure
RY on Cr, referred to as the reference measure. We consider in this paper for RV the distribution of
the process (X;)¢c[o,7] solution of the Langevin dynamics

dX, = -VU(X,)dt +V2dB,, te€[0,T], X~ m(dz)xexp(—U(z))dz, (1)

where U : RY — R is a potential. We also consider the special case U = 0 which corresponds
to taking as RY the measure on Cr associated with the Brownian motion initialized at the volume
measure [Léo13, Annexe A]. We make the following assumption on (1)

H1. Either U = 0 or the Langevin system (1) has a unique stationary solution.

Under mild assumptions on U, H1 holds; see e.g., [Ken78].

Equipped with RY, given the two marginal distributions p, v € P(R?), the SB problem can be
expressed as the following minimization problem:

minimize KL(P|RY) , under the constraint P € P(Cr), Py = pu, Pr = v . 2)

This formulation is known as the Dynamical Schrodinger Bridge Problem, where the optimization
is performed over measures defined on the path space. Interestingly, this dynamic problem has an
equivalent static formulation [Léo13, Proposition 2.3]:

minimize KL(7r|RgT) , under the constraint 7 € II(u,v) , 3)

where Ro -+ denotes the joint law between the marginal distributions at times t = 0 and t = T of RU.
This formulation is known as the Static Schrodinger Bridge problem. To ensure existence of a unique
solution for (2)-(3), we consider the following assumption.

H2. There exists (at least) a coupling © € 11, v) such that KL(W|R(I{T) < +o00.

Under H2, [Nut, Theorem 2.1.] shows that problem (3) admits a unique solution, called the
Schrodinger Bridge, which can be expressed as

™ (dQZ, dy) = €xp (7§0(1’) - 7/)(y)) RSJ,T(d% dy) ) (4)
where ¢, : RY — (—o0, +00].

Consider the bridge bRY associated with R, i.e., the Markov kernel on R?? x C7 corresponding to the
conditional distribution of (X¢);e[o, 1) given (Xo, X7) and therefore satisfying for any A € B(Cr),
RY(A) = [dR{(zo,2z7)bRY ((wo, z7),A). Equipped with bRY, we can easily construct an
optlmal solution for (2) based on (4). Indeed, denoting by P* the path distribution of (X} );c[0, 7]



such that (X, X7) ~ 7* and (X})seo,77 ~ bRY ((XE, X3, -), and using that for any P € P(Cr)
it holds [Léo13, Annexe A]

KL(PIRY) = KL(Po,7|RG 1) + EKL(Pjo,r(-(Xo, X)) IRfg 7 (-|(Xo, X7))] ,

with ()_(0, )_(T) ~ Py 7, we immediately get that P* is a solution for (2). For further details on SB,
we refer to the two surveys [Léo13] and [Nut].

One of the most famous scheme to solve (2) (or equivalently (3)) is the Iterative Proportional Fitting
(IPF) algorithm, also known as the Sinkhorn algorithm. This scheme roughly consists in solving
this problem, relaxing the constraints on one of the marginals alternatively. However, these steps
are typically intractable but, leveraging learning and statistical techniques, [DBTHD21b, VTLL21a]
propose practical implementation for IPF.

Besides IPF, a recent class of algorithms have recently emerged as alternative for solving (2). They
can be interpreted as an extension of Diffusion Flow Matching models that we now present.

Diffusion Flow Matching Models. Given the two marginal distributions y, v € P(R?), Diffusion
Flow Matching (DFM) models learn to transform samples from y into samples from v by following a
continuous stochastic flow. The key idea is to construct an interpolating process, or bridge, between
w and v. To formalize this, again, we consider the bridge bRY associated to (1) and a coupling
70,7 € II(p, v). We then define, the resulting stochastic interpolant (Y;);c[o,7] as

(Yo,Yr) ~mor,  (Yehiepr| (Yo, Yr) ~bRY((Yo, Yr),) . o)

The process (Y;):e[o, 7 provides a smooth, random evolution from 4 to v, but it is not a Markov
process in general and does not satisfy a simple Stochastic Differential Equation (SDE), making
direct sampling difficult. However, we can consider the non-homogeneous Markov diffusion process

(Xt(l))te[O,T)’ solution of the SDE
dx( = f(xDydt+v2dB,, te[0,T), X ~u, ©

where, for any t € [0, T), the mimicking drift is given, for any y; € R%, by
(1) =
1) = B[ @0V Yo)|Yi = | = VU(w) - )
_>
Here, for any ¢ € [0, T'), the vector field ¢, is defined, for any y;, yr € R?, by

_>
& 1(ye, yr) = 2V, log pT, (yrlye) | (8)

where pg It denotes the conditional density with respect to the Lebesgue measure of X given X;.
Indeed, under the technical conditions T1 and T2 given in the supplement, it can be shown (see
Theorem 3 in Appendix B) that the Markov process (Xt(l))te[o,T] preserves the same marginal
distributions as (Y;)¢c[o,7). i.e.,

XV Ey,  teo1]. ©)
In particular, X(()l) ~ 1 and erpl) ~ v, that is (Xt(l))te[O,T] interpolates between p and v. This
process is known as the Markovian Projection of the stochastic interpolant and originates from
[Gyo686] and [Kry84].
In its most conventional implementation, DFM models typically consider either U = 0 or a quadratic
potential U, corresponding to an Ornstein—Uhlenbeck process. In such cases, the conditional log-
density (y¢, yr) — log p% +(yr|ys) is available in closed form. The drift function ft(l) is then the
solution to a regression problem, which can be learned from samples of the process (Y3):c(0, 77,
often using a neural network approximation. In practice, DFMs generate approximate samples
from the target distribution v by applying the Euler—-Maruyama scheme to discretize the SDE in (6),
substituting the true drift ft(l) with its learned approximation. This approach offers an efficient and
trainable method to transform samples from p into samples from v via a continuous stochastic flow.

It turns out that DFM models can be extended to solve the SB problem (2) as we now describe.



Iterative Markovian Fitting Iterative Markovian Fitting (IMF) (also known as Iterated Diffu-
sion Bridge Mixture) [SDBCD24, Pel23] is an algorithm designed to iteratively approximate the
Schrodinger Bridge. It builds upon the Diffusion Flow Matching (DFM) framework and can be
interpreted as a recursive extension of it. At a high level, a DFM model takes a given coupling
70,7 € (i, ) as initial input, constructs the corresponding stochastic interpolant (Y3);c(0,77 (5),
computes its Markovian projection (Xt(l))te[oyﬂ (6), and outputs a path measure P(") and a new
coupling Wégﬂ = Pélj)w € TI(p, v) corresponding to the distribution of (Xt(l))te[O,T] and the pair

(Xél)7 X 5,11)) respectively. By iterating this procedure multiple times, we obtain the IMF algorithm
whose pseudo-code is provided in Algorithm 1.

Algorithm 1: Iterative Markovian Fitting

Input: Initial coupling ﬂ(()o% € TI(u, v) and Langevin bridge bRY associated with (1)
For each iteration k = 0,..., N — 1:
Step 1. Stochastic Interpolant Update.

Define (Yrt(k+l>)//6[(),j'] as:

k1 k+1 k k1 k+1 k1 U k+1 k+1
(0 H) oty D] (VP ) bR (0500 50 )

Step 2. Markovian Projection Update.

* Consider P(*+1) as the path-distribution of the solution (Xt(kﬂ))te[o;_p] to the SDE:

dXt(kH) _ ft(k+1)(Xt(k+1))dt +/2dB,, Xékﬂ) ~ (10)
where:

%
t(k+1)(yt) _E |:Cbt (Y;(kJrl)’YT(k+1)) ’Yt(k) — yt} —VU(y) , (11)

%
and ¢ is given in (8).

(k+1) _ (k+1)
J SCtTl'O’T *PO,T .

End For N
Output: The path-distribution P(Y) and the coupling 7'('((),T) e (p,v)

It has been shown [Léo13, LRZ14] that the SB coupling 7*, defined in (4), is the unique fixed
point from the two Steps defining Algorithm 1, which can therefore be interpreted as a fixed point
algorithm. Therefore, the sequences {P(™)},, <y and {wén%},,,eN defined in Algorithm | are expected
to converge to the SB solutions P* and 7*. In particular, asymptotic convergence has been established

in [SDBCD24, Pel23] under appropriate conditions. Further discussions on IMF, and its connection
with Sinkhorn and Diffusion Schrédinger Bridge, are postponed in Appendix C.

During computational implementation, at each step k, the mimicking drift ft(kﬂ) defined in (11)
is learned by solving a regression problem using neural networks, following the same approach as
in DFMs. This leads to the first version of the Diffusion Schrodinger Bridge Matching (DSBM)
algorithm. However, from a practical standpoint, it has been observed that to avoid bias accumulation,
it is beneficial to leverage not only the fact that P(*+1) is the law of a diffusion process but also its time-
reversal. Denote by P(*1) the distribution of the time reversal ()N(t(kﬂ))te[o’T] of (Xt(kﬂ))te[oﬂ
defined for any ¢ € [0, T by )N(t(kﬂ) = X:(ijtl). It can be shown that ()N(t(kﬂ))te[oj) is solution of
the SDE (see Proposition 1 in Appendix D)

AXFD = gD (X E DG 4 V2dB,, telo,T), X ~w, (12)

where, for any ¢ € [0, T, the drift function is given, for any yr_; € R%, by

— )
o Ve =B [&0 (W) YV, =y VUG a3)



<_
and, for any ¢t € [0,T), the vector field ¢, is defined, for any yo, yr—¢ € RY, by

%
b (Yo, yr—1) = 2Vyr_, log Pr_yyo(yr—elyo) -

Since up to time inversion, P*+1) and P:+1) are equivalent, an alternative to Step 2 in Algorithm 1
is to consider P(**1) instead of P(**+1), and the resulting coupling (X;kﬂ), Xék+1)) € I(u,v).
While this substitution is equivalent for the idealized IMF scheme, it becomes non-trivial when
approximating the mimicking drifts. Indeed, comparing (10)—(11) with (12)—(13), we observe that
the two processes are initialized at different distributions: the forward diffusion starts from p, while
the time-reversed process starts from v. Alternating between Step 2 and its time-reversed variant thus
mitigates the bias introduced by using approximate rather than exact mimicking drifts. This strategy
leads to the final version of the DSBM algorithm proposed in [SDBCD?24, Pel23]. Further details are
provided in Appendix D.

3 Main Results

In this section, we establish exponential convergence guarantees in Kullback—Leibler (KL) divergence
for the IMF Algorithm 1, under two different settings: the strongly log-concave and the weakly
log-concave regimes. Although [SDBCD24, Theorem 8] and [Pel23, Theorem 2] demonstrate that,

under strong assumptions, the IMF sequence {WénT) n converges asymptotically in KL divergence to

the Schrodinger Bridge, i.e., lim, 4 o KL(T((()Z)« |7r*) = 0, neither work provides quantitative bounds
on the convergence rate. This section aims to fill that gap.

Before proceeding further, we introduce an assumption on the reference measure (1), which will be
considered in both the strong and weak log-concavity settings. Recall that for 0 < s < ¢, we denote
by pﬁs the conditional distribution of X, given X where (X;);>0 is the unique stationary solution
of (1) under H1.

H3. There exists Ly > 0 such that, for any 0 < s < t < T and any xz,y € R? the maps
z—= 'V, logpﬁs(z|y) and z — V, logpﬁs (y|z) are Ly (s, t)-Lipschitz with

Remark 1. First note in the case where forany 0 < s <t <T, (z,z) — logpﬁs (y|2) is C2, then
H3 is equivalent to the fact that (z,y) — V.V, log pﬁs (y|z) is bounded by L(s,t).

Remark 2. We observe that in the common setting where U = 0, the above condition is satisfied.
Indeed, in that case, it holds

1 ly — =|?
v = —_ t T t RY. (14
pt|s(y‘x) (47T(t — 8))d/2 exXp < 4(f — S) ) NERS [07 ] ’ s<t, Z,y S ( )

Therefore, for any 0 < s < t < T and any =,y € RY, they hold
z—x y—z

—— V,logpl = .

2(t* S) Yy ngt|s(y|z) Q(t* S)

Similar conclusions hold for Ornstein-Ulhenbeck processes, i.e., as U(x) = (Ax,x). Indeed, if
this is the case, then VU (z) = 2Ax and the SDE (1) becomes a linear Ornstein—Uhlenbeck (OU)
process:

Va logpﬁs(zkv) =

dX; = —2AX,dt + V2dB;, te€[0,T], X~ m(dz).
This process admits a Gaussian transition density. More specifically,

U (z|x :;ex flzfm ()25 2 — mys(z
Hle) = e p (5~ () TE e - mala)).

where

t
ma(a) = e A0 wy =2 [ oA Ty,



Therefore, it holds
T — — —s — — —S
Vo log Y, (212) = (Tamea(@)) | Si1(s = mapa () = o AU TSI (5 g 2A0-0)y)
It follows that the map z — V ; log pﬁs (z|x) is affine, hence Lipschitz. Being

IV2Va log pif, (2l2) | < e A 12 0

with
1 T -1
w1 (672A(t75)672A (tfs)) 1d
ts = 2(t — s) ’
then, it holds
L
U —2A(t—s)|| . ||3—1 U
V-V log ., (+12)]] < e 112320 < 55

with Ly depending only on A. This and Remark 1 complete the proof. We expect that Assumption H
3 holds true also if U is infinitely differentiable with bounded derivatives, but this problem is out of
the scope of the paper and left for future work.

In the sequel, for any measure ¢ on (R?, B(R%)) absolutely continuous with respect to the Lebesgue
measure, we denote by p its density. Furthermore, we denote by mg ; 7 and pg ¢ 7 the probability

distribution and the density with respect to the Lebesgue measure respectively of (Xg, X, X 1) with
(Xt)tE[O,T] as in (1), fort € (0, T)

3.1 Strongly Log-Concave Setting

We consider in this section the following additional assumptions.

H4. The two distributions p and v are absolutely continuous with respect to the Lebesgue measure
and have positive density functions p,, and p,,. In addition, x — logp,(x) and x — logp,(z)
are twice continuously differentiable. In addition, (zo,x1) — —logpy, 1(w0, s, 27) is twice
continuously differentiable.

H5. (i) The two distributions v and v are strongly log-concave, i.e., there exist o, o, € (0, 400)
such that for any © € R?,

VZ(—logp,)(z) = a,Id, V3(—logp,)(z) = a,1d .

(ii) There exists o € [0, +00) such that for any xo, zs, v € R, t € (0,7T),

A (—logp([{’t_’T)(:ro,xt,xT) =ald,

Zo,TT

where V2 . (=logpl, 1)(wo, z¢, x7) denotes the Hessian with respect to the variables (o, xr).

Remark 3. We remark that in the common setting U = 0 in (1), the part of H4 and H5 related to
—log pOU’t,T holds. Indeed, when U = 0, it follows from (14) that

DY, (0, 2, 27) = exp Nlzo —ar|® Tz — (T = t)wo — tar|?
0,,7 105 T AT 4T (T —t) ’

which makes it clear that — log pg’tj satisfies H4 and H5 since for any o, x¢,x7 € R and t €
(0,7), V2, ..[=logpl, 7](x0, x¢, 27) = 0. The same conditions hold true when U is quadratic, i.e.,
when U (x) = (A, x) for a positive definite matrix A. In this setting, the process (X;)c(o,1) defined
in (1) is a multivariate Ornstein—Uhlenbeck process. Consequently, for any 0 < t < T, the joint
distribution of the triple (X, Xy, X7) € R3¢ is a multivariate Gaussian, (Xo, X4, X1) ~ N(11, ),
for some mean vector i € R3? and for a positive definite covariance matrix ¥ € R3?*34_ This
immediately implies that H4 and H5 are satisfied. Indeed, let [Y©71],, », denote the principal

submatrix of ¥~ corresponding to the variables xo and xr. Then,

v_ﬂzcoyxT (7 logp(I]J,t,T(xChxtaxT)) = [Zil]zo,xT = ald 5

where the final inequality follows from the positive definiteness of X, which implies that all its
principal submatrices—and thus those of ¥~ '—are also positive definite. Therefore, there exists o > 0
such that the above inequality holds.



This setting ensures robust stability properties, enabling strong convergence guarantees for IMF. The
following theorem formalizes our result in this regime.

Theorem 1. Assume HI to H5. Let {7'((()7,17)1}”21 be the IMF sequence defined in Algorithm 1. If
T > max{a, ', a; '}, then, for any n € N, it holds

Ly "
KL M) < [ ——Y ) KL(mo.p|n ,
(mo.p|m*) < TlonTonta) (o, 7|7")
where o, = ot — T ' and Q= Qy, — T

Remark 4. Theorem [ establishes that IMF converges to the Schrodinger Bridge m* at an exponential
rate in KL-divergence. The convergence rate is explicitly given by the factor

Ly
T(ay +ay+a—2T71)

provided thar T > max{a;, ', ", Ly (ap + ay + «) = 4 2}. This shows that larger values of the
convexity parameters o, and o, as well as a stronger convexity of the reference (via larger o), lead
to faster convergence. Conversely, as T approaches max{oz;l, a, ', Ly(ay 4+ ay +a) ™t + 2} from
above, the rate p approaches 1, and the convergence becomes arbitrarily slow. This highlights the

trade-off between the time horizon 'T' and the strength of log-concavity in determining the practical
efficiency of the IMF algorithm.

Remark 5. We remark that the convergence bound provided in Theorem 1 is dimension-free in the
same sense as in the literature on Langevin Monte Carlo: the bound does not depend explicitly on
the ambient dimension, but rather on parameters of the marginal distributions, specifically, their
log-concavity constants. While these parameters are independent of the dimension in some specific
settings, they may degrade with dimension in more general scenarios.

<1,

Remark 6. We highlight that Theorem 1 can equivalently be reformulated in terms of the reference
process’s variance rather than time horizon, as done in [GSK'24]. This alternative presentation
is a direct consequence of the Brownian scaling property (By ~ 0By ,2) and does not alter the
asymptotic scaling behavior of the convergence rate.

3.2 Weakly Log-Concave Setting

To extend our results beyond the strongly log-concave case, we consider a weaker notion of convexity,
which is particularly relevant for machine learning applications involving multimodal distributions or
heavy-tailed priors.

For a given differentiable vector field 5 : R? — R?, we define its weak convexity profile as

o B=) = By),z—y) }
kg(r) = inf e -yl =7 r>0.
otr) =int { PELZBWIZI oy d s
This function quantifies non-uniform convexity lower bounds, capturing long-range dependencies
in high-dimensional distributions. This definition is widely used in the study of Fokker—Planck
equations via coupling methods (see [Ebel6]).

Define for any L > 0 and r > 0, 91, (r) = 2v/L tanh(rv/L/2).

In addition, for a distribution ¢ absolutely continuous with respect to the Lebesgue measure with
positive and continuously differential density function p¢, we write K¢ 1= K_vlogp,-

H6. The two distributions p and v are absolutely continuous with respect to the Lebesgue measure
and have positive density functions p,, and p,. In addition, z — logp,(z) and v — logp,(x)
are continuously differentiable. In addition, (xzo,zr) — — logpg’t’T(xo, Xy, Tr) is continuously
differentiable.

H7. (i) The two distributions p and v are weakly log-concave, i.e., there exist oy, o, €
(0,400), L, L, > 0 such that for any r > 0,

Ku(r) > oy — r_lﬁL“ (r), kKuo(r)>a,— r_lﬁLV(r) .

(ii) There exists a € [0,+00), L > 0 such that for any t € (0,T) and x; € R?, denoting by
Ptz © (o, 1) = =V ar logpg’t}T(xo, xy, xr) and Ko = Kp..,» it holds for any r > 0

kour(r) > a—r 19L(r).



Remark 7. Note that H5 (ii) implies H7 (ii). Therefore, in light of Remark 3, we note that either in
the classical and in the quadratic case H7 (ii) holds true.

Remark 8. Weakly log-concave distributions constitute a broad and expressive class of probability
measures that can be seen as perturbations of log-concave distributions. For instance, this includes
cases where the negative log-density, — log p, has the form of a double-well potential

~logp(z) = [l]|* = Ml|z||* + C,

for some M > 0,C' € R. More generally, if —logp = V + W with V strongly convex and W
Lipschitz with Lipschitz derivative, then p is weakly log-concave. The class of weakly log-concave
distributions also includes Gaussian Mixtures, as shown in [GSO25, Appendix A]. In fact, we remark
that weak log-concavity property is also referred to as strong convexity at infinity in the literature
related to the convergence of the Langevin diffusion. Indeed, such a hypothesis on the potential of
the target distribution has been considered in various works including [Ebel6, CCAY' 18, BRE21,
CZ822, MCJ*T 19, CM25].

By leveraging weak convexity properties, we derive exponential convergence results for IMF also in
this more general setting.

Theorem 2. Assume HI to H4 and H6 and 7. Let {’/Téz)a}nZl be the IMF sequence defined in
Algorithm 1. If T > max{a;l, a; LY, then, for any n € N, it holds

n L "
KL() < () Kl
»P,

where

9max{L,, L,, L
C%¢7U:4(a¢+aw+a)/exp( max{L, }> ,

Qy, + oy +

— -1 — ~1
and oy = oy — T 00y =, —T7 7.

Remark 9. Theorem 2 extends the exponential convergence guarantee of Theorem 1 to the setting
where i, v, and the reference bridge are only weakly log-concave. The rate

Ly 9max{L,,L,,L}
exp <1,
AT (o + o +a — 2771 ay+a, +a—2T1

provided that

4L 18 L, L, L
T>max{a;1,a;1,Uexp( max{L,, }>} ’
Qy +ay + o a, +ay +a

remains exponential, but is dampened by the factor C, .5 u, which worsens as the deviations from
strong convexity (quantified by L,,, L,,, L) increase. This highlights that IMF still converges under
weaker assumptions, but the speed is sensitive to the regularity and smoothness of the input and
reference measures.

Remark 10. Theorem 2, as the previous one, can also be reformulated in terms of the reference
process’s variance rather than time horizon. The reasons are the same as those discussed in Remark 6.
Moreover, the same considerations regarding the dependence on the dimension of the space, discussed
in Remark 5 for the previous theorem, also apply here.

3.3 Related Literature and Our Contribution

The study of Schrodinger Bridges and their applications has seen a surge of interest in recent
years. Among the classical methods for solving the SB problem, a prominent role is played by
the Sinkhorn algorithm, also known as the Iterative Proportional Fitting (IPF) procedure [For40b,
Kul68a, Cutl3]. More recently, advances in generative modeling have extended the reach of these
techniques to continuous-time settings [Ri195, DBTHD21a]. Notably, the Diffusion Schrédinger
Bridge (DSB) algorithm [DBTHD21b] and the Iterative Proportional Maximum Likelihood (IPML)
method [VTLL21b] represent two pioneering efforts to approximate Schrodinger Bridge solutions
via iterative procedures grounded in continuous-time IPF and time-reversal arguments. While



IPML leverages Gaussian processes and maximum likelihood estimation, DSB relies on score-
matching techniques and can be viewed as a recursive extension of Score-Based Generative Models
(SGMs) [SE19, HJIA20, SSDK'21]. SGMs focus on learning the score function of a stochastic
differential equation (SDE), which is then used to simulate the time-reversed diffusion process for
sample generation. In recent years, Flow Matching methods [Pel21, LAVE"22, AVE23b, AVE23a,
SCD24] have become an alternative to SGMs. These methods construct transport maps using ordinary
or stochastic differential equations, bypassing the need for a forward noising process that converges
to a reference distribution, as required in SGMs [SSDK ™ 21]. Unlike SGMs, Flow Matching methods
interpolate between arbitrary probability distributions in finite time, offering greater flexibility in the
transport mechanism and improved numerical stability. Building on the principles of Flow Matching,
two recent iterative schemes have been proposed for approximating the Schrédinger Bridge: the
Iterative Markovian Fitting (IMF) algorithm, also referred to as the Iterated Diffusion Bridge Mixture,
and the Diffusion Schrédinger Bridge Matching (DSBM) algorithm [SDBCD23, Pel23]. In contrast
to classical IPF-based methods [DBTHD21b], IMF and DSBM incorporate Markovian projections
that preserve either Markovian and marginals’ consistency across iterations. This refinement leads
to improved empirical performance in generative modeling tasks and provides a more principled
approach to entropy-regularized optimal transport. A key distinction between the two algorithms
lies in how they handle estimation errors in the drift terms. While IMF does not account for such
errors, DSBM explicitly corrects for them via neural networks and L2-estimates and mitigates the
resulting bias on the terminal marginal v by alternating between forward and backward Markovian
projections. This bidirectional strategy enhances the robustness of the generated samples and leads to
more reliable approximations of the underlying SB solution. Although prior work has extensively
analyzed the theoretical properties of score-based generative models [CDS25, GSO25], IPF-type
Schrodinger Bridge approximations [CDG23, CCGT24], and flow matching techniques [SCD24,
BDD23, AVE22], the Iterative Markovian Fitting (IMF) algorithm has so far lacked rigorous, non-
asymptotic guarantees. Existing analyses provide only asymptotic convergence results [SDBCD24,
Pel23], leaving open the question of its quantitative behavior in finite iterations. In this work, we
address this gap by establishing the first non-asymptotic exponential convergence guarantees for the
IMF algorithm. Under mild regularity assumptions on the reference process RV and the marginals p
and v, and in the regime of large time horizon T, we derive explicit convergence rates in terms of KL
divergence. These results provide a theoretical foundation for the use of IMF in practical generative
modeling applications.

4 Conclusion

We provided the first quantitative theoretical guarantees for the Iterative Markovian Fitting algorithm,
under mild assumptions on the marginals and the reference measure. Our analysis covers both
strongly log-concave and weakly log-concave distributions—the latter being a broad class that
includes, for example, double-well potentials—and yields explicit convergence rates, the first in the
literature for this setting. A key technical ingredient is the proof of novel contraction properties of
Markovian projections, which are not only essential to our convergence results but also of independent
mathematical interest. Our results hold in the regime where the time horizon 7' is sufficiently large,
while in the Schrodinger Bridge problem T is typically fixed. Moreover, our analysis is purely
theoretical and does not account for the mimicking drift estimation error or the discretization error
arising in practical implementations. These limitations point to natural directions for future work,
particularly the extension to finite-time settings and the inclusion of approximation errors in the
theoretical analysis.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claims made in the abstract and introduction make clear the goals attained
by the paper and match the results therein provided. Additionally, a discussion on the
contributions made by the paper and the comparison with the literature is held.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations of the work are fully addressed in Section 4.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: The paper provides the full set of assumptions for either Theorems 5-6 (see
Appendix E.3) and their limit cases, i.e., Theorems 1-2 (see Section 3). Moreover, it includes
the detailed proofs of all the stated theorems in the supplement.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]

Justification: Since this work is of theoretical nature, we do not provide experimental data,
hence our answer.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]

Justification: Since this work is of theoretical nature, we do not provide experimental data,
hence our answer.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]

Justification: Since this work is of theoretical nature, we do not provide experimental data,
hence our answer.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]

Justification: Since this work is of theoretical nature, we do not provide experimental data,
hence our answer.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]

Justification: Since this work is of theoretical nature, we do not provide experimental data,
hence our answer.

Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We confirm that the research conducted our paper conform, in every respect,
with the NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Since this work is of theoretical nature, it does not present societal impacts up
to our knowledge.

Guidelines:
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12.

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Since this work is of theoretical nature, it does not present such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: In the present work, we do not use any assets to be credited.
Guidelines:

» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification:In the present work, we do not introduce new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The present work does not include any experiment involving human subjects,
hence our answer.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The present work does not include any experiment involving human subjects,
hence our answer.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer:[NA |

Justification: The present work does not involve LLMs as any important, original, or
non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Technical Appendices and Supplementary Material

Additional Notation

Denote by IT € P(Cr) the law on the Wiener space of the stochastic interpolant (Y;);c[o, 7 (5). For

agivent € [0,T] and a given = € R?, denote by II; the marginal time distribution at time ¢ € (0, T)
of Vs, ie.,

II; .= L(V;) € P(RY) .
It follows from the very definition (5) of stochastic interpolant that IT; is absolutely continuous with
respect to the Lebesgue measure with density given, for any z; € R%, by

P () :/ pﬁ(o,T)(yﬂyo,yT)Wo,T(dymdyT) ; (15)
R4 xR

with pﬁ(o ) denoting the conditional density of X; given (X, Xyr). Also, denote by K; the
regular kernel associated with the conditional distribution of (Yp, Y7) given Y3, i.e., the map K; :

RY x B(R??) — [0, 1] such that
(i) y — Kq(y,A) is measurable for any A € B(R??);
(ii) A+ Kq(y,A) is a probability measure for any y € R%;

(iii) almost surely it holds

Ki(Ye,A) == E[Ia(Yo, Yp)IYi] . A€ BR™).
It follows again from (5) that K; admits a transition density with respect to Leb?? given by

ki (yo, yrlye) = Pejo.r) Welyo, yr) Py (y1)) ™ 70,0 (Yo, yr) - (16)

Furthermore, denote by P(1) e P(Cr) the law on the Wiener space of the (first update of the) forward
Markovian Projection (X t(l))tE[O,T] (6) of the stochastic interpolant (5) and by P(1) e P(Cr) the law

on the Wiener space of its time-reversal ()N(t(l))te[o’T] @1n.
We observe that, with the introduced notation, for any ¢ € [0,7") and y¢, y7—+ € R4, we have that

Do) =2 [ 9y, 10888, el (o dyrlu) = VU i)
(17)

9 (yr—e) = Q/Vypt log P70 (yr—tlyo)kr—¢ (dyo, dyrlyr 1) + VU (yr—) ,

where f(1) and ¢(V) defined in (7) and (13) are drifts of the Markovian projection and its time-reversal.

B Technical conditions

We introduce the set of assumptions under which the Markovian projection is well-defined.

T1. Fort > s, (s,t,z,y) — pﬁs(y\x) is continuously differentiable in the t and s variables and
twice continuously differentiable in the x and y variables. Furthermore, 6Spgjls(y|x) 3tpﬁs (y|z),
Vepi ylz), Vypil (ylz), Vi, (ylz), Vipl,(y|z) are bounded.

Letb : R? x (0,7) — R? be a given vector field. We make the following assumption:

T2 (b). b: R x (0,7) — R is locally bounded and such that, for at least one probability solution
L+ to the Fokker-Planck equation

Oppry +div(bypy) — Apy =0, t€(0,T), po=p,
it holds [ ||by(z)|*pe(dz)dt < +oo .
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Theorem 3. Assume T1 and T2(fV)) with fV) as in (7). Then, the solution (Xt(l))te[O’T] of (6)is
such that X} Ly Y, forany t € [0,T).

Remark 11. We remark that TI and T2(f), with f) as in (7) are satisfied in the standard case,
i.e., when U = 0 and refer to [SCD24, Remark 9] for more details.

Proof. The thesis is a direct consequence of [SCD24, Theorem 1] for ¢ < T'. The case t = T, follows
essentially from T2(f (1)), with £(1) as in (7). Indeed, T2(f(")) implies that for any {t,,},, converging

from below to T’
(1) X(l) — lim (1) X(l)
n—-+00

is well-defined and that any two almost-surely convergent subsequences must have the same limit
almost surely (see e.g. [Ball7, Proposition 1.5]). Therefore,

/ fOxMdt = as. — lim / FO(xMae
k—+oo Jg

where {t,, }» denotes any almost surely convergent subsequence of {t,},. This means that
(Xt(l))te[o,T) can be extended to the closed time interval [0, T] by defining

X(l) :=as— lim X():asf lim {/ (1) dt+\thn }7 (18)

k——+oo k—+oco

where {t,,, }1 denotes any almost surely convergent subsequence of {t,, },,. Fix F' € C*2([0, T] x R%)
with bounded derivatives and let (Eq(}))ue[oﬂT) denoting the generator of (X (1))u€[O,T), ie.,

LOF,(z) = < FO (@), VFu(x)> +AF,(z), wel0,T).

Using T2(f(!)) and dominated convergence theorem, we get that for any {tn}n converging from
below to T’
tn

/ (O + LU FU(XD)du =12 — lim | (0, + L) Fu(X{V)du.,
0

n—-+oo 0
is well-defined and that any two almost-surely convergent subsequences must have the same limit
almost surely (see e.g. [Ball7, Proposition 1.5]). This means that

tnk

/ 8y + LNYF (XD)du := as — lim (0 + LY F (XD, (19)
0 k—+oo 0

where {t,, } denotes any almost surely convergent subsequence of {t, },, is well-defined. As a
consequence, for any ' € C12([0, T] x R?) with bounded derivatives, we have that

t
(Ft(XE”) — Fy(X§) - / (D +£Ll>>Fu<X£1>>du> (20)
0 te[0,7

is a martingale. Indeed, for ¢t < T', (20) follows from [SCD24, Theorem 1]. Whereas, for t = T', by
continuity of F, (18), (19) and Ito formula, given any almost surely convergent subsequence {t,, }.
we have that

Fr(X$0) - Fo(xV) - / (B + L8 Fu(XD)du

tn
:=as— lim {Ftnk (Xt(:i) - Fo(Xél)) B / k (On + Eq(}))Fu(qul))dU}
0

k—+oco

k——+oo

tn“,
=as— lim \/5/ ' VFu(XTSl))dBu
0
T
=V2 / VE,(XM)dB, ,
0

where, in the very last step, we used dominated convergence theorem. Condition (20) makes
(X t(l))te[o;p] a diffusion on the closed time interval [0, T']. Moreover, we have that X, (Tl) ~ v: by

continuity and (9), as t — T—, we have that X(l) dist Y; = Yrand Y ~ v. O
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C Geometric Perspective on Iterative Markovian Fitting

For any measure P € P(Cr), denote by bPP the bridge associated with it, i.e., the Markov kernel
on R?? x Cr satisfying for any A € B(Cr), P(A) = [dPo r(xo,27)bP((z0,27),A). From a
geometric perspective, the Iterative Markovian Fitting (IMF) algorithm alternates between two
different projections: constructing the stochastic interpolant corresponds to a projection onto the
reciprocal class RY of the Langevin diffusion (1) defined as

RY = {IP € P(Cr) : bP = bRU} )

while computing the Markovian projection corresponds to a projection onto the space M of diffusion

Markovian processes. To make this structure explicit, we denote, for any given path measure

Q € P(Cr), these projections respectively by projz v (Q) and proj ,,(Q). They hold the followings:
projru (Q) = argmin{KL(Q|P) : Pe RY}, proj(Q) = argmin{KL(Q|P) : P € M} .

We refer to [SDBCD24, Propositions 2,4] for the detailed proofs. This means that at each iteration,
the IMF algorithm moves back and forth between these two constraint sets:

Algorithm 2: Iterative Markovian Fitting (Geometric Interpretation)

Input: Initial coupling w(()?)T € TI(u, v) and Langevin bridge bRY associated with (1).
For each iteration k. =0,..., N — 1:
Step 1. Stochastic Interpolant Update

Set

¢+ projyu ( / dwé]f%(xo,xT)bRU((xo,xT),-)) .

Step 2. Markovian Projection Update
Set
PEFD  proj, (D) | ™) = BT

End For
Output: The path-distribution P(Y) and the coupling wéf\p € M(u,v).

This formulation highlights the alternating nature of the method: each iteration refines the coupling
by first enforcing Markovian consistency (via the Markovian projection) and then reintroducing the
structure of Langevin bridges (via the stochastic interpolant). This iterative refinement process enables
IMF to approximate the SB efficiently. Indeed, the Schrodinger Bridge P* defined in Section 2 is the
unique fixed point of the above iterative scheme, i.e., the unique path-measure on Cr such that

PreRYNM.

For a rigorous proof, we refer the reader to [Léo13] and [LRZ14].

C.1 Comparison with Sinkhorn and Diffusion Schriodinger Bridge

The geometric formulation (2) highlights that IMF naturally integrates principles from the Iterative
Proportional Fitting (IPF) method [For40a, Kul68b], also known as Sinkhorn algorithm, a classi-
cal technique for approximating Schrodinger bridges. Indeed, both algorithms alternate between
projecting onto two different sets of constraints: for IMF, they correspond to Markovian and re-
ciprocal processes, whereas for IPF these sets correspond to measures with prescribed first and
second marginals. As a result, one key difference is that while IMF provides, at each iteration, a
coupling between the two distributions, Sinkhorn does not. A true coupling is only recovered at
convergence. Moreover, when at least one of the distributions is continuous, Sinkhorn algorithm
can not be implemented exactly: one must rely on approximations, for instance, parameterizing the
potentials via kernel expansions [GCPB16] or neural networks [SDF17]. This is precisely why the
Diffusion Schrédinger Bridge (DSB) [DBTHD21a] algorithm has been adopted. Such an algorithm
can be seen as a dynamical formulation of Sinkhorn and requires similar approximations as those used
in IMF. However, from a practical perspective, [FVEC22] highlighted the “forgetting” issue of DSB,
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where drift errors accumulate over iterations, causing intermediate models to lose alignment with the
true Schrodinger bridge. In contrast, as observed by [SDBCD24, Appendix F], IMF mitigates this
issue by explicitly projecting onto the reciprocal class of the reference measure, thereby maintaining
the correct bridge structure at each iteration and reducing bias accumulation. Moreover, IMF requires
only samples at the initial and terminal times, reconstructing intermediate trajectories through the
reference bridge, which reduces memory and computational overhead compared to Sinkhorn-based
methods that cache all intermediate trajectory samples.

D Diffusion Schrodinger Bridge Matching

As seen in Section 2, Diffusion Schrodinger Bridge Matching (DSBM) leverages time-reversals of
Markovian projections to mitigate the bias accumulation on the second marginal v during practical
implementation of Iterative Markovian Fitting (IMF). As shown in [SCD24, Theorem 1] and recalled

in Section 2, the mimicking drift ft(l) (z) can be rewritten as a conditional expectation:

- —
1) = B[V Y)Y = wi| = VU) & ulyisyr) = 2V, logpf,, (yrlyn)

As a consequence, it can be approximated via an L projection [Kle13, Corollary 8.17], by minimiz-
ing:

o [ e[| v - s )] .

over a rich enough family of parametrized functions {(¢,z) — fél) (t,x)}gco. Remarkably, the

same holds for the drift of the time-reversal of the Markovian projection (Xt(l))te[o,T]. Indeed, it
holds the following result.

Proposition 1. The time-reversal (Xt(l))te[oﬂw] of the Markovian projection (Xt(l))te[oﬂ (6) evolves
accordingly to

dXW = gW(xMyat+v2dB,, teo,7), XM ~v, @21)

where (By)c(o,) is a Brownian motion as in [HP86, Remark 2.5], for any t € [0,T), the drift
function g, is given, for any yr_, € R%, by

<_
gfl)(yT_f,) =E [d)t(Ym YT—t)|YT—t =yr—¢| + VU (yr—¢) ,
<_
and, for any t € [0,T), the vector field &, is defined, for any yo,yr— € R%, by

F
(Yo, yr—1) =2Vy,_, Ingg_t\o(nythJO) .

Remark 12. While the Brownian motion in (21) differs from that in (6), since our subsequent analysis
is conducted purely in terms of distributions, it can be identified for simplicity.

Proof of Proposition 1: 1t follows from [And82] and Theorem 3 that the time-reversal of
(Xt(l))te[oﬂﬂ] (6) evolves accordingly to an SDE with drift function given by

— 5, () + 2V log pr_, (1)

and volatility term equals to \/2. Therefore, it remains to show that

<_
94w =B [ (Yo, YOIYs = 0] + VU () = £ () + 2V logp} () -
Observe that, as a consequence of (15), we have that

Pio(Welyo)pT (yr lye)
PT0(yrlyo)

Jraxgra Ve {logpﬁo(ytlyo) + logp%t(ylet)} 7o, (dyo, dyr)

Viogp) (y:) =

pf (yt)
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On the other hand, by using (17) and (16), we get that

U U
Pejo(Yelyo)pp ) (YT |lyT)

fRdXRd vyt Ing%t(yT‘yt) WO,T(dy(LdyT)

210 (yrlyo)
£ () =2 e ~VU(ye) -
Pt (yt)
Therefore, we have that
— £ (o) + 2V log p} ()
o (Welyo)pT ), (yrlye)
Jraxra Vi 10g g (yelyo) 22 iggyj(gﬂyST Y2 0.7 (dyo, dyr)

» (ye)
It follows from (16) that
%
— 1) + 2V 10g Y (90) = E |07 (Yo, YD Yi =] + VU ()
which concludes the proof. O

Using again [Kle13, Corollary 8.17], we can therefore approximate also the drift function g in (21)
by minimizing a standard L2-functional:

T 2
0|—>/ E[Hgél) (t, Yr—) — gi” (YT—t)M ,
0

over a rich enough family of parametrized functions {(¢, ) — gél) (t,z)}oco. The resulting DSBM

algorithm looks as follows.

E Proof of the main results

E.1 Preliminaries on Functional Inequalities.

In this section, we recall some well-known definitions and results on functional inequalities that will
be useful later on.

Definition 1. We say that a measure p € P(Rd) satisfies Talagrand inequality with parameter & > 0,
T2(¢), if, for any p € P(R?), it holds

W3 (p,p) < € KL(p|p) .

This inequality was originally introduced by Talagrand [Tal96] for Gaussian measures. Blower in
[B1003] gave a refinement and proved that {—strong log—concavity, i.e., V?(—log p) > £l4, leads to

T2(£/2).
Definition 2. We say that a measure p € P(R?) satisfies log-Sobolev inequality with parameter
€ > 0, LSI(¢), if, for any p € P(R?), it holds

KL(plp) < &7 (plp) -

It is worth to mention that [CLP23, Theorem 5.7] shows that asymptotic positivity of the integrated
convexity profile of the log-density of a probability measure is enough to establish that the measure
is a Lipschitz image of a Gaussian and satisfies a LSI. More precisely, it shows that if

k_togapjaya(r) > & —r~ 9 (1),

for some &, L > 0, then p satisfies LSI(¢) with

fZ(ézle)/eXp(lf&) .

Moreover, it is well known that if  satisfies LSI(), then it satisfies T2(¢). This result was conjectured
by Bobkov and Gotze in [BG99] and first proved by Otto and Villani in [OV00].
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Algorithm 3: Diffusion Schrodinger Bridge Matching

Input: Initial coupling w(()o)T € TI(u, v) and Langevin bridge bRY associated with (1)

For each iteration £k =0,... , N — 1:
Step 1. Stochastic Interpolant Update.

Define (Yt(MH))te[o.T] as:

2k+1 2k+1 2k 2k+1 2k+1 2k+1 U 2k+1 2k+1
(VD ) @)y ] (30 v D) CpRY (v i) L)

Step 2. Forward Markovian Projection Update.

« Consider P(?**1) a5 the path-distribution of the solution (X ***1)

dXt(Zk-H) _ e(karl)(t,Xf%H))dtJr V2dB,, Xé2lc+1) -

where 0* is the minimizer of

T 2
0|—>/ o |:Hf6(2k+1) (t’Yt(QkJrl)) _ t(2k:+1) (Yt(%ﬂ))H ] 7
0
with

%
S @) =E[§ (V) Y =y | - o)

te[o,T) to the SDE:

%
and ¢ is given in (8).
. Set rZHD) _ p@hiD)
Step 3. Stochastic Interpolant Update.
Define (Yrt(Zk+2))l,E[().T] as:

2k+2 2k+2 2k+1 2k+2 2k+2 2k+2 U 2k+2 2k+2
(YO( )7Y1£ )) NW((J,T ) 7 Y[é p ) (Yo( )7YT( )) ~ bR ((Yo( )’YI(“ )) ,,) )

Step 4. Backward Markovian Projection Update.

* Consider (P(?**2))R as the path-distribution of the solution (X§2k+2))te[o7T] to the
SDE:

dX§2k+2) _ gégk-ﬂ) (t,Xt(%H))dt + V2dB,, Xézk+2) ~y

where 0* is the minimizer of

) /TIE [Hgézwz) (t’ngz_kt+2)) _ gt(2k+2) ( 2k+2)) H }
0

%
g§2k+2) (y) =E [d)t <Y0(2k+2)’ Yiﬁzkt+2)) |YT(3kt+2) _ y} L VU(®y),

with

%
and ¢ is given in (8).
. Setmyy D =PLEY.
End For N N
Output: The path-distributions PN =1 P(N) and the couplings 77(() b Wé,T ),
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E.2 Contractivity Properties of the Markovian Projection

In the sequel, we derive contractivity properties for Markovian Projections. Specifically, we show
that if two couplings 7o, 7o,r € II(1, v) between p and v are close in terms of KL-divergence,
then their Markovian projections are even closer in KL-divergence.

In this section, for different objects considered in Algorithm 1 starting from o r € I(u,v), e.g.,
the stochastic interpolant, the corresponding Markovian projection, and their associated mimicking
drifts, laws, marginals, and kernels, we adopt the same notations as those introduced for 7y 7, with

the addition of a hat symbol Specifically, if an object was denoted by [] in relation to 7 7, it will
now be denoted by [ | for 7 . In particular, we denote by 7r(() :)p, the first iteration of Algorithm 1
starting from 7q 7.

Theorem 4. Assume HI to H3. Let wo 1, 7o r € II(1, v). Assume that for any s € (0,T) and any

y € R%, the Markov kernel K, (y,-) € P(R?%) associated to the stochastic interpolant (5) built on
7,1 and the bridge bRY associated to (1) satisfies T2(€), for some & > 0. Then, it holds

KL(

) S 2§7TKL (7TO,T|7ATO,T) .

Proof of Theorem 4: From the data processing inequality [Nut, Lemma 1.6], we get

KL (n§ip |77 ) < KL (PG B ) -

From the standard decomposition of the KL divergence based on Girsanov theorem [CLL23, CCL*22,
CDS25, SCD24], we obtain

(1) (1)
KL (IP’ o ’IP[O T])
1 (772 2 1 (T
kL + 1 [ B[00 e g [ g
0 T/2

By the additive property [Léo13, Appendix A] of the KL divergence, we have that

’Pftlr)/z T])
= 5 [KL (£ ({050 XE) [ (%{0m|¥50))] + KL (B BE1),)
_ i/;E“ ) _ }(I)H (Xfl))} dt+KL( T/z‘IPT/z) .

The non-negativity of the KL divergence yields

I W) %)
P el = A0 )

<KL (IP“)

N 2
O ]

)
KL (IP’[T o1

(1) (1)
[T/2,T) ‘]P[T/z T]) KL (]P[o T/2) ‘P[o T/Q])

1 [T o LT T of? o
:KL(V\VH—Z/ IE[ H }dt 4/ E{gt — g H (X )]dt.
0 0

By fixing 0 < § < T'/2 and putting these inequalities together, we get using Fatou’s lemma,

1)
oori [Bloln)

1 [T/2 R 2
[ o] o

1 T/2
—lim inf/ {E U
4 5§50 5

KL (P(l

IN

M _ 50 H (XM) }}dt

M H (x }JFE[ M <1>H det'

IN
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Fix t € [6,T/2] and y € R?. Using the dual representation of the % distance

W) = sup{ [ 1) = )@ | € Lipe, &) |
in the expressions (17) we have for the mimicking drifts and H3, we get that
|59 — i) < Lo@ - =297 (Kot ). Kulw.))

and that

lo2@) )| < Lo@ 07292 (Re—w, ). Ke—it.))
Since, by assumption, K, (y, -) and Ky, (y, -) satisfy T2(¢) when t € [8,7/2], then we have that

|59 — i) < Loe @ -0 KL (Ku(. ) [Rtw. )
and that

lo°w) - )| < Loe™ @~ 1 KL (Kr_(y.)

By putting all these bounds together and using (9), we get

71 < timint {jg /5 " [(Tit) < / KL (Ki(y,)[Kily, ) dTl(y)

+ /R KL (Kr—i(y. )R- (s:-)) dHTt(y))] dt} '

Now, observe that, for any s € (0,7T"), we have that

KT—t(% )) :

KL ('

KL (H[O,T] ‘ﬁ[O,T]> > KL (ﬁ(YmYs, YT)‘EOA/O, Vi, YT))
K

L)+ [ KL (K.
> [ KL (KRl ).

This fact follows once again from tha data processing inequality [Nut, Lemma 1.6], the additive
property [Léo13, Appendix A] and the non-negativity of the KL divergence. It then follows that

T/2
~(1) . LU 1 1
WO,T) < 11gn41(r)1f {%KL (H[07T]‘H[O,T]) /5 (T—t)2dt} .

From the additive property of the KL divergence [Léo13, Appendix A] it follows that
KL (Mjo,z1| 7))

— KL (WO,T frO,T) n / KL (bn[oj]((xo,wT), -)]bﬂ[o,T]((xo,xT),.)) drmo 7 (20, z1)

— KL (HS

Ks (y> )) dIT (y)

KL (nfl)

— KL (WO,T‘frO,T) n /KL (bRU((mO,xT)7 -)’bRU((xO,xT), -)) dmo. 1 (zo, 1) |

where we used that, for any A € B(Cr), they hold ITj 71(A) = [ dmo, (20, 27)bIlj 11 ((20, 27), A)
and I 7y(A) = [ d#or(vo, 27)bIlo 7)((w0, v7), A) together with the fact that bllj ;| =
bﬁ[07T] = bRV. Therefore, we get

W) [~V o) LU - R
KL (WO,T WO,T) < hgnﬁl(r)lf EKL <7T0,T‘7T0,T)/(S mdt

L .
= 2€7[;}{]'_4 ('/TO,T’WO,T> .

The proof is completed. O
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E.3 Proof of the Main Theorems

In this section we establish exponential convergence for the Iterative Markovian Fitting (IMF)
algorithm 1. Before proceeding further, let us point out that the results of this section hold true under
more general assumptions on the log-densities of the probability distributions i, v than the ones
considered in the main body.

Specifically, we consider, in place of H5 (i) and H7 (i) respectively, the following generalized
conditions.

HS. (i)’ There exist a,, v, € (0,400), B, B € (0,+00] such that for any z € R,
a,ld < V3 (- logp,)(z) < B, 1d, «,Id = VQ(—logp,,)(:z:) <3, 1d .
H7. (i)’ There exist a,, o, € (0, +00), By, B € (0,400, L, L,,, M,,, M,, > 0 such that for any
r>0
ku(r) > ap =110, (r), —ku(r) < By + 77 0, (r)
ky(r)>a, —r . (1), —k,(r) < B, +1 W () .
Remark 13. Note that when (3,,, 3, = 400, H5 (i)' and H7 (i)' reduce H5 (i) and H7 (i) respectively.

Theorem 5. Assume HI to 4 and H5 (i))-H5 (ii). Let {ﬂ(()nT)}nzl be the sequence defined in
Algorithm 1. If T > max{c,, ', a; '}, then, for any n € N, it holds

n 1 "
KL(’/T(()’%|7T*) S (W) KL(’]T()’T|7T*) s

where

1 4o 1 1 4o, 1
ag,:z(au—i- aZ + H)_T’ aw:2<ay+ a’Z’+T25u>_T' (22)

Remark 14. Note that when §3,,, B, = 400, a,, oy defined in (22) reduce to o, = oy — T ' and

oy = oy, — T~ respectively. Therefore, Theorem 1 is the limit case when 3,,, 3, = +0c of Theorem
5.

Theorem 6. Assume HI to 3, H6 and H7 (i)' -H7 (ii). Let {71'((]77)«}”21 be the sequence defined in
Algorithm 1. If T > max{a;l, a; LY, then, for any n € N, it holds

1 n
KL(m{|m*) < () KL (mo.r|7*)

TC%¢7U
where
9max{L,,L,, L}

Copuv =4 b L , 23
e 0U (%+%+0¢)/GXP< ap+ay +a ) 3)

with oy, > oy — T (resp. cvy > v, — T™1) smallest fixed point of

1 Gyula,?2) 1 Guu(a,2)

O[:OZH—T‘F#, <V€Sp.a:al,_T+u21_‘27 (24)

and

s N VUL, (V/s)

v ) = i f Z : FV ) Z b FV ) = v
Gy u(o,u) =1inf{s >0 ula,s) >u} ula,s) =pBus+ T+ Ta) 1+ Ta)?

(resp.

s, VL)
T(1+Ta) (1+Ta)?
Remark 15. Note that when 3,,, B, = 400, the fixed points cv,, vy, of (24) are exactly o, = o) —

T~Y and ay = o, — T~ respectively. Therefore, Theorem 2 is the limit case when Bus By = +00
of Theorem 6.

Guu(oyu)=inf{s >0 : F, ,(a,s) >u}, Fu.(a,s)=pus+

~—
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Proof of Theorem 5: From [Léol3, Theorem 2.12b] and [LRZ14, Theorem 2.14], the Schrédinger
Bridge 7* is a fixed point of the IMF algorithm 1. We thus wish to iteratively apply Theorem 4 with
7o,r = m*. To this aim, we simply need to show that, under the assumptions of Theorem 5, the kernel

K, (y, -) associated with the stochastic interpolant built on 7o 7 = 7* and the bridge bRY associated
to (1) satisfies T2(€), for some ¢ > 0 and for any fixed ¢ € (0,7) and y € R%. Fix ¢t € (0,T) and

y € R%. Note that, as a consequence of (16) and (4), the kernel K;(z, -) admits a density with respect
to the Lebesgue measure given by

th(ya )
dLeb*?
o i (0.1 W1y, yr) ™ (Yo, yr)

= P?\(O,T) (Ylyo, yr) exp (—(yo) — ¥(yr)) Rg,T(yo, yr)
= po. (Yo, v, yr) exp (—p(yo) — ¥ (yr))

= exp (— {e(yo) + ¥ (yr) —logpg . +(yo, v, yr)}) -

When T" > max{a;l, o, 1}, the byproduct of conditions H4, H5(i)' and [Gre24, Theorem 6.6.1]
leads to

(Yo, yr) (25)

Vi = a,ld, V= ayld, (26)

with o, ory as in (22). It follows from (25), (26) and H5 (ii) the 2{-strong log—concavity of Kt (y,-),
with § = (o, + o + ) /2. As seen in Section E. 1, the 2£—strong log—concavity of K;(y, -) combined

with [Blo03] yield that K, (y, -) satisfies T2(¢). The arbitrariness of t € (0, T) and y € RY together
with the iterative application of Theorem 4 for 7o = 7* and £ = (a, + oy + a)/2 allow to
conclude.

O

Proof of Theorem 6: Once we prove that, under the assumptions of Theorem 6, the kernel K, (y,-)
associated with the stochastic interpolant built on the Schrodinger Bridge o 7 = 7* and the bridge

bRV associated to (1) still satisfies T2(¢), for some £ > 0 and for any fixed ¢t € (0,7) and y € R?,
we can proceed as in the proof of Theorem 5 and conclude. Fix ¢t € (0, 7)) and y € R?. Denote by
Rty = —log(dK,(y, -)/dy?%). It follows from (25) that

he,y (Yo, y1) < ©(yo) + ¥ (yr) —1ogpg .1 (yo, y> yr) + log ¥**(yo, yr) -

It follows from H6 and H7 (i)’ combined with [Con24, Theorem 1.2] and H7 (ii) that for any r > 0

kg, ,(r) = ap — r L, (r) + oy —r ML, () +a—r W (r) — 1.
Now, observe that, for any 7 > 0, the maps L + tanh(rv/L/2) and L ~ 91 (r) are increasing:
T
a1, (tanh(rVL/2)) = >0,
g ( ( / )> 4v/L cosh® (rv/L/2)
1 T 1
Ap0L(r) = —=tanh(rvL/2) + =————— >0 .
LIL(r) VL ( /2) 2 cosh?(rv/L/2)

Hence,

19Lu (T) + 19Lu (’I") + 19[/(7‘) S 319max{LM,L,,,L}(7a)

= 2\/9 max{L,, L,, L} tanh <r max{L,, LV,L}/2>

< 2\/9max{L,, L, L} tanh <r\/9 max{L,, L,, L}/2)

= ﬂanax{LH,Lu,L}(T) .
Therefore, we have that

kﬁt’y (r)>(ap+oayp+a—1)— rilﬁgmaX{LwLwL}(T) .
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As seen in Section E.1, this combined with [CLP23, Theorem 5.7] yields that Kt(y7 -) satis-
fies LSI(Cy y,i7/2) with Cy 5 as in (23) and, in turn, [OV0O0] yields that K;(y,-) satisfies
T2(Cy,pu/2).

O
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