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Abstract

Task-oriented dialogue systems in healthcare001
are attracting increased attention, and have002
been characterized by a diverse range of ar-003
chitectures and objectives. However, although004
these systems have been surveyed in the med-005
ical community from a non-technical perspec-006
tive, a systematic review from a rigorous com-007
putational perspective remains noticeably ab-008
sent. As a result, many important implemen-009
tation details of healthcare-oriented dialogue010
systems remain limited or under-specified,011
slowing the pace of innovation in this area. To012
fill this gap, we investigated an initial pool of013
4070 papers from well-known computer sci-014
ence, natural language processing, and artifi-015
cial intelligence venues, identifying 70 papers016
that satisfied our defined inclusion criteria. We017
conducted a comprehensive technical review018
of the included papers, and present our find-019
ings along with identified trends and intriguing020
directions for future research.021

1 Introduction022

Dialogue systems are intelligent systems designed023

to converse with humans via natural language.024

In recent years, these systems have become om-025

nipresent in many individuals’ lives, acting as vir-026

tual assistants (Hoy, 2018), customer service agents027

(Xu et al., 2017), or even companions (Zhou et al.,028

2020). Generally, dialogue systems fall into one of029

two broadly defined classes: (1) chatbots, which030

are designed to conduct unstructured conversations031

in open domains; and (2) task-oriented dialogue032

systems, which help users to complete tasks in a033

specific domain (Jurafsky and Martin, 2009).034

In recent years, task-oriented dialogue systems035

have attracted increased attention in both academic036

and industrial communities, manifesting in a wide037

variety of applications (Qin et al., 2019). These sys-038

tems have the potential to play an important role039

in health and medical care (Laranjo et al., 2018),040

and have been adopted by growing numbers of pa- 041

tients, caregivers, and clinicians as AI continues to 042

advance and high-performance hardware becomes 043

more accessible (Kearns et al., 2019). Nonetheless, 044

although much progress has been made in this do- 045

main, there remains a translational gap (Newman- 046

Griffis et al., 2021) between cutting-edge, founda- 047

tional work in dialogue systems and prototypical 048

or deployed dialogue agents in healthcare settings. 049

This limits the proliferation of valuable scientific 050

findings to real-world systems, in turn constraining 051

the potential benefits of fundamental research. 052

In this work, we move towards closing this gap 053

by conducting a comprehensive, scientifically rig- 054

orous analysis of task-oriented dialogue systems 055

designed exclusively for healthcare applications. 056

Our primary contributions are as follows: 057

• We perform a systematic search through 4070 058

papers from well-known technical venues and 059

identify 70 papers about task-oriented dia- 060

logue systems in the healthcare domain.1 061

• We analyze these systems according to a wide 062

range of factors, including the domain of re- 063

search, system objective, target audience, lan- 064

guage, architecture, system modality, device 065

type, dataset, and system evaluation methods. 066

• We identify interesting trends and commonali- 067

ties among the systems described, and uncover 068

key limitations that may serve as intriguing 069

bases for follow-up work. 070

• We provide practical future suggestions in an 071

effort to streamline the implementation pro- 072

cess for interested researchers. 073

Importantly, we seek to address the limitations of 074

prior systematic reviews by extensively investigat- 075

ing task-oriented dialogue systems from a compu- 076

tational perspective. In the long term, it is our hope 077

1A full listing of these papers is provided in the appendix.
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that this survey can stimulate more rapid advance-078

ments in the design of future health-related task-079

oriented dialogue systems, by identifying promis-080

ing directions and synthesizing prior findings for081

researchers and system developers in a large but082

under-explored body of research.083

2 Related Work084

Dialogue systems in healthcare have been the focus085

of several recent surveys conducted by the medical086

and clinical communities (Vaidyam et al., 2019;087

Laranjo et al., 2018; Kearns et al., 2019). The088

objective of these surveys has primarily been to089

investigate the real-world utilization of deployed090

systems, rather than examining their design and091

implementation from a technical perspective. Stud-092

ies examining health-related task-oriented dialogue093

systems through the lens of artificial intelligence094

and natural language processing research and prac-095

tice have been limited. Zhang et al. (2020) and096

Chen et al. (2017) presented surveys of recent ad-097

vances and challenges in task-oriented dialogue098

systems in the general domain. These surveys pro-099

vide an excellent portrait of the subfield as a whole,100

but do not delve into aspects that may be of particu-101

lar interest in healthcare settings (e.g., considering102

system objectives that double as clinical goals),103

limiting their usefulness for this audience.104

Vaidyam et al. (2019), Laranjo et al. (2018), and105

Kearns et al. (2019) conducted informative sys-106

tematic reviews of chatbots or dialogue systems107

deployed in mental health (Vaidyam et al., 2019)108

or general healthcare (Laranjo et al., 2018; Kearns109

et al., 2019) settings. Vaidyam et al. (2019) ex-110

amined 10 articles, and Laranjo et al. (2018) and111

Kearns et al. (2019) examined 17 and 46 articles,112

respectively; all surveys were written for a medical113

audience. These works discussed characteristics,114

current applications, and evaluation measures for115

conversational agents used in health-related set-116

tings. Due largely to their focus and target audi-117

ence (medical researchers and practitioners), these118

surveys focused primarily on healthcare issues and119

impact. The surveys covered few articles from arti-120

ficial intelligence, natural language processing, or121

general computer science venues.122

Montenegro et al. (2019) and Tudor Car et al.123

(2020) recently reviewed 40 and 47 articles, re-124

spectively, covering conversational agents in the125

healthcare domain. These two surveys are the clos-126

est to ours, but differ in several critical ways. First,127

Screening
Process ACM IEEE ACL AAAI Total

Initial
Search 1050 1400 1020 600 4070

Title
Screening 151 273 106 55 585

Abstract
Screening 32 45 26 8 110

Final
Screening 21 31 16 2 70

Table 1: The number of papers included from each
database in each step of the paper screening process.

our focus is on a specific class of conversational 128

agents: task-oriented dialogue systems. The sur- 129

veys by Montenegro et al. (2019) and Tudor Car 130

et al. (2020) used a wider search breadth, which 131

proved beneficial for providing a broad, high-level 132

overview, but limited their ability to provide exten- 133

sive technical depth. We also reviewed more pa- 134

pers (70 articles), which were then screened using 135

a more thorough taxonomy constructed as part of 136

the analysis. Some aspects that we considered that 137

differ from these prior surveys include the overall 138

dialogue system architecture, the dialogue manage- 139

ment architecture, the system evaluation methods, 140

and the dataset(s) used when developing and/or 141

evaluating the system. 142

3 Search Criteria and Screening 143

We designed search criteria in concert with our goal 144

of filling a translational information gap between 145

basic and applied dialogue systems in the health- 146

care domain. To do so, we retrieved articles from 147

well-respected computer science, artificial intelli- 148

gence, and natural language processing databases 149

and screened them for focus on task-oriented di- 150

alogue systems designed for healthcare settings. 151

Specifically, our target databases were: (1) ACM,2 152

(2) IEEE,3 (3) the ACL Anthology,4 and (4) the 153

AAAI Digital Library.5 ACM and IEEE are large 154

databases of papers published at prestigious confer- 155

ences and journals across many computer science 156

fields, including but not limited to robotics, human- 157

computer interaction, data mining, and multime- 158

dia systems. The ACL Anthology is the premier 159

2https://dl.acm.org/
3https://ieeexplore.ieee.org/Xplore/

home.jsp
4https://www.aclweb.org/anthology/
5https://aaai.org/Library/library.php
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database of publications within natural language160

processing, hosting papers from major conferences161

(e.g., ACL or EMNLP) and topic-specific venues162

(e.g., SIGDIAL, organized by the Special Interest163

Group on Discourse and Dialogue). The AAAI164

Digital Library hosts papers not only from the AAAI165

Conference on Artificial Intelligence, but also from166

other AI conferences, AI Magazine, and the Jour-167

nal of Artificial Intelligence Research. We applied168

the following conditions as inclusion criteria when169

identifying papers:170

• The main focus of the article must be on the171

technical design or implementation of a task-172

oriented dialogue system.173

• The system must be designed for health-174

related applications.175

• The article must not be dedicated to one spe-176

cific module of the system’s architecture (e.g.,177

the natural language understanding compo-178

nent of a health-related dialogue system).179

We followed four steps in our screening process,180

outlined as follows:181

1. Initial Search: We applied a predefined re-182

search query to the databases to populate our183

initial list of papers. To generate the research184

query, we used the keywords "task-oriented,"185

"dialogue system," "conversational agent,"186

"health," and "healthcare." We also used syn-187

onyms and abbreviations of those keywords.188

2. Title Screening: We performed a preliminary189

screening through the initial list of papers by190

reading the titles, keeping those that satisfied191

the inclusion criteria.192

3. Abstract Screening: We went through the193

list of papers remaining after the title screen-194

ing and read the abstracts, keeping those that195

satisfied the inclusion criteria.196

4. Final Screening: We read the body of the pa-197

pers remaining after the abstract screening and198

kept those that satisfied the inclusion criteria.199

We detail the number of papers remaining after200

each screening step in Table 1. In total, 70 papers201

(21 from ACM, 31 from IEEE, 16 from ACL, and202

Figure 1: Research domains and corresponding subcat-
egories for the included papers.

2 from AAAI6) satisfied the inclusion criteria and 203

were used for further analysis. We survey papers 204

meeting our inclusion criteria according to a wide 205

range of parameters, including domain of research, 206

system objective, target audience, language, over- 207

all and dialogue management architecture, system 208

modality and device type, dataset, and system eval- 209

uation measures. We present our findings in the 210

following subsections, grouped into thematic cat- 211

egories: ontology (§4), system architecture (§5), 212

system design (§6), dataset (§7), and system evalu- 213

ation (§8). 214

4 Ontology 215

We map each paper to several categories in our 216

ontology, including domain of research (§4.1), sys- 217

tem objective (§4.2), target audience (§4.3), and 218

language (§4.4). We present our findings corre- 219

sponding to each ontological category. 220

4.1 Domain of Research 221

Task-oriented dialogue systems offer enormous po- 222

tential impact on many facets of healthcare in so- 223

ciety (Bickmore and Giorgino, 2004). We define 224

a domain of research as the healthcare application 225

for which a dialogue system is designed. We iden- 226

tify both broad domains and more specific subcat- 227

egories thereof, based on the 70 papers surveyed. 228

We outline these domains and corresponding sub- 229

categories in Figure 1, along with the number of 230

6Papers about task-oriented dialogue systems published at
AAAI often focus on one specific component of the system
from a technical perspective, rather than proposing a conversa-
tional agent as a whole for a task. Therefore, only two papers
from the AAAI Digital Library satisfied the inclusion criteria
in this review.
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System Objective # Papers

Diagnosis 7

Monitoring 8

Intervention 13

Counseling 5

Assistance 12

Multi-Objective 25

Table 2: Distribution of system objectives across the
surveyed papers. Additional details regarding multi-
objective papers are provided in the appendix.

papers belonging to each (in parentheses). Broad231

domain categories include mental health, specific232

physical health conditions, general health infor-233

mation, patient assistance, physician assistance,234

cognitive health, and other (comprising several235

subcategories not easily classifiable to one of the236

broader domains). Dialogue systems designed for237

the mental health domain, specific physical health238

conditions, and general health information proved239

to be by far the most prevalent, covering a sum total240

of 57 of the 70 included papers.241

4.2 System Objective242

Conversational agents seek to generate dialogues243

that have value to their end-users. We categorized244

included articles as having one or more of the fol-245

lowing objectives:246

• Diagnosis: The system is designed to di-247

agnose a health condition (e.g., predicting248

whether the user suffers from cognitive de-249

cline).250

• Monitoring: The system is designed to mon-251

itor users’ physical, mental, and/or cognitive252

states (e.g., tracking a user’s diet or periodi-253

cally checking on their mood).254

• Intervention: The system is designed to ad-255

dress a user’s health concern or improve their256

physical/mental/cognitive state (e.g., teaching257

children how to map facial expressions to emo-258

tions).259

• Counseling: The system is designed to pro-260

vide support for users without any direct in-261

tervention (e.g., listening to the users’ per-262

sonal, social, or psychological problems and263

empathizing with them).264

Designed for Engagement? # Papers

Yes 29

No 41

Table 3: Distribution of papers with and without an ob-
jective of engagement. The presence of this objective
is independent of the primary system objective.

• Assistance: The system is designed to pro- 265

vide information or guidance to users (e.g., 266

answering questions from users who are fill- 267

ing out forms). 268

• Multi-Objective: The system is designed for 269

more than one of the above objectives. 270

Table 2 shows the number of papers surveyed 271

having each of the objectives above. We found that 272

many papers (25 of the 70 surveyed) were designed 273

for more than one target objective, and provide 274

additional details in the appendix. Separately, we 275

also considered the role of engagement as an ob- 276

jective of each system. We define the objective of 277

engagement as the act of designing systems that 278

engage users from the specified population in in- 279

teraction, with or without underlying health goals. 280

Engagement may be of particular interest to sys- 281

tem designers in healthcare settings since it can 282

be critical in encouraging adoption or adherence 283

with respect to healthcare outcomes (Montenegro 284

et al., 2019). We report our findings in Table 3. Sur- 285

prisingly, almost 60% of the papers did not focus 286

on designing a dialogue system that specifically 287

sought to engage users in having more interactions. 288

4.3 Target Audience 289

When designing any system, narrowing the focus 290

to a core audience helps to develop an effective 291

product (Dell and Kumar, 2016). The final con- 292

sumers of healthcare systems often fall into three 293

groups: patients, caregivers, and clinicians. Table 294

4 shows the number of papers focusing on each cat- 295

egory. We find that out of 70 task-oriented dialogue 296

systems, 59 are designed specifically for patients. 297

4.4 Language 298

Despite remarkable progress in task-oriented di- 299

alogue systems in recent years, most such work 300

has been conducted in English and a small set 301

of other high-resource languages (Artetxe et al., 302

2020). Working on languages beyond English 303

may extend the benefits of health-related dialogue 304
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Target Audience # Papers

Patients 59

Caregivers 3

Patients & Caregivers 2

Clinicians 11

Table 4: Distribution of the target audiences of the sys-
tems described in the surveyed papers.

Figure 2: Language diversity across the surveyed sys-
tems. A small percentage (10%) of papers do not spec-
ify the system’s language.

systems more globally. Thus, we investigate lan-305

guage diversity in our systematic review, present-306

ing our findings in Figure 2. As expected, 56%307

of the systems are designed for English speakers,308

indicating substantial potential for future growth309

in generalizing many of these innovations and310

thereby increasing global access. Encouragingly,311

several of the included systems did focus on lower-312

resource languages, including Telugu (Duggenpudi313

et al., 2019), Bengali (Rahman et al., 2019), and314

Setswana (Grover et al., 2009).315

5 System Architecture316

We investigate system architecture from two per-317

spectives. First, we focus on the general archi-318

tecture of the system as a whole (§5.1), and then319

if applicable, we examine the architecture of the320

dialogue management module specifically (§5.2).321

5.1 General Architecture322

The general architecture of task-oriented dialogue323

systems often falls into one of two categories:324

pipeline or end-to-end. Pipeline architectures typi-325

cally consist of four key components: natural lan-326

System Architecture # Papers

Pipeline 58

End-to-End 2

Not Specified 10

Table 5: Distribution of papers describing systems with
pipeline or end-to-end architectures, or that do not spec-
ify the architecture.

guage understanding, dialogue state tracking, dia- 327

logue policy learning, and natural language gener- 328

ation. The ensemble of the dialogue state tracking 329

and dialogue policy learning modules is referred to 330

as the dialogue manager (Chen et al., 2017). End- 331

to-end architectures use a single encoder-decoder 332

model to train the whole system. This architecture 333

interacts with structured external databases and re- 334

quires extensive training data (Chen et al., 2017). 335

We categorized each of the included papers into 336

one of these classes or a third class, "Not Spec- 337

ified," reserved for papers that did not directly 338

specify the general architecture of their developed 339

system. We present our findings in Table 5. Un- 340

surprisingly, only 3% of papers implemented an 341

end-to-end model for their system; this is almost 342

certainly due to the lack of health-related training 343

data in the medical field. 344

5.2 Dialogue Management Architecture 345

Dialogue management is an essential component 346

of every pipeline architecture, controlling the dia- 347

logue flow and determining which action the sys- 348

tem should take next given the current conversation 349

history. We investigated the type of dialogue man- 350

agement architecture in the included papers based 351

on the following classes: 352

• Rule-based: In rule-based approaches, the 353

system interacts with users based on a prede- 354

fined set of rules. The success of this archi- 355

tecture is conditioned upon its coverage of all 356

relevant cases. Otherwise, the system will not 357

understand the information or intent that the 358

user wants to communicate (Siangchin and 359

Samanchuen, 2019). 360

• Intent-based: Intent-based approaches seek 361

to extract the user’s intention from the dia- 362

logue, and then perform the relevant action 363

for the user (Jurafsky and Martin, 2009). 364

• Hybrid Architecture: In hybrid architec- 365

tures, the system is designed using a combina- 366
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Dialogue Management Architecture # Papers

Rule-based 17

Intent-based 20

Hybrid Architecture 21

Corpus-based 0

Not Applicable 2

Not Specified 10

Table 6: Distribution of dialogue management archi-
tectures across the surveyed papers. End-to-end archi-
tectures do not have a separate dialogue management
module, and are thus listed as Not Applicable.

tion of rule-based and intent-based approaches367

(Jurafsky and Martin, 2009).368

• Corpus-based: Corpus-based approaches369

mine the dialogues of human-human conver-370

sations and produce responses using retrieval371

methods (grabbing a response from a corpus)372

or generative methods (generating a response373

given the dialogue context) (Jurafsky and Mar-374

tin, 2009).375

When analyzing this component in the included376

papers, we also add "Not applicable" and "Not377

Specified" to the above classes. "Not applicable"378

is assigned to papers that have an end-to-end archi-379

tecture, and therefore lack a dialogue management380

module. The results are provided in Table 6. We ob-381

serve a fairly even mix of rule-based, intent-based,382

and hybrid architectures.383

6 System Design384

To evaluate the mechanisms through which humans385

interact with the surveyed papers, we consider two386

perspectives: the modality through which users387

interact with the system (§6.1), and the device that388

they use to do so (§6.2).389

6.1 Modality390

Modality is the mode of sensory input or output391

used to transfer information between a computer392

and a human (Karray et al., 2008). The type of393

modality used can play an important role in di-394

alogue quality and user satisfaction from the in-395

teractions (Bilici et al., 2000). We consider the396

following categories for dialogue system modality:397

• Unimodal: A system is unimodal if it uses398

a single modality for information exchange399

Unimodal Multimodal

Category # Papers Category # Papers

Text 23 Spoken + Text 14

Spoken 25 Spoken + GUI 4

GUI 1 Text + GUI 3

Table 7: Distribution of modality type across the uni-
modal (49 total, left) and multimodal (21 total, right)
systems surveyed.

(Karray et al., 2008). The reviewed unimodal 400

dialogue systems in this study belong to one 401

of the following groups: 402

– Text-based interaction: Users interact 403

with the system by typing. 404

– Spoken interaction: Users interact with 405

the system by speaking. 406

– Interaction via graphical user interface 407

(GUI): Users interact with the system 408

through the use of visual elements. 409

• Multimodal: A system is designated as mul- 410

timodal if it uses multiple modalities for infor- 411

mation exchange (Karray et al., 2008). The 412

reviewed multimodal dialogue systems in this 413

study use a combination of the above uni- 414

modal categories. 415

Multimodal dialogue systems often offer more 416

affordance to users and can result in more robust 417

systems, but implementing a multimodal dialogue 418

system in the medical domain has its own chal- 419

lenges (Sonntag et al., 2009). We find that out 420

of 70 included papers, 49 describe unimodal sys- 421

tems and 21 describe multimodal systems. Table 7 422

provides more details regarding the distribution of 423

papers in each category. 424

6.2 Device 425

Dialogue systems can facilitate interaction between 426

an application and its user via many devices, includ- 427

ing mobile and landline telephones and computers 428

(Arora et al., 2013). Traditionally, dialogue sys- 429

tems were linked to telephones to provide a wide 430

range of services (e.g., flight booking (Garvey and 431

Sankaranarayanan, 2012)), but nowadays due to 432

the progress of handheld devices, dialogue systems 433

have increasingly manifested in mobile phones, es- 434

pecially for multimodal systems (McTear, 2010). 435

Conversational agents can also be implemented in 436

the form of avatars that provide lifelike characters 437
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Figure 3: Distribution of device type across the sur-
veyed papers.

Multi-Device Category # Papers

Desktop/Laptop + Mobile-based 8

Desktop/Laptop + VE 5

Desktop/Laptop + Robot 2

Mobile-based + PDA systems 2

Desktop/Laptop + GUI 1

Desktop/Laptop + PDA systems 1

Mobile-based + VE 1

Table 8: Details regarding the distribution of multi-
device systems across the surveyed papers (20 total).

for interaction (Brinkman et al., 2012b; McTear,438

2010). When analyzing the included papers in439

this study, we considered mobile-based, telephone-440

based, desktop/laptop, in-car, PDA, robot-based,441

virtual environment, and virtual reality (including442

virtual agents and avatars) systems.443

We also add one additional category, multi-444

device, to the above labels. Multi-device systems445

are defined as dialogue systems that use multiple446

devices for interaction. Figure 3 illustrates the num-447

ber of papers corresponding to each category. Table448

8 provides additional details regarding the multi-449

device categories. Per the results, multi-device and450

mobile-based dialogue systems are more popular451

in the health domain.452

7 Dataset453

To develop effective dialogue systems that can454

quickly generate appropriate responses and satisfy455

user requests without any human intervention, hav-456

ing access to relevant training data is necessary457

(Serban et al., 2015), and larger quantities of data458

often lead to better performance. Currently, the459

dialogue datasets used for training conversational 460

agents are relatively small compared to datasets 461

that are being used for other language-related tasks 462

(Lowe et al., 2017). This is even more pronounced 463

for health-related datasets. It is often hard to access 464

medical data (e.g., corpora of human-human health- 465

care dialogues) due to the risk of data misuse by 466

other parties or the lack of data sharing incentives 467

(Lee and Yoon, 2017). 468

Knowledge of the underlying data is crucial for 469

developing a full understanding of a system’s de- 470

sign and implementation; thus, we checked each 471

included paper for any information regarding the 472

data used during system development. In particular, 473

we focused on dataset size and public data avail- 474

ability, or lack thereof. Unfortunately, out of 70 475

included papers, only 20 provide details about the 476

quantity and characteristics of the data used (two 477

of the papers provided a link to the dataset, and 18 478

papers discussed the dataset size). 479

8 System Evaluation 480

Finally, a crucial step in developing conversational 481

agents is assessing their performance (Deriu et al., 482

2019). The ultimate goal when evaluating a dia- 483

logue system is to check both its usability and its 484

quality (Hastie, 2012). We broadly categorize the 485

evaluation techniques available for dialogue sys- 486

tems as follows: 487

• Human Evaluation: Prior work on dia- 488

logue systems has explored many different ap- 489

proaches to human evaluation. In one popular 490

approach, users are asked to solve a task using 491

a spoken dialogue system and subsequently 492

fill out a questionnaire regarding their expe- 493

rience. In another popular approach, the sys- 494

tem is evaluated via feedback from real-world 495

users (Deriu et al., 2019). Broadly speaking, 496

we define human evaluation as any form of 497

evaluation that relies on subjective, first-hand, 498

human user experience. 499

• Automated Evaluation: Automated evalua- 500

tion provides an objective quantitative mea- 501

surement of conversational agent quality by 502

analyzing various dimensions of the system 503

from mathematical perspectives (Finch and 504

Choi, 2020). Some of the metrics used for au- 505

tomated evaluation are BLEU (Papineni et al., 506

2002), Coherence (Xu et al., 2018), Entity Ac- 507

curacy/Recall (Liu et al., 2018), Entity Score 508
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Evaluation Type # Papers

Human Evaluation 30

Automated Evaluation 8

Human & Automated Evaluation 8

Not Specified 24

Table 9: Distribution of evaluation methods across the
surveyed papers.

(Young et al., 2018), Perplexity (Chen et al.,509

2001), and ROUGE (Lin, 2004).510

We examined how the dialogue systems in each511

of the included papers were evaluated, and provide512

our findings in Table 9. We find that nearly half513

of the papers conducted human evaluations of the514

described systems; however, a large percentage515

(34%) did not discuss evaluation at all. In addition516

to the reported evaluation procedures, we further517

analyzed papers conducting human evaluations and518

found that the average number of participants was519

26, with a mode of 12 participants.520

9 Discussion521

When analyzing our findings, several noteworthy522

trends emerge. First, we found that most task-523

oriented dialogue systems developed for the health-524

care domain (83% of surveyed papers) have a525

pipeline architecture. In pipeline architectures, con-526

stituent modules are optimized individually, and the527

optimization schema does not necessarily improve528

the overall task performance of the system. In con-529

trast, end-to-end dialogue systems are often trained530

only on input-output utterances. We speculate that531

end-to-end architectures could outperform pipeline532

architectures given sufficient high-quality data, in533

line with trends seen in other domains, with two534

caveats: (1) external knowledge sources, a neces-535

sary component of many end-to-end architectures,536

are notoriously complex in many healthcare sub-537

domains; and (2) for many healthcare applications,538

interpretable explanations about why the system539

generated a particular response are critically useful540

(Ham et al., 2020). Beyond those challenges, devel-541

oping an end-to-end architecture for task-oriented542

dialogue systems in the health domain may be fur-543

ther hindered by access limitations to healthcare544

datasets. A promising future direction could be to545

generate external health data that could be lever-546

aged in implementing end-to-end architectures. We547

view these and associated challenges in implement-548

ing such systems in healthcare as an intriguing new 549

frontier in translational dialogue systems research. 550

Additionally, we observed that the target audi- 551

ence of most systems (56% of surveyed papers) in 552

the health domain are English speakers. While de- 553

veloping multilingual dialogue systems, or systems 554

for speakers of low-resource languages specifically, 555

brings up various challenges (López-Cózar Del- 556

gado and Araki, 2005), we believe solving this 557

problem could have have tremendous benefit for 558

overburdened healthcare workers in non-English 559

speaking communities, as well as for patients in 560

non-English speaking communities with minimal 561

or unreliable healthcare access. The systems devel- 562

oped by Duggenpudi et al. (2019), Rahman et al. 563

(2019), and Grover et al. (2009) provide case exam- 564

ples for how such systems may be implemented. 565

Finally, while conducting this systematic review, 566

we also observed that many papers lack important 567

implementation details such as the characteristics 568

of the dataset (71%) and the evaluation methods 569

(34%). This prevents the research community from 570

replicating developed systems and generalizing 571

study findings more broadly. As replication is a 572

crucial part of the scientific process (Walker et al., 573

2018), we urge researchers in this domain to pro- 574

vide implementation details in their publications 575

and supplemental documentation. 576

10 Conclusion 577

In this work, we conducted a systematic technical 578

survey of task-oriented dialogue systems used for 579

health-related purposes, providing much-needed 580

analyses from a computational perspective and nar- 581

rowing the translational gap between basic and ap- 582

plied dialogue systems research. We comprehen- 583

sively searched through 4070 papers in computer 584

science, natural language processing, and artificial 585

intelligence databases, finding 70 papers that sat- 586

isfied our inclusion criteria. We analyzed these 587

papers based on numerous aspects including the 588

domain of research, system objective, target audi- 589

ence, language, system architecture, system design, 590

training dataset, and evaluation methods. It is our 591

hope that interested researchers find the informa- 592

tion provided in this review to be a unique and 593

helpful resource for developing task-oriented dia- 594

logue systems for healthcare applications. 595
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Multi-Objective System # Papers

Diagnosis + Assistance 7

Diagnosis + Intervention 2

Diagnosis + Monitoring 1

Diagnosis + Counseling 1

Intervention + Monitoring 2

Intervention + Assistance 1

Assistance + Counseling 2

Intervention + Monitoring + Diagnosis 2

Intervention + Monitoring + Assistance 2

Intervention + Monitoring + Counseling 1

Diagnosis + Monitoring + Counseling 1

Diagnosis + Assistance + Intervention 2

Diagnosis + Intervention + Monitoring +
Assistance 1

Table 10: Distribution of varying combinations of mul-
tiple system objectives across the surveyed papers.

A Multi-Objective Systems 1213

Conversational agents seek to generate dialogues 1214

that have value to their end-users. We categorized 1215

included articles as having one or more of the fol- 1216

lowing objectives: 1217

• Diagnosis: The system is designed to di- 1218

agnose a health condition (e.g., predicting 1219

whether the user suffers from cognitive de- 1220

cline). 1221

• Monitoring: The system is designed to mon- 1222

itor users’ physical, mental, and/or cognitive 1223

states (e.g., tracking a user’s diet or periodi- 1224

cally checking on their mood). 1225

• Intervention: The system is designed to ad- 1226

dress a user’s health concern or improve their 1227

physical/mental/cognitive state (e.g., teaching 1228

children how to map facial expressions to emo- 1229

tions). 1230

• Counseling: The system is designed to pro- 1231

vide support for users without any direct in- 1232

tervention (e.g., listening to the users’ per- 1233

sonal, social, or psychological problems and 1234

empathizing with them). 1235

• Assistance: The system is designed to pro- 1236

vide information or guidance to users (e.g., 1237

answering questions from users who are fill- 1238

ing out forms). 1239
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• Multi-Objective: The system is designed for1240

more than one of the above objectives.1241

In this survey, 25 out of 70 included articles were1242

designed for more than one target objective. We1243

provide additional details describing these multi-1244

objective systems in Table 10.1245

B Included Papers1246

In this systematic review, we investigated 40701247

papers involving dialogue systems for healthcare1248

applications, identifying 70 papers that satisfied1249

our defined inclusion criteria. We comprehensively1250

analyzed these papers on the basis of their domain1251

of research, system objective, target audience, lan-1252

guage, architecture, modality, device type, data,1253

and evaluation methods. We provide aggregated1254

statistics for each of these categories in the main1255

body of the paper. In Table 11 beginning on the1256

following page, we provide a listing of each in-1257

cluded paper and its categorization across all in-1258

cluded classes. Full references for each included1259

paper can be found in the bibliography.1260
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Paper DS
Arch.

DM
Arch. Mod. Device Sys.

Obj.

Eng-
age-
ment

Dom.
of Re-
search

Target
Aud. Lang. Eval.

Method
Dataset
Size

Papangelis
et al.
(2013)

Pipeline Intent-
based

Multi-
Modal

Desk
/Lap

Mon-
itor-
ing,
Inter-
ven-
tion,
Diag-
no-sis

Yes PTSD Patients English
Not
Speci-
fied

Not
Speci-
fied

Brinkman
et al.
(2012a)

Pipeline Rule-
based Speech

Virtual
Envi-
ron-
ment

Mon-
itor-
ing,
Diag-
no-sis

No
Social
Pho-
bia

Clinic-
ians English

Human
Evalu-
ation

Not
Speci-
fied

Ali
et al.
(2020)

Pipeline Intent-
based Speech Desk

/Lap

Mon-
itor-
ing,
Assis-
tance,
Inter-
ven-
tion

Yes

Autism
Spec-
trum
Disor-
der

Patients English
Human
Evalu-
ation

46
videos

Tsiakas
et al.
(2015)

Pipeline Intent-
based

Multi-
Modal

Desk
/Lap,
Vir-
tual
Envi-
ron-
ment

Diag-
no-sis,
Assis-
tance

Yes

Anxiety
Disor-
ders,
Depress-
ion,
PTSD

Patients English
Human
Evalu-
ation

90
speech
seg-
ments

Wang
et al.
(2020)

Pipeline Hybrid Speech PDA
Inter-
ven-
tion

Yes
Social
Pho-
bia

Patients English
Human
Evalu-
ation

Not
Speci-
fied

Balasuriya
et al.
(2018)

Pipeline Hybrid Speech,
GUI PDA

Mon-
itor-
ing

Yes

Intellectual
Dis-
abil-
ity

Patients English
Human
Evalu-
ation

Not
Speci-
fied

Chuan
and
Mor-
gan
(2021)

Pipeline Intent-
based Speech Desk

/Lap
Assis-
tance No

Clinical
Appli-
cation

Patients English
Human
Evalu-
ation

Not
Speci-
fied

Grover
et al.
(2009)

Pipeline Rule-
based Speech TelephoneAssis-

tance No HIV Clinic-
ians Setswana

Human
&
Auto-
mated
Evalu-
ation

Not
Speci-
fied

Petric
et al.
(2017)

Pipeline Intent-
based Speech Robot Diag-

no-sis No

Autism
Spec-
trum
Disor-
der

Clinic-
ians English

Human
Evalu-
ation

Not
Speci-
fied

Javed
et al.
(2018)

Not
Speci-
fied

Not
Speci-
fied

Speech,
GUI Robot

Mon-
itor-
ing

Yes

Autism
Spec-
trum
Disor-
der

Patients English
Human
Evalu-
ation

Not
Speci-
fied
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Di Nuovo
et al.
(2020)

Not
Speci-
fied

Not
Speci-
fied

Speech Robot
Mon-
itor-
ing

Yes

Autism
Spec-
trum
Disor-
der

Patients,
Care-
givers

English
Human
Evalu-
ation

Not
Speci-
fied

Quiroz
et al.
(2020)

Pipeline Hybrid Speech
PDA,
Mo-
bile

Diag-
no-sis,
Inter-
ven-
tion

Yes

Depress-
ion,
Anxi-
ety

Patients English
Human
Evalu-
ation

Not
Speci-
fied

Maharjan
et al.
(2019)

Pipeline Hybrid Speech
PDA,
Mo-
bile

Mon-
itor-
ing

No Mental
Health Patients English

Not
Speci-
fied

Not
Speci-
fied

Ahn
et al.
(2020)

Not
Speci-
fied

Not
Speci-
fied

Text Mobile

Inter-
ven-
tion,
Assis-
tance

Yes

Online
sex-
ual
ex-
ploita-
tion,
PTSD

Patients Korean
Not
Speci-
fied

Not
Speci-
fied

Kamita
et al.
(2020)

Not
Speci-
fied

Not
Speci-
fied

Text Mobile
Inter-
ven-
tion

Yes

Cognitive
Be-
hav-
ioral
Ther-
apy,
stress
reduc-
tion

Patients Japanese
Human
Evalu-
ation

Not
Speci-
fied

Lee
et al.
(2020b)

Pipeline Hybrid Speech Mobile
Mon-
itor-
ing

Yes

Health-
related
Self-
disclosure

Patients English
Human
Evalu-
ation

Not
Speci-
fied

Moghadasi
et al.
(2020)

Pipeline Hybrid Text

Desk
/Lap,
Mo-
bile

Assis-
tance,
Counsel-
ing

No

Opioid
Ad-
dic-
tion

Patients English
Not
Speci-
fied

20,494
records

De Nieva
et al.
(2020)

Pipeline Hybrid Text Mobile

Mon-
itor-
ing,
Inter-
ven-
tion,
Counsel-
ing

Yes
Anxiety,
Depress-
ion

Patients English

Human
&
Auto-
mated
Evalu-
ation

Not
Speci-
fied

Lee
et al.
(2020a)

Pipeline Hybrid Text Mobile
Mon-
itor-
ing

Yes

Health-
related
Self-
disclosure

Patients English
Human
Evalu-
ation

Not
Speci-
fied

Daher
et al.
(2020)

Pipeline Rule-
based GUI

Not
Speci-
fied

Mon-
itor-
ing

No

Empathy
for
med-
ical
Assis-
tance

Patients English
Human
Evalu-
ation

Not
Speci-
fied

Holmes
et al.
(2019)

Pipeline Hybrid Multi-
Modal Mobile Assis-

tance Yes Weight
Loss Patients English

Human
&
Auto-
mated
Evalu-
ation

Not
Speci-
fied
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Oh
et al.
(2017)

Pipeline Intent-
based

Multi-
Modal Mobile

Diag-
no-sis,
Mon-
itor-
ing,
Inter-
ven-
tion

Yes
Psychiatric
Counsel-
ing

Patients Korean
Not
Speci-
fied

49,846,477
records

Dino
et al.
(2019)

Pipeline Rule-
based Speech Robot

Inter-
ven-
tion

Yes Depress-
ion Patients English

Human
Evalu-
ation

Not
Speci-
fied

Patel
et al.
(2019)

Not
Speci-
fied

Not
Speci-
fied

Text
Not
Speci-
fied

Diag-
no-sis No

Stress,
Depress-
ion

Patients English
Not
Speci-
fied

7,652
records,
ISEAR
dataset

Sharma
et al.
(2018)

Not
Speci-
fied

Not
Speci-
fied

Text Mobile

Diag-
no-sis,
Inter-
ven-
tion,
Assis-
tance

No Depress-
ion Patients

Not
Speci-
fied

Not
Speci-
fied

Not
Speci-
fied

Belfin
et al.
(2019)

Pipeline Intent-
based

Multi-
Modal

Desk
/Lap,
Mo-
bile

Assis-
tance No Cancer Patients English

Not
Speci-
fied

Not
Speci-
fied

Yorita
et al.
(2020)

Pipeline Rule-
based

Multi-
Modal Mobile

Diag-
no-sis,
Counsel-
ing

No

Stress
Man-
age-
ment

Clinic-
ians English

Not
Speci-
fied

Not
Speci-
fied

Kargar
and
Ma-
hoor
(2017)

Pipeline Rule-
based Speech Robot

Inter-
ven-
tion

Yes Depress-
ion Patients English

Human
Evalu-
ation

Not
Speci-
fied

Hwang
et al.
(2020)

Pipeline Rule-
based Text

Not
Speci-
fied

Diag-
no-sis,
Inter-
ven-
tion

No
Medical
Assis-
tance

Patients Korean
Not
Speci-
fied

Not
Speci-
fied

Srivastava
and
Singh
(2020)

Pipeline Rule-
based Text

Not
Speci-
fied

Diag-
no-sis,
Assis-
tance

Yes
Disease
Diag-
no-sis

Patients English
Human
Evalu-
ation

Not
Speci-
fied

Mathew
et al.
(2019)

Pipeline Rule-
based Text Mobile

Diag-
no-sis,
Assis-
tance

Yes
Disease
Diag-
no-sis

Patients English
Human
Evalu-
ation

Not
Speci-
fied

Athota
et al.
(2020)

Pipeline Rule-
based

Multi-
Modal Mobile

Diag-
no-sis,
Assis-
tance

No
Disease
Diag-
no-sis

Patients English
Not
Speci-
fied

Not
Speci-
fied

Sadavarte
and
Bo-
danese
(2019)

Pipeline Hybrid Multi-
Modal PDA Assis-

tance No Pregnan-
cy Patients English

Human
Evalu-
ation

Not
Speci-
fied

Lee
et al.
(2017)

Pipeline Hybrid Text Mobile Counsel-
ing Yes

Psychiatric
Counsel-
ing

Patients Korean
Not
Speci-
fied

Not
Speci-
fied
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Rahman
et al.
(2019)

Pipeline Hybrid Text
Not
Speci-
fied

Diag-
no-sis,
Mon-
itor-
ing,
Counsel-
ing

No
Medical
Assis-
tance

Patients Bengali

Auto-
mated
Evalu-
ation

4,961
records

Yabuki
and
Sumi
(2018)

Not
Speci-
fied

Not
Speci-
fied

Speech Robot
Inter-
ven-
tion

No

Autism
Spec-
trum
Disor-
der

Care-
givers English

Not
Speci-
fied

Not
Speci-
fied

Su
et al.
(2018)

Pipeline Intent-
based Speech

Not
Speci-
fied

Diag-
no-sis,
Assis-
tance

No
Disease
Diag-
no-sis

Patients Chinese

Auto-
mated
Evalu-
ation

Not
Speci-
fied

Shoji
et al.
(2020)

Not
Speci-
fied

Not
Speci-
fied

Speech
Desk
/Lap,
PDA

Diag-
no-sis No PneumoniaPatients

Not
Speci-
fied

Auto-
mated
Evalu-
ation

Not
Speci-
fied

Polignano
et al.
(2020)

Pipeline Hybrid Multi-
Modal Mobile

Diag-
no-sis,
Inter-
ven-
tion,
Assis-
tance,
Mon-
itor-
ing

No
Medical
Assis-
tance

Patients Italian

Human
&
Auto-
mated
Evalu-
ation

1,865,700
records

Ali
et al.
(2021)

Pipeline Hybrid Speech

Desk
/Lap,
Vir-
tual
Envi-
ron-
ment

Inter-
ven-
tion

No Cancer Clinic-
ians English

Auto-
mated
Evalu-
ation

382
tran-
scripts
of
con-
versa-
tions

Aarabi
(2013) Pipeline Intent-

based Text
Not
Speci-
fied

Diag-
no-sis No CardiologyPatients English

Not
Speci-
fied

Not
Speci-
fied

Loisel
et al.
(2007)

Pipeline Hybrid Text
Not
Speci-
fied

Assis-
tance No

Medical
Assis-
tance

Patients French
Not
Speci-
fied

Not
Speci-
fied

Rosruen
and
Samanchuen
(2018)

Pipeline Hybrid Multi-
Modal

Desk
/Lap,
Mo-
bile

Assis-
tance No

Medical
Assis-
tance

Patients Chinese

Auto-
mated
Evalu-
ation

Not
Speci-
fied

Sonntag
and
Moller
(2010)

Pipeline Intent-
based

Multi-
Modal

Desk
/Lap

Assis-
tance Yes RadiologyClinic-

ians

Not
Speci-
fied

Human
&
Auto-
mated
Evalu-
ation

Not
Speci-
fied

Kadariya
et al.
(2019)

Pipeline Hybrid Multi-
Modal Mobile

Mon-
itor-
ing,
Inter-
ven-
tion

Yes Asthma Patients English

Human
&
Auto-
mated
Evalu-
ation

Not
Speci-
fied

Siangchin
and
Samanchuen
(2019)

Pipeline Hybrid Text Mobile Assis-
tance No

Medical
Assis-
tance

Clinic-
ians Chinese

Auto-
mated
Evalu-
ation

Not
Speci-
fied
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Erazo
et al.
(2020)

Pipeline Rule-
based Text

Desk
/Lap,
Mo-
bile

Diag-
no-sis,
Assis-
tance

No COVID-
19 Patients

Not
Speci-
fied

Human
Evalu-
ation

Not
Speci-
fied

Huang
et al.
(2018)

Pipeline Hybrid Multi-
Modal Mobile

Mon-
itor-
ing,
Inter-
ven-
tion

Yes Weight
Loss Patients

English,
Chi-
nese

Not
Speci-
fied

Not
Speci-
fied

Chen
et al.
(2013)

Pipeline Rule-
based Speech

Desk
/Lap,
Mo-
bile

Assis-
tance No

Medical
Assis-
tance

Patients,
Care-
givers

Chinese
Human
Evalu-
ation

MAT
400
dataset

Araki
et al.
(2011)

Pipeline Intent-
based

Multi-
Modal

Desk
/Lap

Inter-
ven-
tion

No
Visually
Im-
paired

Patients Japanese
Human
Evalu-
ation

Not
Speci-
fied

She
et al.
(2018)

End-
to-
End

Not
Appli-
cable

Speech Robot
Inter-
ven-
tion

Yes

Autism
Spec-
trum
Disor-
der

Patients English

Auto-
mated
Evalu-
ation

Tager-
Flusberg
,Nadig
ASD
En-
glish,
and
Rollins
Cor-
pus

Yabuki
and
Sumi
(2018)

Not
Speci-
fied

Not
Speci-
fied

Speech Robot
Inter-
ven-
tion

Yes

Autism
Spec-
trum
Disor-
der

Care-
givers Japanese

Not
Speci-
fied

Self-
Const-
ructed
dataset

Wei
et al.
(2018)

Pipeline Intent-
based Text

Not
Speci-
fied

Diag-
no-sis No

Medical
Assis-
tance

Clinic-
ians Chinese

Auto-
mated
Evalu-
ation

Self-
Const-
ructed
dataset

Fadhil
and
AbuRa’ed
(2019)

Pipeline Intent-
based

Multi-
Modal Mobile

Mon-
itor-
ing,
Assis-
tance,
Inter-
ven-
tion

No
Medical
Assis-
tance

Patients Arabic
Human
Evalu-
ation

Not
Speci-
fied

Demasi
et al.
(2020)

Pipeline Intent-
based Text

Not
Speci-
fied

Counsel-
ing No Mental

Health Patients English
Human
Evalu-
ation

Self-
Const-
ructed
dataset

Waterschoot
et al.
(2020)

Pipeline Intent-
based Speech

Not
Speci-
fied

Mon-
itor-
ing

No Mental
Health Patients Dutch

Not
Speci-
fied

Self-
Const-
ructed
dataset

Danda
et al.
(2016)

Pipeline Hybrid Speech

Desk
/Lap,
Mo-
bile

Diagnosing,
Inter-
ven-
tion,
Assis-
tance

No
Medical
Assis-
tance

Patients Indian

Human
&
Auto-
mated
Evalu-
ation

CMU
arctic
dataset

Duggenpudi
et al.
(2019)

Pipeline Rule-
based Text

Not
Speci-
fied

Assis-
tance No

Medical
Assis-
tance

Patients Telugu
Human
Evalu-
ation

Self-
Const-
ructed
dataset
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Prange
et al.
(2017)

Pipeline Rule-
based

Multi-
Modal Mobile Assis-

tance No
Medical
Assis-
tance

Clinic-
ians

Not
Speci-
fied

Not
Speci-
fied

475
records

Campillos Llanos
et al.
(2015)

Pipeline Intent-
based

Multi-
Modal

Not
Speci-
fied

Inter-
ven-
tion

No
Medical
Assis-
tance

Clinic-
ians French

Not
Speci-
fied

Not
Speci-
fied

Welch
et al.
(2020)

Pipeline Intent-
based Text

Not
Speci-
fied

Counsel-
ing,
Assis-
tance

Yes Mental
Health Patients

Not
Speci-
fied

Human
Evalu-
ation

Not
Speci-
fied

Ljunglöf
et al.
(2009)

Pipeline Intent-
based Speech

Desk
/Lap,
Robot

Inter-
ven-
tion

No
Communication
Disor-
ders

Patients Swedish
Human
Evalu-
ation

Not
Speci-
fied

Ljunglöf
et al.
(2011)

Pipeline Intent-
based Speech

Desk
/Lap,
Robot

Inter-
ven-
tion

Yes
Communication
Disor-
ders

Patients Swedish
Human
Evalu-
ation

Not
Speci-
fied

Brixey
et al.
(2017)

Pipeline Hybrid Text

Desk
/Lap,
Mo-
bile

Assis-
tance No HIV Patients English

Human
Evalu-
ation

Self-
Const-
ructed
dataset

Morbini
et al.
(2014)

Pipeline Rule-
based Speech

Desk
/Lap,
Vir-
tual
Envi-
ron-
ment

Counsel-
ing Yes Mental

Health Patients English
Not
Speci-
fied

Not
Speci-
fied

DeVault
et al.
(2013)

Not
Speci-
fied

Not
Speci-
fied

Speech

Desk
/Lap,
Vir-
tual
Envi-
ron-
ment

Diag-
no-sis No Mental

Health
Clinic-
ians English

Not
Speci-
fied

Not
Speci-
fied

Inoue
et al.
(2016)

Pipeline Rule-
based

Multi-
Modal

Mobile,
Vir-
tual
Envi-
ron-
ment

Counsel-
ing Yes Mental

Health Patients
Not
Speci-
fied

Not
Speci-
fied

Not
Speci-
fied

Morbini
et al.
(2012)

Pipeline Intent-
based Text

Desk
/Lap,
Mo-
bile

Counsel-
ing Yes PTSD Patients English

Not
Speci-
fied

Not
Speci-
fied

Xu
et al.
(2019)

End-
to-
End

Not
Appli-
cable

Text
Not
Speci-
fied

Diag-
no-sis No

Disease
Diag-
no-sis

Patients Chinese

Human
&
Auto-
mated
Evalu-
ation

Self-
Const-
ructed
dataset

Green
et al.
(2004)

Pipeline Rule-
based Speech Desk

/Lap

Inter-
ven-
tion

No DementiaCare-
givers English

Human
Evalu-
ation

Not
Spec-
ified
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