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Abstract

Language model agents excel in long-session001
planning and reasoning, but existing bench-002
marks primarily focus on goal-oriented tasks003
with explicit objectives, neglecting creative004
adaptation in unfamiliar environments. To005
address this, we introduce EscapeBench—a006
benchmark suite of room escape game environ-007
ments designed to challenge agents with cre-008
ative reasoning, unconventional tool use, and009
iterative problem-solving to uncover implicit010
goals. Our results show that current LM mod-011
els, despite employing working memory and012
Chain-of-Thought reasoning, achieve only 15%013
average progress without hints, highlighting014
their limitations in creativity. To bridge this015
gap, we propose EscapeAgent, a framework016
designed to enhance creative reasoning through017
Foresight (innovative tool use) and Reflection018
(identifying unsolved tasks). Experiments show019
that EscapeAgent can execute action chains020
over 1,000 steps while maintaining logical co-021
herence. It navigates and completes games022
with up to 40% fewer steps and hints, performs023
robustly across difficulty levels, and achieves024
higher action success rates with more efficient025
and innovative puzzle-solving strategies.026

1 Introduction027

Building robust language model (LM) agents to028

perform planning and reasoning has always been a029

challenging task. Recent efforts have explored how030

agents could compress and utilize memory (Wang031

et al., 2023a; Hu et al., 2023; Liu et al., 2023b;032

Liang et al., 2023b; Wang et al., 2024c; Zhong033

et al., 2024), perform complex reasoning (Wei et al.,034

2022; Kojima et al., 2022; Zhou et al., 2023a; Lin035

et al., 2024; Yao et al., 2023), planning (Wang et al.,036

2023b; Liu et al., 2023a; Hao et al., 2023; Yao et al.,037

2024; Zhou et al., 2024a), and reflection (Madaan038

et al., 2024; Zhang et al., 2024a,b; Miao et al., 2024;039

Dhuliawala et al., 2024) to improve task success040

rate. Integrating these capabilities, recent lines of041

Figure 1: An agent with creative thinking should adapt
its observation (e.g. hard texture of wood stick) into a
novel tool-use strategy (e.g. prying objects open).

work begin to build agents for embodied actions 042

(Zheng et al., 2024; Huang et al., 2024a; Zhu et al., 043

2023) and tool use (Schick et al., 2023; Qin et al., 044

2023; Qian et al., 2024) grounded in environments 045

including the Web (Nakano et al., 2021; Furuta 046

et al., 2024; Gur et al., 2024), games (Guo et al., 047

2023; Xu et al., 2023; Hu et al., 2024), and society 048

(Park et al., 2023; Liu et al., 2023c; Li et al., 2023; 049

Ren et al., 2024). 050

The surge of LM agent systems also accelerates 051

the development of simulation environments, in- 052

cluding tasks like computer-based operations (Yao 053

et al., 2022; Deng et al., 2024; Zhou et al., 2024b; 054

Xie et al., 2024; Liu et al., 2024b), scientific re- 055

search (Wang et al., 2022; Bran et al., 2023; Boiko 056

et al., 2023; Huang et al., 2023a), and interactive ex- 057

periences in text-based (Côté et al., 2019; Urbanek 058

et al., 2019; O’Gara, 2023; Wu et al., 2024) or vir- 059

tual sandbox game environments (Lin et al., 2023; 060

BAAI, 2023; Wang et al., 2024a). However, most 061

existing benchmarks are usually goal-oriented, em- 062
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phasizing models’ planning, reasoning, and error-063

handling abilities, while overlooking their creativ-064

ity: the capacity to think innovatively and adapt065

their observations to new, unstructured scenarios.066

Current agents still significantly lack creativity067

in novel tool use (Zhang et al., 2023), as their train-068

ing predominantly focuses on memorizing tool-069

task associations. This emphasis overshadows their070

ability to explore tool affordances and adapt to071

unstructured scenarios (Zhang et al., 2024c). De-072

spite this, creativity is still widely recognized as a073

crucial component of intelligence. In cognitive sci-074

ence, the well-established Triarchic Theory of Intel-075

ligence (Sternberg, 1984) divides intelligence into076

three components: practical, analytical, and cre-077

ative. While current reasoning benchmarks primar-078

ily assess analytical intelligence through problem-079

solving, and simulation environments focus on080

practical intelligence by testing knowledge appli-081

cation in real-world scenarios, creative intelligence082

remains largely unaddressed.083

To bridge this gap, we introduce EscapeBench,084

a benchmark that evaluates LM’s creative reason-085

ing using scenarios inspired by room escape games.086

These scenarios challenge conventional thinking087

through unusual settings and require “thinking out-088

side the box” skills including creative tool use and089

strategic problem-solving. As shown in Figure 1, a090

wooden stick, typically used for walking or poking,091

has to be repurposed to pry open a lid due to its hard092

texture. This demands agents to perform adaptive093

reasoning under customized constraints. Overall,094

our benchmark has several distinctive features:095

• Creative Tool Use: The tools at hand might be096

repurposed for creative use in order to solve the097

puzzle. These innovative ways of tool use are098

uncommon in the LM agent’s existing parametric099

knowledge, requiring it to reason creatively and100

adapt its observation into customized scenarios.101

• Uncertain Goal Pathways: While the final goal102

of each game is escaping from the room, the path-103

ways to achieving it cannot be explicitly foreseen.104

An agent cannot devise precise, long-range plans105

initially and must rely on trial and error to dis-106

cover viable strategies.107

• Super-Long Reasoning Chain: Each scenario108

requires even an omniscient agent to perform109

over 100 steps, with at least 40 bottleneck actions110

required to achieve the goal. A human player111

may take up to an hour to complete one game.112

We benchmarked multiple models within the113

BaseAgent framework, which incorporates work- 114

ing memory and Chain-of-Thought reasoning (Wei 115

et al., 2022). Our results show that even the best 116

models struggle to complete the easiest game set- 117

ting without hints, often requiring up to ten times 118

the optimal steps and falling far behind human per- 119

formance. These findings highlight how models 120

tend to be constrained by conventional thinking pat- 121

terns, struggling to break free and show creativity. 122

To overcome this limitation, we introduce Es- 123

capeAgent, enhanced with Foresight for creative 124

tool use and Reflection for implicit goal identifica- 125

tion. Foresight enables the agent to propose and 126

evaluate tool-use hypotheses before acting, while 127

Reflection maintains an unsolved task list to guide 128

future actions. Experiments show EscapeAgent 129

reduces hint reliance by nearly 50%, lowers total 130

action steps, and performs robustly across difficulty 131

levels, achieving more efficient progress and higher 132

action success rates with creative strategies. Our 133

contributions include the following: 134

• We identify challenges in LLM agent creative 135

intelligence and introduce EscapeBench, a robust 136

environment for evaluating agent creativity. 137

• We present EscapeAgent, which boosts creative 138

reasoning by identifying implicit goals and gen- 139

erating innovative hypotheses. 140

• We propose measuring creativity through tool 141

use and crafting, and introduce new metrics that 142

provide a fresh dimension for agent evaluation. 143

2 Related Work 144

Creativity in Language Models. Creativity is a 145

cornerstone of human intelligence and a growing 146

focus in AI research (Legg and Hutter, 2007; Lake 147

et al., 2017). LMs have demonstrated notable cre- 148

ative capabilities across domains - they excel at gen- 149

erating narratives and poetry (Brown et al., 2020; 150

Akoury et al., 2020), show effectiveness in tool cre- 151

ation and design (Qian et al., 2023; Cai et al., 2024), 152

and augment human creativity through interactive 153

ideation (Mialon et al., 2023). In scientific dis- 154

covery, research has also found that LM-generated 155

ideas tend to be more novel but slightly less feasi- 156

ble than those from human experts (Si et al., 2024; 157

Wang et al., 2024b). 158

However, research on LM creativity still remains 159

nascent, emphasizing novelty, surprise, and practi- 160

cal value through psychological assessments like 161

the Alternative Uses Test (AUT)(Guilford, 1967) 162

and Torrance Tests of Creative Thinking (TTCT) 163
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(Boden, 1998). Creativity in LMs is categorized164

as combinatorial, exploratory, or transformational,165

with transformational being the most challenging166

(Franceschelli and Musolesi, 2023). A TTCT study167

found GPT-4 performing in the top 1% of human168

fluency and originality, but adapting such assess-169

ments to other LMs faces limitations like sam-170

ple randomness and high evaluation costs (Guzik171

et al., 2023). Similarly, a modified Torrance Test172

(Zhao et al., 2024) identified strengths in elabora-173

tion and originality but highlighted gaps influenced174

by prompts and role-play. Notably, most research175

evaluates backbone models, whereas our work ex-176

plores creativity within an LM agent-based setting177

that requires complex reasoning and planning.178

Agent Evaluation in Simulated Environment.179

Agent evaluation often focuses on text-based or180

sandbox environments for assessing cognitive and181

behavioral abilities in goal-oriented tasks (Zhou182

et al., 2023b; Chen et al., 2022, 2024; Yu et al.,183

2024; Deng et al., 2024), with emerging work ex-184

ploring LM/VLM-enabled agents in robotics for185

real-world challenges (Liang et al., 2023a; Huang186

et al., 2023b, 2024b; Rana et al., 2023). Text-based187

environments (Yuan et al., 2018; Côté et al., 2019),188

such as interactive fiction games (Lin et al., 2024)189

or conversational agents (Qiao et al., 2023), evalu-190

ate natural language understanding, reasoning, and191

decision-making consistency (Uludağlı and Oğuz,192

2023; Qi et al., 2024). Games like Zork (Infocom,193

1980) and TextWorld measure narrative comprehen-194

sion and problem-solving in structured contexts. In195

contrast, sandbox environments (Lin et al., 2023;196

Gan et al., 2021; Fan et al., 2022) like Minecraft197

(Zhu et al., 2023) and Roblox (Rospigliosi, 2022)198

provide more open-ended settings that test spa-199

tial reasoning, planning, and collaboration (Carroll200

et al., 2019; Agashe et al., 2023). The settings typi-201

cally rely on task-specific metrics for goal achieve-202

ment but overlook creative and proactive problem-203

solving in unfamiliar contexts. To address this, we204

introduce EscapeBench to evaluate agents’ creative205

reasoning in navigating uncertain goal pathways,206

offering a novel approach to agent assessment.207

3 EscapeBench Construction208

Most agent benchmarks focus on explicit, goal-209

oriented tasks grounded in commonsense knowl-210

edge, where agents can chart clear pathways to211

achieve goals using analytical and practical intel-212

ligence, but they often overlook creative intelli-213

gence. This raises our core research question: How 214

to build an environment that benchmarks an 215

agent’s creative intelligence? Given that tool use 216

is central to agent functionality, we propose room 217

escape game scenarios, which naturally require cre- 218

ative tool use to solve complex puzzles, as an ideal 219

environment for this evaluation. 220

3.1 Engine Design 221

Our game engine aims to simulate the room es- 222

cape environment that i) receives agent actions and 223

ii) makes corresponding environment feedback as 224

agent action’s reward. Specifically, our game en- 225

gine involves three key components: 226

• Scenes: The container of tools and items, con- 227

nected with each other forming a graph structure 228

that constitutes the whole game scenario. 229

• Items: Objects that are intractable in each scene. 230

Tools, inputs, and other interactions may be ap- 231

plied to trigger its state change or other effects. 232

• Tools: Objects that could be collected in each 233

scene, usually applied to other items to take effect 234

or to other tools to craft new ones. 235

The interaction of these components defines a 236

game’s basic logic. In the van example from Fig- 237

ure 2, scenes are connected into a graph, represent- 238

ing physical connectivity via doors or tunnels. The 239

tool key chain is collected in the bag for future use, 240

while the wire iron awaits something sharp to cut it 241

to trigger effects. Please refer to Appendix A for 242

more detailed examples and explanations. 243

3.2 Action Space 244

The model agent could take five different actions. 245

While the action space is well-defined, the parame- 246

ter space—regarding the scenes, items, or tools in- 247

volved in these actions—is high-dimensional, thus 248

allowing for dynamic interactions. 249

• Move (Scene): Move to an adjacent scene. 250

• Click (Item): Click to simply interact with an 251

item in the scene. 252

• Apply (Tool, Item): Apply a tool in the bag to 253

an item in the scene. 254

• Input (str, Item): Input an arbitrary string to an 255

item in the scene. 256

• Craft (Tool, Tool): Use two tools in the bag to 257

craft a new one. 258

Figure 2 illustrates the connections between game 259

engine components and agent action space. Among 260

all the actions, “Apply” and “Craft” stand out as 261

the most creativity-driven, as they require the agent 262
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Figure 2: An illustration of Scenes, Tools, and Items in the game and their relations with agent action space. Tools
can be collected for “Apply” and “Craft”, while items require “Input”, “Click” or “Apply” of tools to trigger effects.

Figure 3: Statistics of total Scenes, Tools, and Items
across all game settings. “Key Steps” refer to the essen-
tial bottleneck actions required to complete the game.

to think innovatively about how to use or craft tools263

in an unseen way during its training. We delve into264

specific examples in Section 3.4.265

3.3 Annotation and Statistics266

Building on existing online room escape games and267

puzzle-solving logic1, we present EscapeBench,268

featuring 36 game settings across three difficulty269

levels (see Appendix B for details). All scenes,270

items, and tools are manually annotated to ensure271

high quality. These scenarios emphasize creative272

tool use and crafting strategies, challenging agents273

throughout the game, making EscapeBench a ro-274

bust environment for testing creativity. A detailed275

statistic is presented in Figure 3.276

3.4 Preliminary Study277

We sample scenarios from EscapeBench and test278

GPT-4o (Hurst et al., 2024) and LLama-3.1-279

70B (Dubey et al., 2024)’s creative reasoning per-280

formance through case studies in Table 1. Our281

1https://spotlight.ee

results reveal that: i) EscapeBench presents diverse 282

creative reasoning challenges, including unconven- 283

tional tool use, implicit numerical puzzles, and 284

innovative tool crafting. ii) Both closed- and open- 285

source models struggle with creativity, especially 286

in identifying implicit goals and forming creative 287

strategies. These findings highlight the complexity 288

of EscapeBench and the gaps in model creativity. 289

4 EscapeAgent Design 290

To address challenges identified in the preliminary 291

study, we introduce EscapeAgent, a framework 292

addressing two core issues from EscapeBench: 293

• Uncertain Goal Pathways: A Reflection module 294

dynamically manages a task list, refining goals 295

through trial-and-error to enhance action focus 296

and proactive task discovery (Section 4.2). 297

• Creative Tool Use: A Foresight module enabling 298

explicit reasoning about tool applications, allow- 299

ing the agent to hypothesize and evaluate strate- 300

gies before execution (Section 4.3). 301

Integrating both modules with a BaseAgent, Es- 302

capeAgent excels in handling Super-long Reason- 303

ing Chains and significantly boosts the model’s 304

creativity, problem-solving, and strategic thinking. 305

4.1 BaseAgent 306

The BaseAgent forms the foundation of Es- 307

capeAgent (Figure 4) by taking actions based on 308

scenario context and updating its working memory 309

with feedback. This memory stores prior actions 310

and their outcomes. BaseAgent determines its next 311

steps through Chain-of-Thought (Wei et al., 2022), 312

thus serving as a strong baseline and standard eval- 313

4
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Table 1: Creative reasoning cases in EscapeBench and model’s responses versus actual creative uses of tools.

Figure 4: Illustration of the EscapeAgent design. Building on the BaseAgent (Action), we integrate the Foresight
and Reflection modules to enhance the agent’s capabilities in creative reasoning and implicit goal identification.

uation method for EscapeBench. For implementa-314

tion details, see Appendix C.1.315

4.2 Reflection Module316

The Reflection Module manages a structured task317

list updated through three actions:318

• New: Add a newly identified, unsolved task.319

• Update: Record attempted but failed actions.320

• Delete: Remove a task when its goal is achieved.321

Each entry includes the task name, target item,322

and failed actions, preventing repeated mistakes323

and improving efficiency. Triggered after non-324

move actions, it uses feedback to update the task325

list. For example, in Figure 4 (right), Task 1 is326

deleted once the machine starts, encouraging fo-327

cused problem-solving over random exploration.328

See Appendix C.2 for details.329

4.3 Foresight Module330

The Foresight Module enhances creative reason-331

ing by explicitly evaluating tool use and problem-332

solving strategies. It activates in two cases:333

• New Task Identified: The agent hypothesizes po- 334

tential actions to achieve it using available tools. 335

• New Tool Collected: The agent assesses its use 336

for solving existing tasks or crafting new tools. 337

If a valid hypothesis is proposed, the agent enters 338

“Try Action” state to test it; otherwise, it stays in 339

“Free Explore” state, operating like the BaseAgent. 340

For example in Figure 4 (left), the agent identifies 341

clicking the button as an action worth trying, thus 342

guiding it into the “Try Action” state. It enables the 343

agent to adapt flexibly under customized scenarios, 344

make bold hypotheses, and execute targeted trials 345

efficiently. See Appendix C.2 for details. 346

5 Experiments 347

We divide experiments into: i) Benchmarking 348

model creativity within the BaseAgent, and ii) Eval- 349

uating EscapeAgent’s effectiveness. 350

5.1 Settings 351

Environment. Experiments are conducted on 36 352

game settings. An agent is considered to be mak- 353
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Model Name ↓Hints Used ↓Total Steps
↑Early Exit
Progress (%)

↓Tool Hints Used
(percentage)

↓Key Steps Hints Used
(percentage)

GPT-4o 10.30 723.61 24.75 2.17 (8.55%) 8.14 (24.27%)
GPT-4o-mini 15.19 1002.39 16.06 2.00 (8.97%) 13.19 (38.84%)
Claude-3.5-Sonnet 8.97 690.31 28.95 1.34 (5.13%) 7.64 (22.44%)
Gemini-1.5-pro 11.06 824.31 24.18 2.50 (9.89%) 8.56 (24.83%)

Llama-3.1-70B 14.53 982.42 19.00 3.11 (12.22%) 11.42 (33.29%)
Qwen2.5-72B 16.50 1102.50 12.46 5.33 (20.97%) 11.17 (32.02%)
DeepSeek-LLM-67B 25.50 1558.47 6.63 10.50 (42.95%) 15.00 (43.73%)
Yi-1.5-34B 24.00 1573.33 11.96 8.11 (33.83%) 15.92 (46.18%)
Phi-3-medium-128k 32.19 1871.19 7.34 12.11 (49.45%) 20.11 (59.1%)
Llama-3.1-8B 25.86 1543.30 10.10 6.81 (28.56%) 19.11 (56.00%)
Ministral-8B 25.31 1556.97 8.97 7.17 (29.90%) 18.19 (53.87%)
Qwen2.5-7B 32.20 1950.42 6.52 13.81 (55.96%) 18.47 (54.43%)

Average Human 4.33 257.83 59.65 0.17 (0.69%) 4.17 (12.28%)

Table 2: Benchmarking results of BaseAgent with different core models on EscapeBench. An oracle action chain’s
total step is only 107.83 on average. Both closed- and open-source models rely heavily on hints to complete the
escape compared to human performance, with smaller-scale models exhibiting a particularly high dependency.

ing progress if it either achieves a key step (de-354

fined in Figure 3) or collects a new tool. Agents355

will receive help if they fail to make progress for356

50 consecutive actions (see Appendix D.1), thus357

ensuring full completion of the game. The working358

memory length is set to 10.359

Models. We evaluate both closed- and open-source360

models: GPT-4o, GPT-4o-mini (Hurst et al., 2024),361

Claude-3.5 (Anthropic, 2024), Gemini-1.5 (Team362

et al., 2024), Llama-3.1 (Dubey et al., 2024), Qwen-363

2.5 (Team, 2024), DeepSeek-LLM (Liu et al.,364

2024a), Phi-3.5 (Abdin et al., 2024), Yi (Young365

et al., 2024), Ministral (MistralAI, 2024). Models366

with fewer than 7B parameters are excluded due367

to near-random behavior. For consistency, we set368

sampling temperature to T = 0 and n = 1.369

Metrics. We use two main metrics including:370

• Hints Used: Total hints used in a game.371

• Total Steps: Total actions taken in a game.372

Auxiliary metrics for analysis include:373

• Early Exit Progress: Proportion of key steps374

and tools collected before needing a hint (game375

progress before needing a hint for the first time).376

• Tool Hints Used (percentage): Hints used for377

tool collection (normalized by total tools).378

• Key Step Hints Used (percentage): Hints used379

for key steps (normalized by total key steps).380

Results are micro-averaged across the 36 settings.381

5.2 Benchmarking Results382

We benchmark current models using the BaseAgent383

framework, with results in Table 2 showing that384

Figure 5: Distribution of Key Steps Hints Used, cate-
gorized by different actions. Colored bars represent the
percentage of hints used for each action type relative to
the total key steps for that type (See right of Figure 3).

large-scale closed-source models consistently out- 385

perform smaller models. Key insights include: 386

• Most hints are used on key steps, which demand 387

creative reasoning, while models may often col- 388

lect tools through random exploration. 389

• Models require significantly more action steps 390

and hints than the average human, and up to 2̃0x 391

more steps than the most efficient action chain. 392

We further present an ablation study of total hints 393

and steps used in Appendix D.3. 394

Input and craft are the most challenging actions. 395

As shown in Figure 5, while “Apply” actions re- 396

quire the most hints in absolute terms, “Input” and 397

“Craft” actions have the highest relative hint usage 398

compared to the total number of key steps. This 399

likely reflects the large parametric space of “Input” 400

actions, where random guesses are impractical, and 401
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Table 3: Error Analysis of BaseAgent’s inefficiency or failures. All cases are selected in the same game setting.

Model Name ↓Hints Used ↓Total Steps
↑Early Exit
Progress (%)

↓Tool Hints Used
(percentage)

↓Key Steps Hints Used
(percentage)

GPT-4o 5.03↓5.27 452.75↓270.86 47.03↑22.28 0.33↓1.84 (1.19%) 4.70↓3.44 (13.74%)
GPT-4o-mini 10.58↓4.61 752.25↓250.14 28.17↑12.11 1.14↓0.86 (4.16%) 9.44↓3.75 (28.53%)

Llama-3.1-70B-Instruct 7.92↓6.61 645.19↓337.23 31.44↑12.44 1.42↓1.69 (5.44%) 6.56↓4.86 (19.15%)
Qwen2.5-72B-Instruct 9.72↓6.78 746.61↓355.89 28.62↑16.16 2.72↓2.61 (10.61%) 7.00↓4.17 (20.71%)
DeepSeek-LLM-67b-Chat 20.14↓5.36 1285.03↓273.44 15.30↑8.67 10.81↑0.31 (42.72%) 9.34↓5.66 (27.20%)
Yi-1.5-34B-Chat 22.59↓1.41 1468.03↓105.30 12.04↑0.08 10.42↑2.31 (41.61%) 12.19↓3.73 (35.71%)
Phi-3-medium-128k-instruct 25.75↓6.44 1513.69↓357.50 9.99↑2.65 11.20↓0.91 (44.99%) 14.55↓5.56 (43.35%)
Llama-3.1-8B-Instruct 19.81↓6.05 1271.53↓271.77 19.22↑9.12 6.64↓0.17 (25.23%) 13.22↓5.89 (39.34%)
Ministral-8B-Instruct 19.47↓5.84 1233.72↓323.25 19.34↑10.37 6.61↓0.56 (25.56%) 12.86↓5.33 (38.93%)
Qwen2.5-7B-Instruct 27.53↓4.67 1639.58↓310.84 8.56↑2.04 13.00↓0.81 (52.66%) 14.58↓3.89 (43.99%)

Table 4: Benchmarking Results of EscapeAgent with different core models. Nearly all the performance raises
compared to Table 2, showcasing the effectiveness of EscapAgent in promoting the agent’s creativity.

the creativity-demanding nature of “Craft” actions.402

Error analysis. We observe from Table 3 that the403

BaseAgent often gets stuck and relies on hints due404

to its struggles with environment-following and405

creativity. Smaller models tend to perform invalid406

actions in complex scenarios, while larger models407

excel at tool collection but fail to attempt creative408

actions, resorting to superficial strategies. Our Es-409

capeAgent addresses this by promoting more pur-410

poseful and creative actions.411

5.3 EscapeAgent Results412

The introduction of the Reflection and Foresight413

in EscapeAgent, as shown in Table 4, significantly414

reduces hint uses and total steps, with larger models415

benefiting the most. Key insights include:416

• Larger models still outperform smaller ones, sug-417

gesting while new modules aid creative reasoning,418

the core model’s capabilities remain crucial.419

• Early exit progress improves across models, de-420

spite the exponentially increasing difficulty of421

consecutively making progress without hints,422

demonstrating EscapeAgent’s effectiveness.423

Figure 6: The accumulated number of completed games
(in total 36) relative to total steps a game setting takes.
EscapeAgent, shown in dotted lines, completes games
in fewer steps, demonstrating greater efficiency.

EscapeAgent progresses more efficiently. As 424

shown in Figure 6, EscapeAgent demonstrates 425

steeper progress slopes, reflecting greater efficiency. 426

Figure 8 further shows that EscapeAgent requires 427

fewer actions to reach the next key step, indicating 428

stronger creative reasoning ability. The spike at 429

50 steps corresponds to hints provided after pro- 430

longed inactivity, so the lower pink bar here further 431

highlights EscapeAgent’s reduced hint dependency. 432

Notably, across all models, progress after 15 steps 433

without hints is rare, underscoring a lack of sponta- 434
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Figure 7: Case study on Human, BaseAgent, and EscapeAgent’s progress map corresponding to six game settings.
Although EscapeAgent uses 40% fewer hints and makes significant progress independently, it still falls far short of
average human performance, often requiring twice as many total steps to complete a game.

Figure 8: Distribution of step intervals for progress
made through tool collection and key step achieve-
ment. EscapeAgent uses fewer steps to achieve the
next progress and relies less on hints.

neous insights typically seen in humans.435

Case study. Figure 7 illustrates agent progress436

relative to action steps across six game settings,437

with red dots marking hint provided. We ob-438

serve that: i) EscapeAgent requires fewer hints and439

achieves steeper progress; ii) it can make consecu-440

tive progress in shorter intervals; iii) harder scenar-441

ios remain challenging, especially for BaseAgent,442

which heavily relies on hints; iv) Average human443

performs far better. Humans rarely make mistakes444

shown in Table 3, while agents still struggle with445

short memory due to context length and creative446

tool use strategies. These emphasize the need for447

further improvements and highlight EscapeBench’s448

challenge to even the most advanced models.449

6 Discussions and Future Directions450

LM’s creativity for benchmarking. Our experi-451

ments reveal that even the most advanced language452

models within EscapeAgent require more hints and453

twice as many steps as the average human, expos-454

ing limitations in creative reasoning and tool use.455

The benchmark highlights that while analytical and456

practical intelligence is well-assessed, creative in-457

telligence remains a critical gap. Addressing this458

gap may require enhancing LMs to link knowledge459

and objects through affordances—their properties460

and functions—to foster creativity. 461

Theoretical Foundations for AI Creativity. Hu- 462

man creativity, characterized by generating novel 463

ideas and adapting to complexity, arises from the in- 464

terplay of stochastic neuronal noise and structured, 465

learned information (Dainys, 2024; Malach, 2024). 466

In contrast, AI creativity relies on trained data pat- 467

terns and algorithms. Boden identifies three mech- 468

anisms driving AI creativity: combining familiar 469

ideas, exploring conceptual spaces, and enabling 470

transformative innovations (Boden, 1998). Inte- 471

grating insights from psychology and neuroscience 472

may further enhance AI’s creativity. 473

Human-AI Collaboration. Human-AI collabora- 474

tion in EscapeBench may promote a new problem- 475

solving paradigm by merging human intuition with 476

AI’s systematic reasoning. Humans bring unique 477

insights and ideas that AI might not generate, while 478

AI excels in tasks like information aggregation and 479

logical organization. This synergy fosters inno- 480

vative strategies, improves efficiency, and creates 481

opportunities for deeper learning, offering a dy- 482

namic and enriched problem-solving experience 483

that bridges human creativity with AI’s structured 484

problem-solving capabilities. 485

7 Conclusion 486

In this work, we introduce EscapeBench, the first 487

benchmark for advancing LM’s creativity. Our 488

results show that while LMs still lag in creative 489

reasoning, the EscapeAgent framework improves 490

innovative problem-solving and implicit goal iden- 491

tification. Despite these advancements, enhancing 492

the models’ intrinsic creativity remains a challenge. 493

Future work could explore integrating multi-modal 494

perception and new reinforcement learning algo- 495

rithms to foster greater creativity. Our work serves 496

as an important first step, offering a robust envi- 497

ronment for experimentation. Looking ahead, we 498

believe that creative intelligence, beyond just an- 499

alytical and practical capabilities, will play a key 500

role in shaping the frontier of AI. 501
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Limitations502

Our work utilizes a text-based environment to eval-503

uate common language models, focusing on cre-504

ative reasoning within this framework. However,505

an Escape Room scenario inherently includes vi-506

sual and auditory clues, which we have not incor-507

porated into this benchmark. Expanding to include508

multi-modal inputs could be a valuable next step509

for future work. Additionally, while the data used510

in our benchmark is annotated through intensive511

human effort to ensure high quality, this approach512

limits scalability. We have explored the use of513

GPT-4 for automatic annotation through free ex-514

ploration but found that the model sometimes over-515

looks important items and clues, and struggles to516

design environment feedback crucial for adjusting517

the game’s difficulty. We anticipate that more pow-518

erful vision-language models may enable better519

automatic annotation in the future, though current520

model capabilities are still a limiting factor.521

Ethical Statement522

In this research, we consider the following ethical523

issues related to our benchmark and agent design:524

• Fairness: We ensure that EscapeBench is de-525

signed to provide equal evaluation opportunities526

for all agents, regardless of their underlying model527

architectures or training methodologies. The tasks528

and scenarios are crafted to assess creativity and529

problem-solving abilities without bias, promoting530

fairness in the benchmarking process. Addition-531

ally, we aim to avoid overfitting to specific agent532

strategies, ensuring a more generalizable and inclu-533

sive evaluation framework for future AI advance-534

ments. While our environment is robust, we caution535

against potential misuse and strongly encourage its536

fair and responsible use.537

• Transparency: Our work incorporates Chain-of-538

Thought reasoning in the BaseAgent framework to539

improve the transparency and interpretability of the540

agent’s decision-making process. This approach541

makes it easier to attribute the reasoning behind542

each agent’s action. Additionally, we will fully re-543

lease the benchmarking code, EscapeAgent design,544

and data to promote transparency in our evaluation545

process, ensuring that the broader research commu-546

nity can benefit from and build upon our work.547
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Appendix1038

A Engine Design Details1039

The game engine involves scenes, tools, and items1040

as three main components. We will introduce in1041

detail each of them in the following.1042

Scene. A scene typically includes a description,1043

its connections to other scenes, and the tools and1044

items it contains. A typical scene example in the1045

game configuration looks like the following:1046

1047

Scene Example1048

- name: hallway1049
desc: You are in a hallway with a blocked path1050
straight ahead, a locked cabinet on the left, and1051
a corridor to the right.1052
scene_relations:1053

To the blocked path close-up: blocked path close1054
-up1055
To the cabinet close-up: cabinet close-up1056

items:1057
...1058

tools:1059
...1060

In this example, the name of this scene is “hallway”.1061

It leads to nearby scenes including “blocked path1062

close-up” and “cabinet close-up”, where the model1063

could reach through action “move(To the blocked1064

path close-up)” and “move(To the cabinet close-1065

up)”.1066

Tool. Each tool has various states and a visibility1067

status. In each state, a tool is either awaiting the1068

application of another tool or ready to be applied1069

to another tool or item. A typical tool example in1070

the game configuration looks like the following:1071

1072

Tool Example1073

- name: key1074
visible: False1075
states:1076
- desc: A rusty silver key1077

wait_for:1078
- lubricant1079

- desc: A silver key shining bright light, ready1080
to use now1081

apply_to:1082
- safe1083

In this example, a rusty key (tool, state 1) hidden1084

in the chest (item) won’t be visible to the user until1085

the chest is opened, and after applying lubricant1086

(tool), it may change to a non-rusty functional key1087

(tool, state 2) that could be applied to open a safe.1088

Item. Item is an upgraded version of the tool, as1089

each state may await multiple inputs or tools in1090

order to trigger certain changes, including item and1091

tool’s visibility, state, etc. A typical item example1092

in the game configuration looks like the following:1093

1094

Item Example 1095

- name: digital lock 1096
states: 1097
- desc: A digital lock linked to a card reader, 1098
power on now. 1099
transitions: 1100
- wait_for: 1101

- apply, card 1102
trigger: 1103
- change_state, 1 1104
reward: Authorization succeeds, you have to 1105
input a 4-digit password. 1106

- desc: A digital lock already authorized. The 1107
password panel awaits a 4-digit input. 1108

transitions: 1109
- wait_for: 1110
- input, 1672 1111
trigger: 1112
- change_state, item, cabinet door, 2 1113
- change_state, 2 1114
reward: The password is correct. A door 1115
opens somewhere ... 1116

- desc: A digital lock. You have already input 1117
the correct password. 1118

For instance, a digital lock (item) may await the 1119

application of card (tool) for authorization and cor- 1120

rect password input to trigger the closed cabinet 1121

door (item, state 1) to open (item, state 2). 1122

B Data Annotation Details 1123

We recruited eight human annotators, all with prior 1124

Room Escape game experience (offline and online) 1125

and at least a bachelor’s degree. To ensure a smooth 1126

annotation process, all annotators were U.S.-based 1127

students with computer science backgrounds. Each 1128

annotator received detailed guidelines to ensure ob- 1129

jective annotations and was tasked with extracting 1130

game logic and object descriptions (scenes, items, 1131

and tools) based on the official guide. The founda- 1132

tional data logic will be released with the software, 1133

and all annotators consented to the data collection. 1134

Difficulty. We define difficulty levels based on 1135

the clarity of descriptions and the feedback pro- 1136

vided for unexpected actions. Among the 36 game 1137

settings, each scenario consists of three settings 1138

with varying difficulty levels but consistent game- 1139

solving logic. A detailed example is provided in 1140

Table 5. 1141

C Agent Design Details 1142

For both BaseAgent and EscapeAgent, we apply 1143

the same system prompt for its action-taking to 1144

ensure fairness: 1145

1146

System Instruction 1147

You are in a Room Escape game. You should explore 1148
the scene and find out what to do next. 1149
There are three types of interactives: items, which 1150
are the interactable things in the scene; tools, 1151
which are applicable tools in your bag; scenes, 1152
whcih are interactable scenes near your current 1153
position. 1154
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Table 5: Rules and examples for different difficulty levels. Desc. refers to Item or Tool descriptions, while Env.
represents the game engine’s feedback when an unexpected action targets an Item or Tool.

1155
You can perform one of the following actions:1156
- click(<interactable item>): Click an <interactable1157
item> to examine it or interact with it. For1158
example, you can examine a door handle that is1159
marked as interactable.1160
- apply(<applicable tool>, <interactable item>):1161
Apply an <applicable tool> in your bag to an <1162
interactable item>. For example, you can apply a key1163
in your bag to an interactable locked door to open1164
it.1165
- input(string, <interactable item>): Input a string1166
(only digits and letters) to an <interactable item1167
>. For example, you can input a string password to1168
an interactable combination lock.1169
- move(<interactable scene>): Move to a nearby <1170
interactable item> to further explore. For example,1171
you can move to the living room to explore more1172
interactable items there.1173
- craft(<applicable tool>, <applicable tool>): Use1174
one <applicable tool> in bag to another <applicable1175
tool> in bag to craft something new. For example,1176
you can use a battery in bag to a controller in bag1177
to craft a new charged controller.1178
For instance, some valid actions may be: click(1179
microwave), apply(key, silver chest), craft(1180
controller, battery), input(c79a1, combination lock)1181
, move(Go to operation room).1182

The system prompts explicit instructs on the agent’s1183

action space with examples. In the following, we1184

present in this section more details on EscapeAgent1185

design, including BaseAgent, Reflection, and Fore-1186

sight modules.1187

C.1 BaseAgent Details1188

At each step, the BaseAgent receives information1189

from the game engine. This information typically1190

includes an environment description, a list of inter-1191

actable objects in the scene, and the tools available1192

in the agent’s bag. A typical environment descrip-1193

tion appears as follows:1194

1195

Scene Description:1196
You are in the scene 'underneath part of the van'.1197
There is a stepladder on the right side. There is a1198
license plate on the left side.1199
Here are the items you can see in this scene:1200
- On the left side, there is license plate space:1201
The license plate is currently fixed to the van,1202
with four screws on each corner1203
- On the right side, there is stepladder: The1204
stepladder is unfolded, now you can reach the top of1205
the van,1206

1207
Possible Actions:1208

Here are all the items in the scene that you can 1209
perform 'click', 'apply' or 'input': 1210
<interactable item> license plate space 1211
Here are nearby scenes that you can perform 'move' 1212
to further explore: 1213
<interactable scene> Back to the back of the van: It 1214
leads to back of the van 1215

1216
Tools in Bag: 1217
Here are the tools in your bag. You can perform ' 1218
craft' to use two tools in your bag to craft a new 1219
one, or perfom 'apply' to apply one tool in your bag 1220
to an object in the scene: 1221
<applicable tool> bunch of keys: a bunch of keys 1222
with a keychain and some rust on it 1223
<applicable tool> rag: a rag soaked with engine oil" 1224

The scene typically includes a general description, 1225

while each item within the scene is accompanied 1226

by a detailed description. Possible actions specify 1227

which items or aspects of the scene the agent can 1228

interact with, and tools in the bag indicate which 1229

tools are available for use. 1230

This environment description will also be cou- 1231

pled with working memory of previous steps. Each 1232

step’s memory contains the following fields: 1233

1234

History: [Step ...] 1235
Your position: <How you get to that position from 1236
the beginning scene> e.g. Living Room -> Outside 1237
Corridor 1238
Your action: <The action taken> e.g. move(Explore 1239
the blocked path) 1240
Response from the environment: <Feedback from game 1241
engine> e.g. Action executed successfully. Change to 1242
another scene: blocked path close-up. 1243

Using this information, the BaseAgent is instructed 1244

to explicitly apply a Chain-of-Thought reasoning 1245

process to determine its next action. This action 1246

is then parsed and sent back to the game engine. 1247

The game engine updates its state based on the 1248

agent’s input and provides feedback to the agent. 1249

By default, this feedback indicates whether the 1250

action was successful or not. In Easy and Normal 1251

game settings, additional customized environment 1252

feedback is provided. However, in the Hard game 1253

setting, no extra information is given. 1254
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C.2 Reflection Module Details1255

The Reflection module is integrated as a down-1256

stream component after BaseAgent within the Es-1257

capeAgent design. This module is responsible for1258

maintaining a task list that is updated solely based1259

on the agent’s current actions and the feedback re-1260

ceived. Each task in the list generally includes the1261

following fields:1262

1263

[Task Index <index>] Name: <brief task name>, Target1264
Item: <item name>1265
- Task description: <description of the task>1266
Example Task:1267
[Task Index 1] Name: open the chest, Target Item:1268
chest1269
- Task description: To open the chest wth a matched1270
key, I have tried simple click, apply safe key but1271
all failed.1272

The task index facilitates the identification of spe-1273

cific tasks during task list management operations.1274

The target item specifies the item in the scene that1275

the task is focused on, enhancing the agent’s sense1276

of purpose when exploring and performing trials1277

within the scene. The task description outlines a1278

potential strategy for solving the task, including ac-1279

tions the agent has previously attempted but failed.1280

The following system prompt is used to guide the1281

model:1282

1283

System Instruction1284

You are a helpful agent to reflect on your action1285
and environment response, and then maintain a task1286
list with solving suggestions.1287
The role of this task list is that there are some1288
tasks you currently cannot solve with the tools at1289
hand, but you think you may need to solve them later1290
, so write them down with some suggestions and hints1291
for your future reference.1292

1293
After analyzing your current action and the response1294
from the environment, you should give an action to1295
maintain the task list: update ,new, delete or none.1296
- update(updated_feedback): The parameter should an1297
updated feedback about what you newly tried but1298
failed. The updated feedback should retain the1299
original feedback, and add one new hindsight you got1300
from current action.1301
- new(task_name, feedback): The first parameter1302
should be a brief name of the new task you propose,1303
the second parameter should be what you have to do (1304
extract hint from environment response) to solve1305
this task.1306
- delete(index): If you choose delete, then the1307
first parameter should be the index of the task in1308
the task list that you thought you have completed or1309
is not useful anymore.1310
- none(): If you choose none, do not give any1311
parameter, it indicates you believe you don't need1312
to perform any action on the task list in the1313
current step1314
For instance, valid task list maintaining action may1315
be: update(The door has a keyhole and needs a key.1316
I try apply a hammer but fails.), new(open the safe,1317
I need a 4-digit password input to open it with a1318
hint of sigma sign beside the safe.), delete(1),1319
none().1320

Note that the operations “update” and “delete” can1321

be implemented in a rule-based manner. An update1322

is triggered when the model attempts an action on 1323

a specific item and fails, requiring revised feed- 1324

back. A delete occurs when the model successfully 1325

performs an action that advances progress, necessi- 1326

tating the removal of the corresponding task, if it 1327

exists, from the task list. 1328

C.3 Foresight Module Details 1329

The Foresight module serves as an upstream 1330

component preceding the BaseAgent in the Es- 1331

capeAgent design. This module is activated when 1332

a new tool is collected during the last action step or 1333

a new task is added during the previous reflection 1334

step. When a new tool is collected, the agent is 1335

provided with the current task list and instructed to 1336

propose potential applications for the tool within 1337

the context of these tasks and their specific scenar- 1338

ios. Additionally, the agent is given a list of all ex- 1339

isting tools in its bag and encouraged to creatively 1340

evaluate whether the new tool could be combined 1341

with others to craft something useful. The follow- 1342

ing system prompt is employed to guide the model: 1343

1344

System Instruction 1345

You are in a Room Escape game. You have to use your 1346
creativity to figure out the use of the tool you 1347
have just collected. 1348
There are generally two ways about how to use the 1349
tool: 1350
1. Combine this tool with another one in your bag to 1351
craft a new tool. In this case, use acton 'craft(< 1352
collected tool>, <applicable tool>)', e.g. craft( 1353
controller, battery) indicates use a battery in your 1354
bag you already have to the controller you just 1355
collected to craft a charged controller. 1356
2. Apply this tool to a target item in a task to try 1357
solve this task. In this case, use action 'apply(< 1358
collected tool>, Target Item in a task)', e.g. apply 1359
(key, locked cabinet) indicates apply the key you 1360
just collected to a locked cabinet to open it. 1361

1362
Here are some general hints that you may follow: 1363
1. Please especially pay attention to the 1364
description of the task and the tool, try to find 1365
the connection between them to justify your action. 1366
2. In your '- Thought: ...' part in response, you 1367
shuold explicitly think about whether there's item 1368
in bag for crafting, or task in the list for 1369
applying this tool. You should read and infer 1370
carefully from the tool descriptions and the task 1371
description, and evaluate one by one. 1372
3. In your '- Actions: ...' part in response, you 1373
should give zero to multiple action calls. For each 1374
action, you should follow the format 'craft(< 1375
collected tool>, <applicable tool>)' or 'apply(< 1376
collected tool>, Target Item in a task)'. If it's a 1377
craft action, you should justify why crafting here 1378
makes sense. If it's an apply action, you should 1379
first give the task index corresponding to the 1380
target item, then justify why this tool may solve 1381
the task. 1382

If a new task is created, the agent is provided 1383

with a list of all the tools currently in its bag. It 1384

is then instructed to reason creatively about which 1385

tools could be applied to address the newly created 1386

task. The following system prompt is used to guide 1387
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the model:1388

1389

System Instruction1390
You are in a Room Escape game. You have to use your1391
creativity to figure out if you could use any tools1392
you have now to solve a new task you have just1393
discovered.1394
There are generally three ways to solve a task:1395
1. Click the target item to simply interact with it1396
to solve the task. In this case, use action 'click(1397
Target Item in current task)', e.g. click(microwave)1398
indicates click the microwave to examine it and try1399
solve the task.1400
2. Use the tool in your bag to apply to the target1401
item in the task. In this case, use action 'apply(<1402
applicable tool>, Target Item in current task)', e.g1403
. apply(key, locked cabinet) indicates apply the key1404
in your bag to a locked cabinet to open it.1405
3. Input a string to the target item in the task. In1406
this case, use action 'input(<any string>, Target1407
Item in current task)', e.g. input(2413, combination1408
lock) indicates input a string password to the1409
combination lock to solve the task.1410

1411
Here are some general hints that you may follow:1412
1. Please especially pay attention to the1413
description of the task about what might be needed.1414
Please always first try simple click to interact if1415
haven't done so. Examine the tool description and1416
your memory pad, try to find the connection between1417
them and what this task needs to justify your action1418
.1419
2. In your '- Thought: ...' part in response, you1420
should explicitly think about whether there's item1421
to click, tool in bag for applying, or hint from1422
memory pad and tools for string input. You should1423
read and infer carefully from the task description,1424
evaluate one by one.1425
3. In your '- Actions: ...' part in response, you1426
should give zero to multiple action calls. For each1427
action, you should follow the format 'click(Target1428
Item in current task)', 'apply(<applicable tool>,1429
Target Item in current task)', or 'input(<any string1430
>, Target Item in current task)'. You shuold justify1431
why this action may solve the task according to the1432
task description, tool description, and memory pad1433
hint.1434

Depending on whether the model proposes a1435

valid action, the agent transitions into either the1436

“Free Explore” or “Try Action” state. If multiple1437

actions are proposed, the agent attempts them se-1438

quentially until a successful action is achieved. In1439

cases where the task cannot be solved with the cur-1440

rently available tools, the task remains on the task1441

list, and the newly acquired tool stays in the bag.1442

For consistency, all action trials are included in the1443

total count of action steps.1444

D More Experiment Details1445

D.1 Help Setting1446

We provide help to the agent through explicit in-1447

structions, focusing on two aspects: i) identify-1448

ing the next action location that could help the1449

model make progress, and ii) specifying the ac-1450

tion the model should take. These objectives1451

are addressed by providing the instruction be-1452

low to the model during the action-taking step:1453

1454

Action Instruction1455

Since you're stuck, the system will provide you with 1456
a hint. You MUST follow the hint to complete next 1457
key step. 1458
The next target location should be: <target position 1459
>. 1460
Your next target action should be: <target action>. 1461
You should go to the target position and perform the 1462
target action. If you are already at the target 1463
location, please directly perform the action. 1464

This help will remain available until the model 1465

successfully performs the target action. All the 1466

helps on how to complete the game is provided 1467

through human annotation. 1468

In each game, there may be cases where multiple 1469

actions can be taken in parallel since they do not 1470

interfere with one another. As a result, there is no 1471

fixed sequence among them. However, to simplify 1472

the help provided, the actions are linearized into 1473

a single action chain that ensures the agent can 1474

complete the game. Whenever the agent requires 1475

help, we always provide the first action in this chain 1476

that the model has not completed, even if the model 1477

may have already succeeded in performing some 1478

later actions in the chain. 1479

D.2 Resource Setting 1480

For closed-source models, we utilize standard APIs 1481

for testing. Under the BaseAgent framework, the 1482

average number of API calls per game setting is ap- 1483

proximately 800, resulting in a total cost of $50–60 1484

per model test. While the EscapeAgent framework 1485

introduces two additional modules, these are not 1486

always triggered. Consequently, the total number 1487

of API calls increases to roughly 1.2 times that 1488

of BaseAgent, raising the cost to approximately 1489

$60–80 per model test. 1490

For open-source models, all benchmarks are con- 1491

ducted using the vLLM framework on 2 A100-80G 1492

GPUs. Inference time varies based on model size: 1493

smaller-scale models complete all 36 game settings 1494

in approximately 12 hours, while larger 70B-scale 1495

models require about twice as much time for bench- 1496

marking. The average tool-calling frequency, re- 1497

flected in the Total Steps metric, is reported in Ta- 1498

ble 2 for BaseAgent and Table 4 for EscapeAgent. 1499

These metrics vary significantly depending on the 1500

specific open-source models being tested. 1501

D.3 Ablation Study 1502

We perform an ablation study on the total steps and 1503

used hints in Figure 12 and Figure 13. Generally, 1504

harder game settings require more steps and hints 1505

for an agent to solve. Since our difficulty setting 1506

depends solely on the granularity and usefulness 1507

of descriptions and feedback (see Table 5), our 1508

17



Figure 9: More model’s analysis on progress-making interval, extension of Figure 8.

Figure 10: More model’s analysis on item trial times, extension of Figure 14.

Figure 11: An illustration of progress-making trend through all 36 game settings.

results demonstrate that the way the environment1509

is presented can impact difficulty, even when the1510

core game logic remains unchanged.1511

D.4 Further Analysis1512

We further analyze the valid actions agents attempt1513

on different items in scenes before successfully op-1514

erating them in Figure 14. While the BaseAgent 1515

exhibits a higher first-attempt success rate, Es- 1516

capeAgent achieves greater effectiveness by mak- 1517

ing multiple attempts, leading to a significantly 1518

higher overall success rate within 10 trials. This 1519

difference can be attributed to EscapeAgent’s strat- 1520

egy of proposing multiple viable actions simulta- 1521
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Figure 12: Ablation of difficulty through Hints Used.

Figure 13: Ablation of difficulty through Total Steps.

Figure 14: A comparison of action trial times distribu-
tion for a specific item before success.

neously. Although this increases the likelihood1522

of eventually succeeding by trying more actions,1523

it does not prioritize the most-likely-to-succeed1524

action first. As a result, the BaseAgent appears1525

more efficient on its initial trial, but its superfi-1526

cial approach, as highlighted in Table 3, limits its1527

overall performance. The EscapeAgent’s design1528

effectively addresses this limitation by leveraging1529

a more exploratory approach, which proves advan-1530

tageous in complex scenarios requiring creativity.1531

D.5 More Study Results 1532

In Figure 9, we present additional results on the 1533

action step intervals with respect to two types of 1534

progress-making ways, achieving Key Step or Tool 1535

Collection. It can be observed that EscapeAgent 1536

consistently requires fewer steps to perform the 1537

next bottleneck Key Step. In contrast, for Tool 1538

Collection, the difference between the two bars is 1539

less pronounced. Despite this, the findings still 1540

demonstrate the effectiveness of our design. Tool 1541

Collection typically occurs after the successful ap- 1542

plication or crafting of tools, meaning the reasoning 1543

challenge associated with it is significantly lower. 1544

Since EscapeAgent focuses primarily on creative 1545

reasoning, it is reasonable that it excels in identify- 1546

ing the next Key Action more efficiently. 1547

In Figure 10, we present the results of action trial 1548

counts for a specific item across four additional 1549

models. We observe that EscapeAgent achieves a 1550

higher success rate within 10 trials, even though 1551

it does not always succeed on the first attempt. 1552

Furthermore, for smaller models like Phi-3 and 1553

Ministral, EscapeAgent occasionally outperforms 1554

BaseAgent even in terms of one-trial success rates. 1555

This highlights how our framework effectively low- 1556

ers the barriers to creative reasoning, even for less 1557

capable language models. 1558

In Figure 15, we showcase eight additional pairs 1559

of progress-making maps for eight more mod- 1560

els. These case studies illustrate two key points: 1561

i) There are significant disparities in creativity 1562

among models. For instance, models like GPT- 1563

4o-mini and Qwen-2.5-72B require only two-thirds 1564

of the total steps than others to achieve success, 1565

while smaller models such as Qwen-2.5-7B heavily 1566

rely on hints to make progress, even with the Es- 1567

capeAgent framework. ii) When combining these 1568

results with Table 4, we observe that EscapeAgent’s 1569

performance improvement relative to BaseAgent 1570

is more pronounced for larger-scale models like 1571

GPT-4o and 70B-scale models. Conversely, while 1572

smaller models also benefit from reduced steps and 1573

hint usage, they still lag significantly behind in cre- 1574

ative intelligence. This underscores the importance 1575

of enhancing a model’s intrinsic reasoning abili- 1576

ties, as our method primarily mitigates the barriers 1577

to creative reasoning but does not fully address 1578

inherent limitations. 1579

Lastly, Figure 11 depicts the progress curves 1580

across all 36 game settings for GPT-4o and 1581

LLama-3.1-70B-Instruct. The trends reveal that 1582
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BaseAgent’s total step distribution spans a broader1583

range compared to EscapeAgent, resulting in a1584

relatively milder and less steep progression curve.1585

These findings further confirm the effectiveness of1586

EscapeAgent in facilitating more efficient progress.1587

E More Detailed Discussions1588

We present a more detailed version of our results1589

discussions and future research directions. The-1590

oretical Foundations for AI Creativity. Under-1591

standing the cognitive mechanisms behind human1592

creativity is essential for designing AI systems that1593

emulate or surpass human creative processes. Hu-1594

man creativity is a multifaceted phenomenon in-1595

volving the generation of novel and valuable ideas,1596

problem-solving, and adaptation to complex situ-1597

ations (Dainys, 2024). Neurologically, it arises1598

from the interplay between stochastic neuronal1599

noise and structured, learned information, driven1600

by spontaneous brain activity fluctuations (Malach,1601

2024). This contrasts with AI’s reliance on data1602

patterns and algorithmic processes. Boden iden-1603

tifies three AI creativity mechanisms: combining1604

familiar ideas in novel ways, exploring concep-1605

tual spaces, and enabling transformative innova-1606

tions (Boden, 1998). Our research shows that1607

even advanced models like GPT-4o struggle with1608

implicit goal identification and creative problem-1609

solving, often requiring extensive prompting. The1610

EscapeAgent framework significantly reduces this1611

dependency and improves task-solving efficiency,1612

indicating that these modules effectively overcome1613

barriers to creative reasoning. However, the results1614

also highlight the importance of the core model’s1615

capabilities, as larger models like GPT-4o bene-1616

fit more from the framework than smaller mod-1617

els. This suggests further research is needed to1618

address current models’ limitations in generating1619

truly novel ideas. Interdisciplinary approaches in-1620

tegrating psychology, neuroscience, and model ar-1621

chitecture can advance agent creativity further.1622

Multimodal Integration. Expanding the escape1623

room environment to include multimodal data, such1624

as visual and voice cues, offers a promising avenue1625

for enhancing both the agent’s performance and the1626

realism of the scenarios. While integrating vision-1627

language models could enable agents to interpret vi-1628

sual clues more naturally, such an extension would1629

also require robust visual understanding and reason-1630

ing capabilities to handle the complexity of tasks1631

effectively. Additionally, incorporating multimodal1632

interactions presents opportunities to study how 1633

agents synthesize information across modalities, 1634

such as correlating visual patterns with instructions 1635

or adapting strategies based on dynamic, multi- 1636

modal feedback. Future work should explore how 1637

to seamlessly integrate and harmonize these diverse 1638

data types into the benchmark, pushing the bound- 1639

aries of agents’ ability to process, reason about, 1640

and act on streams of information. 1641

Step RL for Creative Reasoning. Introducing re- 1642

inforcement learning into the EscapeBench task is 1643

expected to enhance the accuracy and efficiency of 1644

the agent’s exploration in long-chain tasks. This im- 1645

plies that under the guidance of rewards and penal- 1646

ties, the agent can explore in the correct direction 1647

more quickly. Compared with existing end-to-end 1648

reinforcement learning schemes, which rely on the 1649

final completion of the escape room task as the ulti- 1650

mate reward, introducing step rewards—providing 1651

immediate feedback for each step of the model’s op- 1652

eration—could potentially accelerate convergence 1653

and foster creative advancements in the model. 1654

Specifically, the discrete steps in EscapeBench can 1655

be organized either as a continuous, logically coher- 1656

ent progression or as strategic, abrupt jumps reflect- 1657

ing non-linear reasoning. Step Rewards can also 1658

further draw on the idea of task decomposition to 1659

be structured hierarchically. By constructing such a 1660

framework, Hierarchical Reinforcement Learning 1661

could manage super-long reasoning chains, decom- 1662

pose complex tasks into manageable subtasks, and 1663

enable a more fine-grained exploration and evalua- 1664

tion of AI’s creative capabilities. 1665
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Figure 15: More model’s analysis on progress with respect to action steps, extension of Figure 7.
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