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ABSTRACT

Large language models improve with scale, yet feedback-based alignment still
exhibits systematic deviations from intended behavior. Motivated by bounded
rationality in economics and cognitive science, we view judgment as resource-
limited and feedback as a constrained channel; on this basis we model the loop
as a two-stage cascade U — H —'Y given S, with cognitive capacity Ccogs and

average total capacity C_'tot‘ 5. Our main result is a capacity coupled Alignment
Performance Interval. It pairs a data size independent Fano lower bound proved
on a separable codebook mixture with a PAC-Bayes upper bound whose KL term
is controlled by the same channel via m Ci,|s. The PAC-Bayes bound becomes
an upper bound on the same true risk when the canonical observable loss is used
and the dataset is drawn from the same mixture. Under these matched conditions
both limits are governed by a single capacity. Consequences include that, with
value complexity and capacity fixed, adding labels alone cannot cross the bound;
attaining lower risk on more complex targets requires capacity that grows with
log M ; and once useful signal saturates capacity, further optimization tends to fit
channel regularities, consistent with reports of sycophancy and reward hacking.
The analysis views alignment as interface engineering: measure and allocate limited
capacity, manage task complexity, and decide where information is spent.

1 INTRODUCTION

Scaling laws continue to improve LLM capabilities (Kaplan et al.,|2020; |Wei et al., [2022} |Hestness
et al.l 2017), but feedback-based alignment shows a tension: instruction-following improves on
average, while systematic deviations from intended behavior persist. In practice, feedback-based
alignment pipelines have substantially improved instruction following (Ouyang et al.| 2022} Bai et al.|
2022b; [Ziegler et al.l 2020; Zheng et al.l 2023; Rafailov et al.} 2024bj Lee et al., 2024). Nevertheless,
models continue to exhibit sycophancy, reward hacking, and inverse scaling on truthfulness (Perez
et al.,[2023; Sharma et al., [2024; [Pan et al., 2022} |Denison et al.,[2024; [Lin et al., 2022} |Amodei et al.,
2016). A natural question is whether these patterns partly reflect a structural limit of the human—AlI
feedback loop.

Motivating evidence spans economics and cognitive science: bounded rationality views decisions
as resource-limited and often satisficing (Simon), [1955)); computational and information-theoretic
models then show that people compress task representations and trade performance for cognitive cost
(Lewis et al., 2014; |Ho et al., |2022; [2020; /Zénon et al., [2019; Zaslavsky et al., 2021)). Rate—distortion
and information-bottleneck perspectives connect these constraints to perception, control, and RL
(Sims} 2016;|Ortega and Braun, 2011} |Lai and Gershman, 2021; [Arumugam et al., 2023} |Arumugam
and Roy, [2022). These results motivate treating feedback as information passing through a bounded
system rather than as a noiseless oracle.

With this empirical and theoretical background, we model the feedback loop as a two-stage cascade
U — H —Y given context S: latent human values U are first compressed into internal judgments
H, then articulated as observable signals Y. We define the total conditional capacity Ciors =
E[min{Ceog|s, Cart|s}] and highlight the cognitive capacity Ccog|g as the typical bottleneck through
which value information must pass, and we connect rate—distortion and information-bottleneck ideas,
focusing on what fidelity is possible under the human—AI channel’s cognitive capacity (Tishby et al.|
2000; Tishby and Zaslavsky, 2015 |Alemi et al., [2017; |[Kolchinsky et al.l [2019; Kawaguchi et al.}
2023; Saxe et al.,|2019j [Shwartz-Ziv and Tishby, 2017; Goldfeld et al.| 2019).
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We establish a capacity link: the same capacity that limits value information entering the data also
governs the statistical complexity needed for generalization. On the lower-bound side (Sec. ), using
separable codebooks and Fano, we obtain a data-size—independent information lower bound on true
risk,
Crbx +log 2
Rmix(ﬂ-) Z (E + A) (1 - 12;;7]\/1)_’_'

On the upper-bound side (Sec.[5), via PAC-Bayes for bounded observable losses and the link between
KL complexity and dataset—parameter mutual information (Xu and Raginsky| [2017; |Russo and Zoul
2019; Rodriguez-Galvez et al.l 2024; [Lotfi et al., 2024} |Dziugaite and Roy, [2017), we show

Ep[KL(P||Q)] < mCioys + mI(U;S) + p + KL(p(0)[|Q),

which renders the upper bound explicit for the same channel that defines the converse. Taken together,
under the canonical observable loss and under the same codebook mixture used in the converse, we
obtain a capacity coupled interval:

Cmix 4log2 = o
e+ ) (1= ), < Ruilm) < BaslRif2(0) + MU0,

The KL term is further controlled in expectation by the same channel capacity. To our knowledge,
prior analyses have not coupled a Fano-type lower bound and a PAC—Bayes upper bound through a
single capacity term of the human—AI channel.

These bounds imply that increasing the dataset size m alone cannot overcome the lower bound
when separability and capacity are fixed; achieving a target risk requires capacity that scales with
value complexity, which constrains pluralistic or multi-objective alignment; and once a useful signal
saturates capacity, powerful optimizers can continue to reduce empirical loss by fitting residual
channel regularities, consistent with reports of sycophancy and related behaviors (Perez et al., 2023}
Sharma et al., |2024).

2 RELATED WORK

Feedback Alignment and Systematic Deviations Contemporary alignment trains policies to prefer-
ence signals using feedback-driven pipelines that collect preference data and adjust behavior under
varied supervision protocols (Ouyang et al.,|2022; |Christiano et al.| 2017} [Ziegler et al.,2020; Bai
et al.| [2022a; |Zheng et al.; 2023} Rafailov et al., 2024b; |Lin et al., | 2024b; Bai et al., 2022b; |[Ethayarajh
et al.l 2024; |Guo et al.l [2024; [Lee et al., 2024; Mu et al., [2024). Despite gains, models display
systematic deviations such as sycophancy, reward hacking, and inverse scaling on truthfulness, and
raise sequential concerns including user tampering (Perez et al.| 2023 [Sharma et al., 2024; |Pan
et al.| 2022 Denison et al., [2024; [Lin et al., 2022} [Evans and Kasirzadeh, [2023)). Formal accounts
situate these deviations in system-level incentives and representation/oversight mismatches across
aggregation and interaction protocols (Ge et al., [2024; [rving et al.| 2018} |[Everitt et al., 2021} |[Ngo
et al.| 2024; Rane et al.| [2024). Related analyses emphasize dynamic optimization effects in which
proxy-reward gains can diverge from target behavior under increasing optimization pressure (Gaik
wad, 2025), with empirical scaling in model size and KL budgets and v/KL-type ceilings (Rafailov
et al., 2024a; Mroueh and Nitsurel [2025)). We instead take a static source—channel view: the same
capacity term—typically governed by C.,| s—controls the Fano lower bound and the PAC-Bayes
complexity, yielding an optimizer-agnostic interval.

Bounded Rationality and Cognitive Constraints Originating in economics and organizational
theory as bounded rationality and satisficing (Simonl [1955)), subsequent work in cognitive science
and information-theoretic decision-making models judgment as resource-limited computation with
explicit costs for processing and representation (Lewis et al., 2014; Ho and Griffiths| 2022} |Gottwald
and Braun| [2019; [Ortega and Braun, 2011; Zénon et al., |2019; Ho et al.l [2020). Empirically,
people construct simplified task representations and plan under constrained internal state (Ho et al.}
2022)). Rate—distortion accounts capture these bottlenecks in perception and communication (Sims,
2016; Zaslavsky et al., [2021) and connect to RL and Bayesian decision-making to yield capacity-
limited agents (Arumugam et al., 2023} /Arumugam and Royl 2022} /Arumugam and Van Roy, 2021}
Arumugam and Roy, [2021)); policy compression frames action selection as an information bottleneck
(Lai and Gershman), |2021)). These lines motivate modeling the feedback pipeline as U - H — Y
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with a cognitive-capacity term Ccg s that often forms the binding bottleneck and upper-bounds
I(U;Y | S) in our analysis.

Information Theory in Machine Learning The Information Bottleneck program studies compres-
sion of irrelevant bits while preserving task-relevant information (Tishby et al.l [2000; [Tishby and
Zaslavsky, 2015;|Alemi et al.,2017; |Peng et al.,|2020; [Kolchinsky et al.l[2019), with continued debate
about what “compression” measures in deterministic networks (Saxe et al., 2019} |Goldfeld et al.}
2019; Shwartz-Ziv and LeCun, |2023}; [Shwartz-Ziv and Tishby} 2017). Information-theoretic bounds
relate hierarchical processing to generalization (Kawaguchi et al.,|2023} He et al., 2025} |[Bartlett et al.|
2017) and analyze self-supervised objectives (Shwartz-Ziv et al.,|2024). Our use of packings and
Fano to build a data-size independent wall follows classical converse techniques and rate—distortion
thinking (Shannonl [1959), and we interpret residual information learned beyond the true value as
channel overfitting (Ngampruetikorn and Schwab) |2022). The compression view is also relevant
because recent work shows that LLMs are strong general-purpose compressors (Delétang et al.l [2024)).
These threads link information budgets and performance. Departing from IB’s focus on compressing
internal representations, we instead parameterize alignment by the context-conditioned capacity of
the human—AlI channel (Ci.|5) and use it to couple a codebook—Fano wall with a PAC-Bayes ceiling.

PAC-Bayes and Mutual Information PAC-Bayes provides non-asymptotic generalization guaran-
tees that can remain informative at scale (Lotfi et al., 2024; Rodriguez-Galvez et al., |2024; |Wu et al.,
2025; Leblanc et al., 2025} |Picard-Weibel et al.| 2025} |Dziugaite and Royl 2017; |Neyshabur et al.|
2018 [Langford and Caruana, 2001; Neyshabur et al.l 2017). A key development ties the KL term to
mutual information between data and parameters (Xu and Raginsky| 2017; |Russo and Zou,2019), and
the PAC—Bayes Information Bottleneck makes this connection algorithmic by directly regularizing
I(D; 0) (Wang et al.,2022). We ground the abstract KL complexity in a physical constraint of the
learning environment: the finite human-feedback capacity Ciy)s, often dominated by Ceog s in
our U = H —Y model. This yields a capacity-coupled interval in which the same capacity term
both limits 7(U;Y | S) in the Fano floor and controls attainable KL complexity in the PAC-Bayes
ceiling. Related mitigations, such as information-bottleneck style reward modeling and behavior-
supported methods (Miao et al.| [2024; Dai et al., |2025), and upper-bound-style results (Mroueh
and Nitsure, [2025) are compatible with this view by reallocating or constraining where the limited
information budget is spent. By externalizing the KL complexity into the environmental budget
m Ciot)s +m I(U; S) + p induced by the U — H —Y channel, our bound aligns the PAC-Bayes
term with the same capacity that limits /(U;Y | S), a linkage not provided by PAC-Bayes-1B.

3 PROBLEM SETUP

To rigorously analyze the Alignment Bottleneck, we model alignment as resource-constrained
inference and communication. Following bounded and computational rationality in cognitive science
(Lewis et al.l 2014} Ortega and Braun, [2011), we treat the human feedback provider as a two-
stage communication channel, and use channel capacity to quantify the bottleneck. This connects
our formulation to the Information Bottleneck and rate—distortion viewpoints (Tishby et al.|[2000;
Shannon, |1959) and to cognitive accounts that frame judgment/externalization as utility—information
trade-offs (Sims, [2016; Zaslavsky et al.,|2021). We next formalize the task, the two-stage channel,
and the corresponding capacities.

3.1 TASK, LoSs, AND FEEDBACK CHANNEL

Definition 1 (Task and Observable Loss). Let S denote publicly observable context, U the latent
task target ( “what humans truly want”), and 'Y the human feedback emitted through a finite-capacity
channel. A learner outputs an action & = w(Y, S) € A using a decoder . The task loss is a bounded
measurable function ¢ : U x A — [0,1] (such as 0-1 loss, pairwise ranking loss mapped to [0, 1], or
a truncated and normalized MSE; see Appx.[K)). The (population) risk is

R(m) £E[¢(U, = (Y, 9))]. (1)

Definition 2 (Human Channel Families). We model the human-in-the-loop communication by a
cascade U — H —Y given S. The cognitive stage uses a conditional kernel p(h | u, s) € Feog, and
the articulation stage uses p(y | h, 8) € Fart. The learner observes only (Y, S), not H.
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This two-stage cascade U — H — Y treats the human as a finite-capacity communication channel.
Evidence from cognitive science shows that human judgment is resource-bounded and therefore
compressive rather than perfect retrieval (Lewis et al., 2014} [Zénon et al.,|2019;|Ortega and Braun,
2011} |Gottwald and Braun, [2019); people construct task-specific construals that trade representational
complexity for utility (Ho et al., [2022), which provides a concrete mechanism for the U — H
bottleneck and aligns with rate—distortion views of perception and communication (Sims| 2016
Zaslavsky et al.| 2021). Beyond description, bounded-rationality formalisms operationalize these
limits: policy selection itself can be cast as an information bottleneck (Lai and Gershman, 2021, and
rate—distortion—constrained learning appears in bandits and then full RL, culminating in a common
Bayesian/RL view of capacity-limited behavior (Arumugam and Van Roy} [2021} |Arumugam and
Roy, 2021} [2022; |Arumugam et al., [2023). We adopt this source—channel lens and treat the finite
cognitive capacity Cogs as an often binding bottleneck through which value information must pass.

Assumption 1 (Per-stage Feasibility). All admissible systems considered in this paper satisfy p(h |
U, ) € Foog and p(y | h, s) € Fary for almost every (u, s), with the two stages independent across
i.i.d. samples.

3.2 CONTEXT-CONDITIONAL CAPACITIES

Definition 3 (Cognitive Capacity). For each s, define
Ccog\S(s) £ Sup I(Ua H | S = 8) . 2
p(hluas)e]:cog
Definition 4 (Articulation Capacity). For each s, define
Cars(s) = sup  I(H;Y |S=3s). 3)
p(y‘hvs)e]—-art
Definition S (Total Capacity and Its Average). For each s, define the per-context total capacity

Ctot\S(s) £ min{ccog|5(5)7 Cart\S(s)}v (4)

and its average -
Crotis = Eg[Crots(S)]. %)
Proposition 1 (Cascade Upper Bound via Data Processing). Under Assumption|l| any admissible

cascade U — H —Y forms a Markov chain. By the data processing inequality (Shannon| |19438), it
satisfies for every s,

IU;Y | S=5) < min{I(U;H[S=s), I[(H;Y | S=5)} < Ciogis(s), 6)
and hence, averaging over S,

IU;Y | 8) < Cioys- (N

We discuss technical details of these capacity definitions, including source-dependency and an
extension to coarsened context variables, in Appendix [C|

4 INFORMATION-THEORETIC LOWER BOUNDS

Having established our problem model, we derive the first component of the Alignment Performance
Interval: an information-theoretic lower bound on the true risk. The bound exposes how task difficulty
scales with value complexity and channel capacity. Following the classic minimax methodology from
statistical decision theory and information theory (Shannon, |1948), we construct a family of hard but
distinguishable tasks and apply Fano’s inequality to show that any algorithm incurs nontrivial error in
telling them apart. In our setting, this family is a “A-separable codebook™ of value—action pairs.

4.1 SEPARABLE CODEBOOKS AND THE LOSS—INDEX LINK
Definition 6 (A-Separable Codebook). A collection {(u™,a@)YM, < U x A is called a A-
separable codebook for loss ¢ € [0, 1] if
((u,aM) <e foralli, ®)
(D a) > e+ A forall j #i, ©)
forsome € € [0,1 — A]. We write C(M, A, €) for the set of such codebooks.
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Standard constructions for such codebooks exist for common losses; we provide examples in Ap-
pendix [E]

Assumption 2 (Loss—Index Link via a Measurable Partition). Given a A-separable codebook
{(u®, a)YM there exists a measurable map ¢ : A x S — [M] (an “index decoder”) such that
foralli,all s € S, and all a € A,

pla,s) #i = L(uP,a) > e+ A. (10)

This assumption holds for standard decoders under common losses; we provide examples and a
high-probability variant in Appendix [G|

4.2 FANO-PACKING CONVERSE LOWER BOUND

LemmeAl 1 (Risk = Index Error). Under Assumption 2] for any decoder m and ¢ as in equation[I0}
define J & ¢(n(Y, S), S). If J is uniform over [M] and U = U is the codebook target (measurable
in (J,S)), then

E[6U,n(Y,S))] > (e +A)P{J # J}. (11)

Proof. By Assumption for every i, s, a, ¢p(a,s) # i = £(u),a) > ¢+ A. Instantiate i = J,
a=7(Y,S),s=Sand note U = U to obtain the pointwise bound

(Un(Y,S)) > (e+A)1{J£J}  as.

Since ¢ € [0, 1], all terms are integrable and 7, ¢ are measurable by assumption; taking expectations
yields equation[TT] O

Lemma 2 (Information Reduction: J — U — Y). With U = U"Y) measurable in (J, S), we have
the Markov chain J — U — Y given S, and hence

I(J;Y | S) < I(U;Y | S). (12)

Theorem 1 (Fano—Packing Lower Bound (Bayes/Minimax Semantics)). Let ¢ € [0, 1] and suppose
there exists a A-separable codebook of size M satisfying Assumption|2| Let J ~ Unif[M], and
define the mixture distribution over (U, S) by setting U = UY), with U"Y) measurable in (J, S), and
S ~ P(S). Assume M > 2. Write Ruix(7) for the risk under this mixture distribution. Then, for
any decoder T,

Then for any decoder T,

I(U;Y | S)+1og2
Ruin(m) 2 (e +2) (1- 1 klgjb ). (13)
In particular, using equation[/}
C’moix + log 2
Ruis(m) > (e 4+8) (1= =42 =) (14)

Equivalently, these yield a standard minimax lower bound over the family of sources supported on
the codebook.

Proof. Let J be uniform on [M], U = UY). Since .J is independent of S, we have H(J | S) =
log M. By Fano’s inequality conditioned on S (Shannonl [1948]),

I(J;Y | S) +1log2

P{J#£J} > 1-
Combine with Lemma|T]and Lemma 2]to get equation [I3] Then apply equation O
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4.3 CAPACITY-LIMITED ACHIEVABILITY AND THE INFORMATION WALL
Define the information wall for a problem class P (set of admissible codebooks) by

tot|S

C™ix. 4 log 2
—s =) (15)
log M

Wall( _trgit’l‘s;’/)) = sup (e+A) (1 -
(M,Ae): C(M,Ag)eP

Here C{g;’l‘s is evaluated under the codebook-induced mixture distribution used in Theorem

Then, for every decoder T,
sup Ry (1) > Wall(Ciots; P)
cep

where Rfﬁc’b"e) (m) denotes the risk under the mixture induced by the chosen codebook

(Bayes/minimax semantics from Thm. [I). Equivalently, this yields the standard minimax lower
bound

inf sup RS, () > Wall( trf)‘fl‘s,?’)

T cep

This replaces log-loss/posterior-entropy converses and is invariant to reparameterizations.

5 PAC-BAYES UPPER BOUNDS

With the floor in place, we now derive the upper bound. We use PAC-Bayes, a non-asymptotic
framework suited to overparameterized learners (including LL.Ms) with non-vacuous guarantees at
scale (Lotfi et al.,[2024). Our aim is not to introduce a new bound but to make its complexity term,
KL(PJ|Q), capacity-explicit in the same Ci,|s that drives the converse, closing the loop between
the lower wall and the statistical ceiling.

5.1 PAC-BAYES BOUNDS

We recall a standard PAC—Bayes result for bounded losses as the basis of the ceiling. Recent variants
tighten constants, cover heavier tails, and allow anytime validity, yielding non-vacuous bounds even
for billion-parameter LLMs (Dziugaite and Roy, [2017; Rodriguez-Galvez et al.| [2024; |Lotfi et al.
2024; Wu et al., 2025)). Tightness is not automatic: strong guarantees require priors that put sufficient
mass on high-performing predictors (Picard-Weibel et al., [2025). This interacts with the Alignment
Bottleneck: finite human-feedback capacity limits how informative data-independent priors can be,
and this constraint enters through the KL term that we bound via Cfq) 5.

Theorem 2 (PAC-Bayes for Observable Loss). Let £ : Y x S x A — [0, 1] be any bounded loss
measurable with respect to the observed data (Y, S). For any § € (0, 1), with probability at least
1 — & over the i.i.d. draw of the dataset D = {(Y;, S;)}™ ,,

KL(P|Q) +log(1/9)

2m (16)

Egp[Rons(6)] < Eoup[RI*(0)] + \/

where

~ ~ 1 & ~
A obs s
RObS(Q) = E[E(Y, S,ﬂ'g(Y, S))], Ry’ = Z:E 15 }/7751,779 Y, S; ))

Canonical choice. Tf we choose £ = £* as in Appendix then Rops(0) = R(mp) holds for the same
data distribution.

5.2 KL DECOMPOSITION AND CAPACITY CONTROL

Lemma 3 (Expected KL Decomposition). Fix a prior Q) that is independent of the dataset D. Let
p(0) be the marginal of @ and P(- | D) be the posterior. Then

Ep [KL(P|IQ)] = I(D;0) + KL(p(0) || Q). (17)
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This identity underlies information-theoretic generalization bounds and is central to our analysis.
Russo and Zou| (2019)) and [Xu and Raginsky| (2017) relate generalization directly to the mutual
information I(D; 6) between the data and the learned hypothesis. We take this link as given and show
that I(D; 0) is constrained by the capacity of the human-feedback channel.

Lemma 4 (From D to (U™, S™,Y™)). Assume samples (U;,S;) are i.i.d., and Y; are drawn
conditionally independently via the human channel given (U;, S;) as in Assumption|l} Let 0 be any
(possibly randomized) function of D= {(Y;, S;)}™ . Then

nom;e) < [(um;ym,.sm = r(um™; s + (g™ ym™ | sm)

m m m

N IWUsS) + D> IUsYi | S) = mIU;S) + Y I(UsY; | S5).

i=1 i=1

(18)

Under the i.i.d. source and memoryless per-sample channel assumed in this paper, all equalities in
equation[I8hold. If either cross-sample dependence in (U;, S;) or channel memory in p(y; | u™, s™)
is allowed, replace the corresponding equalities by “<” accordingly.

Proposition 2 (Capacity Control of I(U™;6)). Using equation [7]and Lemma
I(U™0) < mCioys + mI(U;S). (19)

Convention. All mutual informations in this section are defined with respect to the underlying
data-generating distribution (population quantities), and C\s is computed under the same source
distribution; no averaging over the realized dataset is involved.

5.3 ALGORITHMIC RESIDUAL INFORMATION

Assumption 3 (Residual Information of the Algorithm). There exists p > 0 such that 1(D; 6 |
U™) < p. It can be reduced by algorithmic noise (SGD temperature), early stopping, or posterior
smoothing; see Appx. |l This term measures information about the particular sample beyond the
latent value U and parallels the “residual information” used in information-theoretic analyses of
ovefrfitting (Ngampruetikorn and Schwab) |2022).

Practically, a data-independent randomized compression of the posterior enforces a finite residual,
giving p < log K for any chosen codebook size K without increasing KL(P||Q) (see Appendix [N).
The idea of limiting information flow to improve generalization is widespread, though the causal link
between compression and performance remains under debate (Kawaguchi et al., 2023} Saxe et al.}
2019; Shwartz-Ziv et al.,2024). Here p isolates information learned from (Y S) that is not about U,
which is the target of such regularization.

Corollary 1 (A Capacity-Aware Upper Bound). Combining Lemma[3] Proposition[2] and Assump-
tion[3] we have

Ep [KL(P|Q)] < mCioys + mI(U;S) + p + KL(p(9) || Q). (20)

Equation equation 20| controls the expectation of KL(P||Q) over the draw of D and does not by
itself yield a capacity-explicit high-probability bound. Appendix[]| gives a Markov-type lifting to high
probability. Taking expectations in Thm. [2|and applying Jensen yields corresponding in-expectation
variants.

Remark 1 (Conservative Interpretation). When p or I(U; S) is large, capacity may not dominate the
upper bound. Our statements should be read as: under Assumption and moderate 1(U; S), both
the converse (Thm.|I) and the PAC-Bayes upper bound are primarily driven by C' ) s-

6 THE ALIGNMENT PERFORMANCE INTERVAL

The preceding sections developed two components: an information-theoretic error floor via Fano’s
inequality (Section ) and a statistical error ceiling via PAC-Bayes theory (Section [3). We now
establish the Alignment Performance Interval. The same capacity term (the channel capacity Cyoy5)
determines the lower bound and, at the same time, limits the learnable model complexity that
determines the generalization upper bound.
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6.1 CAPACITY-COUPLED BOUNDS

Let P be a collection of codebooks C(M, A, €). For any learning algorithm (decoder) 7, its worst-case
true risk under a codebook-induced mixture distribution is bounded from below by the information-
theoretic wall:

Lower (Minimax): sup Ri (m) > Wall(Chi¥g; P) - from Thm. [ 1)
cep

Simultaneously, for any prior () and posterior P, the expected true risk is bounded from above. With
probability > 1 — ¢ over the draw of a dataset D from the same mixture, and using the canonical

observable loss /* (Appendix such that Rops(0) = Rmix(mg), we have:

KL(P||Q) + log(1/0)
2m ’

Upper (High-probability): Eonp [Rumix(m9)] < Egop [Rf,lfs(ﬁ)] + \/

(22)
This is a direct application of Theorem [2]to the true risk Rumix. As shown in Corollary [I] the expected
KL-divergence term is controlled by the channel capacity, Ep [KL(P||Q)] < m Cios + - . ., thus
explicitly coupling the ceiling to the same capacity term that defines the floor. Together, equations
equation 21| and equation [22] yield two-sided bounds on the same risk quantity, Rp;x, driven by
C(tot |S-

Interpretation. The two bounds control different risks: the Bayes/minimax lower bound applies to
the true risk under the mixture distribution R,,;x, whereas the PAC-Bayes upper bound applies to
the observable risk R,ps under the actual data distribution. Without an explicit link between ¢ and
¢ and without a distribution match, they should not be treated as an interval on the same quantity.
Under the Loss—Observable Link (Assumption[d) in Appx.[[]and when D is drawn from the same
codebook-induced mixture used in Thm. [T} we obtain the following direct upper bound on the true
risk (by Appx. Lemma [f]combined with equation 22)):

Egp [Bmix(19)] < @(Egup[R2(0)] + |/ KUEIQHR0/D)) o 5.

Together with equation [21] this yields two-sided bounds on the same quantity Ry,ix, with explicit
constants («, ) coming from the link assumption.

Finally, if the dataset D is drawn from the same codebook-induced mixture as in Theoremﬂ] and we
take the canonical observable loss £ = ¢£* (Appendix , then Ropbs(0) = Rmix(m9) and Eq. equa-
tion 22| becomes a high-probability upper bound on the same risk Rp,ix as in the converse; together
with Eq. equation this yields a two-sided bound without additional link assumptions. We detail
the practical assumptions and limitations of this framework in Appendix [B]

7 IMPLICATIONS FOR ALIGNMENT DESIGN

The Alignment Performance Interval (Sec. [6) is operational: it explains practical alignment limits
and suggests design levers. We highlight three implications that follow directly from the lower and
upper bounds established earlier.

7.1 IMPLICATION I: DATA SIZE INDEPENDENT LOWER BOUND

Corollary 2 (Information-theoretic lower bound independent of m). Let C(M, A, €) be any A-
separable codebook with M > 2, and let R,,;x denote the risk under its mixture distribution (as in
Thm.[I). For any decoder m,
C™ix. 4 log 2
(7) > (e +4) o),
which is exactly equation The bound equation[23|does not depend on m, hence the lower bound
is independent of dataset size.

(23)

Eq. equation [23|shows a lower bound that does not depend on m: for fixed value complexity (log M)

and channel capacity (C’gitTS)’ more samples alone cannot lower the risk. This helps interpret the
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empirical alignment tax as an information constraint (Lin et al.,|2024a}; Korkmaz et al.,[2025) and may
help explain inverse-scaling effects on truthfulness/safety when models more tightly fit the feedback
channel (Lin et al., |2022)).

Note. Using the canonical observable loss o (Appx.[M) and sampling D from the same mixture as in
Thm. [T] the PAC-Bayes upper bound equation 22]applies to the same Ryix, yielding a two-sided
bound together with equation 23]

7.2 IMPLICATION II: CAPACITY REQUIREMENTS FOR TARGET RISK

Proposition 3 (Necessary capacity for a target risk). Fix a codebook C(M, A, e) and a target risk
r € [0,1]. If a decoder 7 satisfies Ryix(m) < r, then necessarily

~mix r
s 2 (1= 15 logM — log2. (24)

Proof. Rearrange equation the (-)4 can be dropped once r < € + A (otherwise the inequality is
vacuous but true). O

The required channel capacity scales linearly with log M —a proxy for value-system complexity—
thus, aligning on more complex, pluralistic targets (Sorensen et al.}|2024; |Guo et al., [2024; [Fisher
et al.l2025) demands proportionally higher fidelity, mirroring the rate-distortion trade-offs in com-
munication theory (Shannonl [1959).

7.3 IMPLICATION III: CAPACITY CONTROLLED COMPLEXITY AND CHANNEL OVERFITTING

Theorem 3 (Capacity-controlled PAC—Bayes complexity). Under the i.i.d. source and memoryless
channel, with a prior Q) independent of D and any learning algorithm whose residual satisfies
Assumption 3} the expected PAC—-Bayes complexity obeys

Ep [KL(P||Q)] < mCioys + mI(U;S) + p + KL(p(0)]1Q), (25)

as given in Cor.[I} Combining equation[23|with the Markov lift in Appx.[J]and equation 22]yields a
high-probability capacity-explicit upper bound on the (observable or, under the canonical choice,
true) risk.

An Information-Theoretic View of Overfitting to the Channel. When ]/%2135(0) ~( but a small C’tot| s
imposes a strong lower bound, the KL term must grow. Decomposing

I(D;0) = 1(U™0) + ID;6|U0™)
——— ———
signal about true value residual: channel noise/bias

the useful signal is capped by capacity (Prop. [2)), so further optimization fits residual channel
regularities (Ngampruetikorn and Schwab), [2022). This mechanism aligns with observations of goal
misgeneralization, sycophancy, and reward hacking under strong optimization pressure (Langosco
et al., [2023; Sharma et al., [2024; [Pan et al., 2022; \Gaikwad, [2025; |Lin et al., [2024Db)).

8 CONCLUSION

Motivated by bounded rationality, we model the human-Al loop as a capacity-limited channel,
yielding an Alignment Performance Interval where Fano and PAC-Bayes bounds are coupled by
the same channel capacity, Ciq|s- This framework explains why simply scaling data is insufficient,
quantifies how fidelity must grow with value complexity, and frames reward hacking as overfitting
to the channel’s limits. Practical applications, current limitations, and future work all center on
managing this information budget—from engineering the interface and verifying assumptions to
developing capacity-aware protocols. Ultimately, our work reframes alignment from a search for
optimal rewards to the engineering of systems robust to the fundamental information-theoretic limits
of the human-AlI interface.
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A  NOTATION AND CROSS-REFERENCES

Throughout, log denotes the natural logarithm. Key references: single capacity inequality equation
Fano-packing converse Thm. [T} PAC-Bayes Thm. 2} expected KL identity Lemma [3} dataset
information Lemma [4} capacity-control Proposition [2} Posterior Bayes—Loss Identity Lemma
Assumptions [2] 3} final statements in Sec. [6]

B LIMITATIONS AND GUIDANCE

The loss—index link (Assump. [2) must be validated for each task; templates are given in Appx. [
Capacity Cy| s enters only via equation so deployment should report how F,g and JF,¢ instantiate
per context .S. The residual p (Assump. [3)) should be promoted by algorithmic choices, or reported if
uncontrolled.

C REMARKS ON CAPACITY DEFINITIONS AND CONTEXT COARSENING

Remark 2 (Source-dependent min and achievability). Definitions [SH3| impose per-stage feasi-
bility (Assumption [I)), so equation [0] follows from data processing without additional compati-
bility assumptions. The conditional quantities Ceog|5(5) and Ciyyy s(s) are evaluated under the
given source P(U | S = s) rather than maximized over inputs; they are therefore analogous to
rate—distortion quantities computed for a fixed source (Shannon} |1959) and depend on P(U | S).
Finally, min{supI(U;H | S = s),supI(H;Y | S = s)} is in general a conservative upper
bound for the cascade because the per-stage optimizers need not be mutually compatible, so equality
(achievability) should not be expected.

All statements also hold if one replaces the context S by any measurable coarsening S’ = T'(.S): then
the interference term I(U; S) is replaced by I(U; S") < I(U; S) and capacities are recomputed as
C(tot|S ’.

D CONDITIONAL CAPACITIES AND THE CASCADE

Proof of Proposition[I, The cascade U — H — Y given S forms a Markov chain. The result
follows directly from the data processing inequality (Shannon, |1948)), which states that for such a
chain, I(U;Y | S =s) <I({U;H | S=s)and I(U;Y | S =) < I(H;Y | S = s). Taking
suprema over the respective families yields I(U;Y | S = s) < Cioy|5(s). Averaging over S proves
equation [7}

E CODEBOOK CONSTRUCTION EXAMPLES

Remark 3 (How to Build C(M, A, ¢) in Practice). The construction of such codebooks (packings) is
standard for minimax lower bounds in statistical decision theory and information theory (Shannon,
1948). For 0-1 classification, choose a\") predicting class i, giving ¢ = 0 and A = 1. For pairwise
ranking with 0—1 pairwise loss averaged over all (Z) pairs, choose a\") realizing ranking i, so e = 0
and any two total orders differ on at least one pair, yielding A = 1/(%) after normalization to [0,1].
For truncated MSE (u, a) = min{||u — a||?/7%,1}, take a) = u'?) on an r-separated packing of
U, then ¢ = 0 and it is consistent with Assump. 2| to use the common margin A = r?/(472) (the
prototype cross-loss is > 2 /7% > A, while the Voronoi misclassification loss is > 12 /(472)).

F PACKING CONSTRUCTIONS FOR COMMON LOSSES

F.1 BINARY CLASSIFICATION

LetU = [M] and A the set of labels. Take a() = i. Then ¢ = 0 and for any j # i, £(u(?),a()) = 1,
giving A = 1. Let ¢ be the predicted label; Assump. 2| holds with margin 1.
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G DETAILS ON THE LOSS-INDEX LINK

Remark 4 (When Assumption 2]Holds). For 0-1 classification and pairwise ranking, let ¢ return the
predicted class/ranking (allowing dependence on S if needed); then equation [[0|holds immediately.
For truncated MSE, let ¢ be the nearest-prototype Voronoi partition under || - || (prototypes may
depend on S). With an r-separated packing, any misclassification implies ||a — u® || > /2, hence
((uD, a) > r2/(472), so equation|10\holds with the common choice A = 12 /(47?); equivalently,
the separation condition is v > 27v/AA. See Appx. Ei

A soft high-probability variant of the loss—index link that yields a correspondingly slackened converse
is provided in Appendix [P}

G.1 PAIRWISE RANKING WITH 0-1 LOSS

Let u(® encode a total order over items and ¢ be the fraction of misordered pairs. Use a() = ()
(predict that order). Then e = 0 and for any j # 4, at least one pair flips, so A > 1/ (Z), with standard

{0, 1} pairwise loss averaged over all (%) pairs and normalized to [0, 1], the minimal separation is
A =1/(%). Let ¢ output the predicted order; Assump. holds.

G.2 TRUNCATED AND NORMALIZED MSE

Let /(u,a) = min{|lu—al||?/72,1}. Choose an r-separated packing {u")}M in/ (under |- ||), and
set ') = u("), Then € = 0 and, for j # i, the prototype cross-loss satisfies £(u(7), a(?) > 12 /72,
To make Definition [§]and Assumption 2]hold with a single margin, take the common choice

472"
Indeed, for any a misclassified by the nearest-prototype Voronoi rule, one has |la — u® || > r/2, so
((u a) > r?/(472) = A. Since r2/12 > A, the prototype cross-loss condition in Definition
also holds.

H FANO-PACKING CONVERSE DETAILS

We expand the proof of Thm. I} Let .J be uniform on [M], U = U). With J = ¢(x(Y, S), S),
Lemma |1/ gives R(7) > (¢ + A)P{.J # J}. The standard form of Fano’s inequality (Shannon,
1948), when conditioned on S, implies that H(J | Y, S) < P{J # J}log(M —1) + hy(P{J # J}),
which gives the more convenient bound

I(J;Y | S) +log2
log M '
Using J — U — Y given S (Lemma[2)), we get equation[I3} then apply equation [7]for equation[14]

P{J#J} > 1-

I PAC-BAYES DETAILS AND RESIDUAL CONTROL

I.1 PROOFS OF LEMMA[B]AND LEMMA [4]

Lemma [3| The identity is a foundational result in information-theoretic learning theory (Xul
and Raginskyl, 2017; [Russo and Zoul, 2019). The proof is as follows: with ) independent of D,

Ep[KL(P||Q)] = Ep,op [log ZUP)| = I1(D; 6) + KL(p(0) Q).

Lemmald} Data processing gives I(U™; ) < I(U™;D). Then [(U™; Y™, S™) = I(U™; S™) +
om;ym™ | §™), with I(U™; S™) = 3. 1(U;; S;) = mI(U;S) by i.i.d. For the conditional
term, under the i.i.d. source and the memoryless channel p(y; | u;, s;), we have p(u™ | s™) =
[T, p(u; | s;) and hence p(y™ | s™) =1, [ p(vi | wi, s:) p(us | ;) du; = T, p(yi | si). Therefore
H(Y™ | ™) = Y, H(Y; | S;) and H(Y™ | U™, §™) = S, H(Y; | U;,S;). which gives
(U™ ym™ | 8™) =, 1(Us;Y; | S5).
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1.2 CONTROLLING THE RESIDUAL TERM

We list standard mechanisms to enforce Assump. These methods all serve to regularize the
information that the learned parameters 6 contain about the specific training dataset D. Algorithmic
noise: inject Gaussian noise into updates or use high-temperature posteriors; early stopping: bound
the mutual information by limiting the number of optimization steps; posterior smoothing: mix the
learned posterior with the prior. The general goal of controlling information flow, often framed as
a form of compression, is a central theme in understanding deep learning generalization, although
its precise role and benefits are still actively debated (Kawaguchi et al., 2023} [Saxe et al., [2019;
Shwartz-Ziv et al.| 2024} [He et al., [2025)).

J FROM EXPECTATION TO HIGH PROBABILITY

This section provides a simple method to convert our expectation-based capacity bound on the
KL-divergence into a high-probability statement. This type of conversion from expectation to high-
probability bounds is a common step in applying learning-theoretic results. More sophisticated
techniques can yield tighter, anytime-valid bounds that hold uniformly over time (Rodriguez-Galvez
et al.| 2024). A direct application of Markov’s inequality suffices.

Lemma 5 (Markov Lift for the KL Term). Let X £ KL(P||Q) > 0 denote the (dataset-dependent)
PAC-Bayes KL term. For any ) € (0, 1), with probability at least 1 — 1 (over the draw of D),

Ep[X]
n

X <

Proof. Since X > 0 and Ep[X] < oo under the conditions of Theorem Markov’s inequality gives

P{X>ED[X]} <n

n
Equivalently, with probability at least 1 — 7 we have X < Ep[X]/n, as claimed. O

Corollary 3 (A Capacity-Aware High-Probability Upper Bound). Fix d,n € (0, 1). With probability
at least 1 — § — n (over the draw of D), the PAC-Bayes bound of Thm. |2|implies

]EGNP[Robs(g)] < EONP[ﬁombs(a)] + \/ED[KL(PllQ)]/n+log(l/5)

2m

Combining with Cor. [l|and applying a union bound yields, with the same probability,

mC_'tot‘S+m](U;S)+p+KL(p(9)||Q) n 10%(1/5).

Eop [Robs(0)] < Egp [Ror(0)] +\/ 2mn 2m

All constants are explicit; the price of eliminating the dataset randomness in KL(P||Q) is the slack
parameter 7).

K Lo0SS TRUNCATION AND NORMALIZATION

For unbounded losses such as MSE, define ¢(u, a) = min{||u — a||?/72, 1} for a scale 7 > 0 (report
7 when plotting). All PAC-Bayes statements and Thm. require only ¢ € [0, 1]; truncation ensures
this and keeps statements coordinate-free.

L LOSS—OBSERVABLE LINK AND RISK TRANSFER

Assumption 4 (Loss—Observable Link). There exist constants o > 0 and 8 > 0 such that for all
measurable actions a € A and all (y, s) in the support of (Y, .5),

E[((U,a)|Y =y, S=s] < al(y,s.a) + B. (26)
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Lemma 6 (Risk Transfer). Under Assumption|d} for any (possibly randomized) decoder my,
E[¢(U,m(Y,S))] < «E[((Y,S,m(Y,S))] + 8. 27)

In particular, when D is drawn from the same codebook-induced mixture distribution used in
Theorem|l] taking 0 ~ P(- | D) and expectation over both 6 and the data gives

Egp[Rumix(m9)] < aEoup|[Robs(8)] + 3.

Proof. By the tower property and equation [26]
E[¢(U, m(Y, 5))] = E|E[(U, (Y, 9)) | Y, 5] | < aB[UY, S, m(Y, 5))] + B.

Averaging over 6 ~ P yields the stated forms. O

M POSTERIOR BAYES LOSS IDENTITY

Lemma 7 (Posterior Bayes—Loss Identity). Fix any bounded loss { € [0, 1] and define I*(y, s,a) £
E[¢(U,a) | Y =y, S = s]. Then for any (possibly randomized) decoder 7y and any data distribution
over (U,S,Y),

E[0*(Y, S, (Y, S))] = E[6(U,7e(Y,S5))].

Proof. By the tower property of conditional expectation, E[*(Y,S,m(Y,S))] =
E{E[((U, (Y, 5)) | Y, S|} = E[(U, 79 (Y, 5))]. O

N RESIDUAL CONTROL VIA POSTERIOR COMPRESSION

Let 8 ~ P(- | D) be the (possibly randomized) learner parameter. Let W be an auxiliary random
seed, independent of (U™, S™,Y™). Consider a data-independent randomized quantizer T that

maps 6 to 0= T (0, W) taking at most K distinct values. Let P, and ). be the pushforwards of P
and @ through T'. Then:

Lemma 8 (Residual control by compression). I(D;0 | U™) < H(A) < log K.

Proof. 1(D;0 | U™) < H(6), and H(0) < log K since 6 takes at most K values. O

Lemma 9 (KL does not increase under post-processing). KL(P.||Q.) < KL(P|Q).

Using P., Q. in Theorem [2| and Lemma [3| yields the capacity-aware bound of Corollary [1| with
p < log K. This approach is conceptually related to other works that leverage model compres-
sion or selection of small representative subsets to derive non-vacuous generalization bounds for
overparameterized models (Leblanc et al., 2025; Lotfi et al., [2024]).

O CONTEXT COARSENING

Let S’ = T(S) for a measurable (data-release) channel 7" such that U — S — S’ forms a
Markov chain (that is, S’ is generated from S without direct access to U). Then by data processing
I(U;8") < I(U; S). All definitions and bounds in the paper hold verbatim with S’ in place of S,
with capacities recomputed as C'o¢|s- and dataset information term m I (U; S”) replacing m I(U; S).
Thus, for any preprocessor T, Corollary [T| becomes

ED[KL(PHQ)] < métot|S’ + mI(U;S") + p + KL(p(0)]Q).

Choosing T to enforce I(U; S’) < k makes the interference term m x explicit.
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P SOFT LOSS-INDEX LINK
Assume there exists a measurable ¢ : A x S — [M] and parameters €, A > 0, ¢ € [0, 1) such that
for all 7 and all a,
P{E[(UD,a)|S] > e+ A|¢la,S)#i} > 1-C.
Then for any decoder m with J = ¢(n(Y,S),S), writng £ 2 {J # J} and G £
{E[e(UY), 7(Y,S)) | S] > e+ A}, we have
E[((U, (Y, S))] = E[E[(UV,x(¥,8))| S] - 15| + BE[(U),7(Y,9))| 5] - 15|

> (e + A)P(ENG),

hence
IE[K(U7 (Y, S))] > (e+A)P(E) — (e+A)P(ENG°).

By the assumption, P(G¢ | E) < (,so P(ENG*¢) < (P(F) < ¢ and consequently
E[(U. 7(Y,S))] > (e +A)P{J#J} — ¢
A slightly tighter but equivalent multiplicative form also holds:
E[(U,m(Y,9))] > (+A4) (1= P{] #J}.

Consequently, Theoremholds with an additive —¢ (or multiplicative (1 —
zeta)) slack in the lower bound.

Q USE OF LARGE LANGUAGE MODELS

The author utilized Large Language Models as assistive tools in preparing this manuscript. Their
applications included literature discovery, language refinement, and the formal review of mathematical
derivations. The author directed the entire process and takes full responsibility for the final content
and the accuracy of all theoretical claims.
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