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ABSTRACT

We present the All-Seeing (AS)' project: a large-scale dataset and model for
recognizing and understanding everything in the open world. Using a scalable
data engine that incorporates human feedback and efficient models in the loop, we
create a new dataset (AS-1B) with over 1.2 billion regions annotated with semantic
tags, question-answering pairs, and detailed captions. It covers a wide range of 3.5
million common and rare concepts in the real world and has 132.2 billion tokens that
describe the concepts and their attributes. Leveraging this new dataset, we develop
the All-Seeing model (ASM), a unified framework for panoptic visual recognition
and understanding. The model is trained with open-ended language prompts and
locations, which allows it to generalize to various vision and language tasks with
remarkable zero-shot performance, including both region- and image-level retrieval,
region recognition, captioning, and question-answering. We hope that this project
can serve as a foundation for vision-language artificial general intelligence research.
Code is available at ht tps://github.com/OpenGVLab/all-seeing.

1 INTRODUCTION

Creating artificial general intelligence (AGI) systems that can match human intelligence and excel in
any task across domains is the ultimate goal of artificial intelligence. Recent advancements in Large
Language Models (LLMs) have demonstrated impressive zero-shot capabilities in user-tailored natural
language processing (NLP) tasks, suggesting new avenues for achieving AGI. However, as shown in
Fig. 1a, most popular LLMs (OpenAl, 2022; Touvron et al., 2023; Chiang et al., 2023) are limited to
processing language information and lack the ability to understand the visual world. Although there
have been some recent developments (Zhu et al., 2023b; Liu et al., 2023a; Li et al., 2023a; Dai et al.,
2023) in open-world visual understanding, they are primarily focused on understanding images as a
whole, rather than recognizing and comprehending individual instances within the scene (see Fig. 1b).
This goes against the nature of the human visual system, as described by the feature integration
theory (Treisman & Gelade, 1980), which suggests that we attentively gather visual features and
contexts in certain regions to achieve high-level understanding and recognition, rather than analyzing
all information simultaneously.

To achieve instance-level visual understanding like humans, there are two major challenges as follows:
(1) The scarcity of open-world instance-text pair data. As listed in Table 1, existing datasets, such as
Visual Genome (Krishna et al., 2017), have limitations in terms of data scale. Laion-5B (Schuhmann
et al., 2022) only contains web-crawled image-text pairs without location information, and SA-
1B (Kirillov et al., 2023) lacks semantic information. (2) The lack of spatial information modeling in
most existing models. These models mainly focus on whole-image understanding. In this work, we
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Figure 1: Overview and comparison of our All-Seeing project with other popular large foun-
dation models. To address the limitations of LLMs in understanding visual inputs and VLLMs in
effectively leveraging region-aware information, we propose (1) a large-scale dataset AS-1B which
consists of over 1 billion region-text pairs, 3.5 million open-world concepts, and 100 billion tokens
of region-related question-answering and caption; and (2) the All-Seeing model (ASM), which is
capable of recognizing and understanding context in arbitrary regions.

propose the All-Seeing (AS) project for open-world panoptic visual recognition and understanding,
driven by the goal of creating a vision system that mimics human cognition. The term “panoptic”
refers to including everything visible in one view (Kirillov et al., 2019). The AS project addresses the
challenges from both the data and model perspectives.

From the data aspect, we propose the All-Seeing 1B (AS-1B) dataset, consisting of over 1.2 billion
region annotations in various formats, such as semantic tags, question-answering pairs, and detailed
captions (refer to Fig. 2). AS-1B dataset is made possible by a scalable semi-automatic data engine,
which significantly lowers the previously unaffordable expense of manually annotating a massive
amount of open-world semantics. The data engine operates in a “data-human-model” loop, iteratively
refining data quality. Initially, diverse models, including large language models (LLMs) (Chiang
et al., 2023), detection (Wang et al., 2023c; Fang et al., 2023a), captioning (Li et al., 2022a), and
visual question answering (VQA) models (Liu et al., 2023a; Zhu et al., 2023b; Liu et al., 2023b), are
employed as “annotators”, which add semantic annotations to dense region proposals generated by
state-of-the-art object detectors (Kirillov et al., 2023; Fang et al., 2023a; Li et al., 2022b; Wang et al.,
2023c). Subsequently, human annotators verify the generated pseudo labels and provide feedback
with high-quality data, which is then used to fine-tune the models to improve their performance. The
enhanced models are then used to re-annotate the data, starting another iteration of the loop. As
shown in Fig. 2, AS-1B contains a wide range of open-world concepts, including over 3.5 million
different semantic tags ranging from common categories (e.g., human, backpack) to fine-grained or
rare categories with attributes (e.g., old metal latches). AS-1B also encompasses the 3.3 billion visual
question-answering pairs and 1.2 billion region captions for 1.2 billion regions.

In terms of the model perspective, we propose the All-Seeing model (ASM), a unified location-
aware image-text foundation model. The model consists of two key components: a location-aware
image tokenizer and an LLM-based decoder. The location-aware image tokenizer uses location
information such as bounding box as conditions (see Fig. 1c) to extract image features, which
contribute to the location capability of ASM. The LLM-based decoder inherits the world knowledge
and reasoning capability from LLMs, providing a strong foundation for visual recognition and
understanding. In addition, to unify image-text aligning and generation tasks, we introduce a new
decoding approach, where the aligning tasks are reformulated as a “special” generation task, enabling
our model to generalize to various vision-language tasks with shared weights. Compared to previous
methods (Radford et al., 2021; Li et al., 2023a; Liu et al., 2023a; Zhu et al., 2023b), our work offers
several advantages as follows: (1) Our model not only excels in image-level understanding but
also demonstrates exceptional capability in recognizing and comprehending objects at the instance
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Figure 2:Semantic concepts and annotations in the AS-1B datasefhe semantic tags in AS-1B
dataset encompass a wide range of concepts. Beyond brief semantic tags, detailed annotations,
including visual-question-answering pairs and region captions are also provided.

level, closely aligning with human cognitive processes. (2) Our model is a uni ed framework that
supports a wide range of image-text tasks, including discriminative tasks and generative tasks such
as visual captioning and question-answering. (3) Our model comes with AS-1B the largest dataset
with open-world panoptic semantics. Data and models feed each other in the data engine, iteratively
improving the model performance, data scale and diversity.

In summary, our contributions are three folds:

(1) We propose a new large-scale dataset (AS-1B) for open-world panoptic visual recognition and
understanding, using an economical semi-automatic data engine that combines the power of off-the-
shelf vision/language models and human feedback. As reported in Table 1, we have 159 times more
semantic tags and 33 times more regions compared with its counterparts.

(2) Based on the dataset, we develop a uni ed vision-language foundation model (ASM) for open-
world panoptic visual recognition and understanding. Aligning with LLMs, our ASM supports
versatile image-text retrieval and generation tasks, demonstrating impressive zero-shot capability.

(3) We evaluate our model on a representative vision and vision-language tasks. Our ASM outperforms
CLIP (Radford et al., 2021) by 10.7 and 13.4 (mAP) on COCO (Lin et al., 2014) and LVIS (Gupta
et al., 2019) in zero-shot region recognition tasks. When trained with AS-1B (region-level data) and
LaionCOCO (Schuhman et al., 2022) (image-level data), our model achieves superior zero-shot and
ne-tuned performance compared to recent image-level (Dai et al., 2023; Wang et al., 2023b; Huang
et al., 2023) and region-level (Yu et al., 2017; Wu et al., 2022; Peng et al., 2023) VLLMs.

2 RELATED WORK

Datasets for Visual Recognition and UnderstandingAs one of the three pillars of deep learning,
datasets play a critical role in the advancement of deep learning models, especially in the eld of
visual recognition and comprehension. Prior to the era of large-scale models, datasets (Deng et al.,
2009; Lin et al., 2014; Goyal et al., 2017) are primarily closed-world or have limited data scale.
Additionally, datasets like Visual Genome (Krishna et al., 2017) and Visual7W (Zhu et al., 2016)
integrate visual location and understanding, offering more comprehensive tasks to describe the visual
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Table 1:Comparison with popular vision and vision-language datasets#” denotes the number
of something. “Open” and “Closed” means Open-World and Closed-Set respectively. We see that the
proposed AS-1B dataset has a signi cantly larger data scale and diversity than its counterparts.

Type| Dataset | #lmages #Regions #Concepts #Tokgnscation Semantic
9 |ImageNet-22K (Deng et al., 2009) 15M 22,000 Closed
& | COCO Caption (Chen etal., 2015) | 0.1M 8.4M Closed
& | CC12M (Changpinyo et al., 2021) 12.4M 250.9M Open
© | YFCC15M (Kalkowski et al., 2015) | 15M 1.0B Open
g COYO700M (Byeon et al., 2022) 700M 15.0B Open
= |Laion-5B (Schuhmann et al., 2022) 5B 135.0B Open
— | SA-1B (Kirillov et al., 2023) 11M 1.1B Open
Q | CcOCO (Linetal., 2014) 0.1M 0.9M 80 Closed Closed
Q8 |LVIS (Gupta et al., 2019) 0.1M 1.5M 1,203 Closed Closed
¢ | Open Images (Kuznetsova et al., 20R01.5M 14.8M 600 Closed Closed
.2 |BigDetection (Cai et al., 2022) 3.5M  36.0M 600 Closed Closed
o |Vv3Det (Wang et al., 2023a) 0.2M  1.5M 13,029 Closed Closed
@ | Visual Genome (Krishna et al., 2017) 0.1M 0.3M 18,136  51.2M| Open Open

AS-1B (ours) 11M 1.2B 3.5M 132.2B| Open Open

world. However, these datasets have limited semantics and fail to encompass diverse scenarios in the
open world, which hinders the generalization ability of models. To achieve open-world capability,
CLIP (Radford et al., 2021) and ALIGN (Jia et al., 2021) propose training models using web-scale
image-text pairs collected from the internet. Subsequent works, such as Laion (Schuhmann et al.,
2021; 2022), COYO-700M (Byeon et al., 2022) and DataComp (Gadre et al., 2023), have also
been introduced for open-source research. However, these approaches only include descriptions
or question-answering pairs corresponding to the entire image, resulting in models struggling to
accurately recognize and understand speci ¢ objects at the instance level. Recently, Kirillov et al.
introduced SA-1B (Kirillov et al., 2023), which provides open-world location information such as
boxes and masks but still lacks semantic details. So existing datasets cannot meet the requirements
of data scale, open-world location, and semantics necessary for achieving visual AGI models, thus
posing challenges in supporting human-like panoptic visual recognition and understanding.

Models for Visual Recognition and Understanding.Signi cant advancements have been made in

the eld of visual recognition and understanding in recent years. Previous methods (He et al., 2017;
Chen et al., 2023b; 2022b; Kirillov et al., 2019) mainly concentrate on the close-set recognition while
recent works begin to focus on the open world understanding. Subsequent works (Radford et al., 2021,
Lietal,, 2021; Yu et al., 2022) can recognize and understand the open world semantics while failing to
capitalize on the powerful perception capabilities of existing powerful pre-trained models, increasing
the cost of developing new models. In recent years, Large Language Models (LLMs) (Brown et al.,
2020; OpenAl, 2023; Touvron et al., 2023) have demonstrated excellent performance across various
tasks, showcasing their potential for semantic understanding, dialogue generation, programming,
mathematical problem-solving, etc, which leads to the emergency of many LLM-based multimodal
models (Li et al., 2023a; Zhu et al., 2023b; Liu et al., 2023a; Wang et al., 2023b; Liu et al., 2023b; Li
et al., 2023b; Zhai et al., 2022; Tschannen et al., 2023). However, these works are only capable of
recognizing the entire image, lacking the ability to comprehend speci c regions within the image.
Some concurrent methods (Chen et al., 2023a; Peng et al., 2023; Zhang et al., 2023) begin to focus
on location-aware understanding. However, without the support of large-scale instance-level visual
understanding data, the generalization ability of these models is still limited.

3 THE ALL-SEEING DATASET (AS-1B)

In this section, we introduce the All-Seeing-1B (AS-1B) dataset for open-world panoptic visual
recognition and understanding. The dataset consists of 1.2 billion regions in 11 million imBgeb

region is annotated with comprehensive information, including semantic tags, question-answer pairs,
and captions. Compared with the previous visual recognition datasets like ImageNet (Deng et al.,
2009) and COCO (Lin et al., 2014), visual understanding datasets like Visual Genome (Krishna et al.,
2017) and Laion-5B (Schuhmann et al., 202§ proposed AS-1B dataset stands out due to its rich
and diverse instance-level annotation and corresponding detailed object concepts and descriptions.

2Images source from SA-1B (Kirillov et al., 2023)



Published as a conference paper at ICLR 2024

Figure 3:Data engine for AS-1B dataset Our data engine consists of an automatic annotation
pipeline {.e, (a), (b), (c), (d)) and a human veri cation stage( (e)). We combine various powerful
models to produce annotations for different regions, which are sampled and veri ed by human experts.
Automated annotations are used together with human validation results to train region-aware models,
which are then used in the automated annotation pipeline to improve data quality.

3.1 DATA ANNOTATION ENGINE

We develop a semi-automatic data engine that ef ciently uses a wide range of state-of-the-art
foundation models as annotators, reducing the enormous labeling cost to an acceptable level. As
depicted in Fig. 3, the process of the data engine begins by generating noisy pseudo data using
well-trained off-the-shelf foundation models (Kirillov et al., 2023; Wang et al., 2023c; Fang et al.,
2023a; Li et al., 2022b; Radford et al., 2021; Liddecke & Ecker, 2022; Chiang et al., 2023; Liu et al.,
2023b) from diverse elds. Subsequently, a subset of these pseudo data are sampled to be veri ed and
corrected by human annotators. After that, we pre-train our All-Seeing-Model (ASM) with the noisy
pseudo data and netune it with the human-veri ed data. Then we re-annotate the data with the aid
of ASM. The process of annotation, veri cation, and ne-tuning are repeated to iteratively re ne the
annotation quality. By employing this “data-human-model” cycle, we can generate a large number of
region-level annotations with exceptional quality. See Appendix E.3 for more details about the cycle.

As the core component of the data engine, the data generation pipeline consists of ve steps as
follows: (1) Creating open-world locatioe.(, bounding box, mask, point set) with an ensemble of
state-of-the-art class-agnostic, visual grounding, and closed-set perception models (Kirillov et al.,
2023; Li et al., 2022b; Wang et al., 2023c; Fang et al., 2023a); (2) Generating open-world semantic
tags using the combination of image captioning models (Li et al., 2022a; Zhu et al., 2023b) and
LLMs (Chiang et al., 2023); (3) Matching the semantic tags to proper regions with image-text aligning
models (Radford et al., 2021; Luddecke & Ecker, 2022); (4) Using LLM (Chiang et al., 2023) and
VQA models (Liu et al., 2023b) to generate the attributions of each region based on the matched
semantic tags; (5) Generating detailed captions based on the semantics and attributions of each region.

3.2 OPEN-WORLD LOCALIZATION

To obtain comprehensive locations of all instances in an image, we combine the results of state-
of-the-art perception models from different elds, including lass-agnostic modelwe adopt

the SAM (Kirillov et al., 2023) to provide initial proposals of most objects in view.d@sed-set
detection model we use Internlmage-H (Wang et al., 2023c) and EVA-02 (Fang et al., 2023a)
trained on BigDetection (Cai et al., 2022) and LVIS (Gupta et al., 2019), respectively, to detect the
common-seen objects. (§jounding model: we use GLIP (Li et al., 2022b) to ground open-world
semantics generated by LLMs (see Sec. 3.3). All the bounding boxes are gathered together to ensure
that all possible objects in view are covered. See Appendix B.1 for details of the gathering strategy.

3.3 OPEN-WORLD SEMANTIC

Manually labeling billions of regions for an open-world semantic description is impractical due to the
enormous cost and time required. To remedy these challenges, we draw inspiration from the recent



