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1 Introduction

Inspired by cognitive science, we integrate a causal modular architecture in a multi-agent reinforce-
ment learning (MARL) featuring specific constraints (i.e. recurrent neural networks), representing
knowledge systems that can learn environment dynamics effectively [1].

These modules, interacting sparsely through attention bottlenecks, allow for specialization and
enable agents to dynamically adjust attention and resources [2]. We additionally represent the state
and evolution of individual objects, based on a factorization of declarative (object properties) and
procedural (object behaviour) knowledge, enhancing the system’s ability to track and interact with
multiple entities and systematically model complex environments [3]. Aligning with the view that
intelligence measures an agent’s ability to achieve goals in diverse contexts, our approach emphasizes
generalization and adaptability in a wide range of social settings [4].

Attention schema theory proposes that internal control of attention states is necessary to predict
others’ behaviors [5, 6], facilitating social cognition and emergent consciousness [7, 8]. Applying this
attention-focused approach may amplify the efficiency of the training process [9]. Inductive biases,
manifesting similarly to attention [10, 11] may act as concealed forms of training data, compensating
for the absence of robust initial assumptions, and are, in some cases, equivalent to having more
training data [12].

Complex cognitive functions develop through social interaction. Neurodynamical systems in MARL
could emulate sociocognitive learning processes within interaction, enhancing the adaptability and
effectiveness of artificial agents in complex social environments [13, 14].

We attempt to address three questions: (1) How do attention mechanisms influence inter-agent
communication and enhance cooperative strategies? (2) Can modularity within an agent’s architecture
improve adaptability and generalization in rapidly changing scenarios? (3) What implications do
these architectural choices have for the development of prosocial behaviours in complex multi-agent
settings?
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We evaluate our proposed architecture in varied, unpredictable social settings within Melting Pot
2.0 [15], which provides a comprehensive evaluation protocol measuring agents’ ability to generalize
to novel social partners in diverse test scenarios with various social interdependencies and mixed
incentives [16]. This approach aligns with our objective to investigate multi-agent dynamics in
complex, socially-rich environments, emphasizing the importance of adaptability and generalization
in the presence of unseen policies.

2 Methods

Our on-policy multi-agent algorithm draws inspiration from the pioneering work of Yu et al. 2022 who
specifically tailored Proximal Policy Optimization (PPO) for multi-agent settings [17]. We leverage a
modified version of shared parameter PPO combined with a centralized value function in a multi-agent
context, termed MAPPO. Additionally, we employ decentralized, independent PPO (IPPO) to ensure
our agents remain both collaborative and autonomous to the degrees required for skillful performance
in various situations. In our benchmark environments, using MAPPO, our agents share a common
global observation for the value network, and local information is fed to each agent’s policy network.
Previous studies have observed that using centralized value functions— due to the inclusion of the
full global state —can facilitate value learning (e.g. by making credit assignment problems more
tractable). Additionally, we incorporate Generalized Advantage Estimation (GAE) [18], advantage
normalization, value-clipping, and value normalization, to enhance the stability of value learning.

The architectures of both actors and critics are specially designed for processing input images. This
processing begins with convolutional layers, essential for extracting spatial feature hierarchies from
the images. Following this, the extracted features undergo positional encoding using high-fidelity
Fourier features. This step is instrumental in embedding a detailed representation of the position in the
input units. This method ensures that each unit’s activity is meaningfully correlated with a particular
semantic or spatial context. The image encoders in both architectures embed the pixels of local (Ol

t)
and global (Og

t ) observations into low dimensional features. Subsequently, the architecture channels
output from this process into a Recurrent Independent Mechanism (RIM) [19] or SChema/Object-File
Factorization (SCOFF) [20], both of which are cognitively inspired methods that disentangle different
objects and operations to improve the models’ learning efficiency and generalization (see details in
Algorithm 1). We do not apply masking to these parts of our architecture.

3 Results

Our preliminary results are on two environments of Melting Pot 2.0: Harvest and Territory Rooms,
associated respectively with cooperative and competitive social behaviors. The Figure 1 shows
the evolution of reward for three models of increasing complexity, from the traditional baseline to
architecture using attention. According to our hypothesis, the latter performs the best. Interestingly,
the model with attention seems to perform even better in the cooperative environment (Harvest).
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Figure 1: Evolution of reward during learning for three illustrative models and two substrates
of Melting Pot 2.0. BASELINE (black) is the classic architecture. ENTROPY (blue) is like the
BASELINE model but with a term in the loss to nudge exploration in agents. Finally, ATTENTION
(red) is the model with attention mechanisms. Thick lines indicate the average rewards across agents.
Shaded areas indicate the minimum and maximum rewards. Bottom blue and red stripes indicate the
statistical differences with BASELINE reward for respectively ENTROPY and ATTENTION models.
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4 Conclusion

In summarizing our work, the advanced architecture of our MARL model, incorporating attention
mechanisms and recurrent neural networks, demonstrates a promising approach to designing social
artificial agents. Due to these complexities and our present resource constraints, we were unable
to exhaustively explore the full potential of our model within the competition deadline timeframe.
However, moving forward, we intend to conduct a rigorous and comprehensive investigation of its
capabilities, aiming to uncover and leverage its full spectrum of functionalities. We hope that this
research yields deeper insights and enhanced performance, aligning with our commitment to trying
to contribute to the field of multi-agent reinforcement learning and social Neuro-AI. We eagerly
anticipate engaging with the NeurIPS and broader machine learning community to share our progress,
foster collaborations, and drive forward the frontiers of cooperative AI.

Algorithm 1 RIM (SCOFF)-MAPPO

1 Initialize θ, the parameters for policy π and ϕ, the parameters for critic V , using Orthogonal initialization
2 Set learning rate α
3 while step≤ stepmax do
4 set data bufferD = {}
5 for actor i = 1, . . . , batch_size do
6 τ = [] empty list
7 Encode observation zlt = ψπ(O

l
t), positional encoding and initialize h(1)

0,π · · ·h
(n)
0,π actor RIM (SCOFF) hidden states

8 Encode observation zgt = ψV (Og
t ), positional encoding and initialize h(1)

0,V · · ·h
(n)
0,V critic RIM (SCOFF) hidden states

9 for t = 1 · · ·T do
10 for all agent a do
11 p

(a)
t , h

(a)
t,π = π

(
zlt(a), h

(a)
t−1,π ; θ

)
12 u

(a)
t ∼ p(a)

t

13 v
(a)
t , h

(a)
t,V = V

(
zgt (a), h

(a)
t−1,V ;ϕ

)
14 end for
15 Execute action ut, observe rt, zt+1, Ot+1

16 τ+ = [zgt , z
l
t,Ot, ht,V , ht,π, ut, rt, z

g
t+1, z

l
t+1,Ot+1]

17 end for
18 Compute advantage estimate Â via GAE on τ , using PopArt
19 Compute reward-to-go R̂ on τ and normalize with PopArt
20 Split trajectory τ into chunks of length L
21 for l = 0, · · · , T//L do
22 D = D

⋃(
τ
[
l : l + T, Â[l : l + L], R̂[l : l + L]

])
23 end for
24 end for
25 for mini-batch k = 1, · · · , K do
26 b← random mini-batch from D with all agent data
27 for each data chunk c in the mini-batch b do
28 update RIM (SCOFF) hidden states for π and V from first hidden state in data chunk
29 end for
30 end for
31 Adam update θ on L(θ) with data b
32 Adam update ϕ on L(ϕ) with data b
33 end while
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