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Abstract
Traditional text-based person ReID assumes that
person descriptions from witnesses are complete
and provided at once. However, in real-world
scenarios, such descriptions are often partial or
vague. To address this limitation, we introduce a
new task called interactive person re-identification
(Inter-ReID). Inter-ReID is a dialogue-based re-
trieval task that iteratively refines initial descrip-
tions through ongoing interactions with the wit-
nesses. To facilitate the study of this new task,
we construct a dialogue dataset that incorporates
multiple types of questions by decomposing fine-
grained attributes of individuals. We further pro-
pose LLaVA-ReID, a question model that gener-
ates targeted questions based on visual and textual
contexts to elicit additional details about the target
person. Leveraging a looking-forward strategy,
we prioritize the most informative questions as su-
pervision during training. Experimental results on
both Inter-ReID and text-based ReID benchmarks
demonstrate that LLaVA-ReID significantly out-
performs baselines.

1. Introduction

Never trust to general impressions, my boy, but concentrate your-
self upon details.

Sherlock Holmes

Imagine Sherlock Holmes standing in a dimly lit room, ques-
tioning a witness to a recent crime. The witness, nervous but
determined, recounts the few fleeting moments he observed
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Was he carrying anything
besides a black bag?

Oh! Yes, he is carrying 
a purple cloth bag!

Got it!

He was wearing a
dark pants.

What color of pants was
he wearing?Witness

LLaVA-ReID

The man who took my jewelry was tall,
perhaps 6 feet, wearing a plaid shirt

and carrying a black bag.

Witness

Witness

LLaVA-ReID

LLaVA-ReID

...

...

...

Figure 1. An illustrated example of interactive person re-
identification. The red circles highlight the distinctive details
in the candidate images that the inquiry process needs to focus on.

the suspect: “The man was tall, perhaps 6 feet, wearing a
plaid shirt and carrying a black bag”, as depicted in Figure 1.
For Holmes, ever the skeptic, vague impressions are never
enough and every detail matters. He investigates further:
“What color of pants was he wearing? Was he carrying
anything besides a black bag? Did he limp or walk with a
peculiar gait?” Much like an artist refining a blurry sketch,
Holmes sharpens the picture of the suspect through targeted
inquiries about details, gradually uncovering the full truth.

Consider Holmes is equipped with an interactive tool, a
system designed to help him ask increasingly refined and
precise questions based on the witness’s evolving descrip-
tion and the candidate suspects assessed from these clues.
Rather than passively accepting general descriptions, this
tool empowers Holmes to analyze both the description and
the candidate suspects, dynamically adapting questions in
real time. By guiding the witness to recall specific, crucial
details about the suspect’s appearance or behavior, the sys-
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tem continuously refines the portrayal of the suspect with
each response, enabling Holmes to pinpoint the criminal
more effectively.

In this paper, we introduce interactive person re-
identification (Inter-ReID), a framework that learns to do the
same: iteratively refines an initial description through ongo-
ing interaction with the witness. To the best of our knowl-
edge, no prior work has explored this new problem and
the closest paradigm is text-based person ReID (T-ReID).
However, T-ReID (Ye et al., 2021; Ding et al., 2021; Zuo
et al., 2024) is fundamentally different, as it assumes a
static, single-shot description provided in isolation. In con-
trast, Inter-ReID closely mirrors real-world scenarios, where
initial descriptions are often partial and vague, requiring in-
teractive refinement to accurately identify the target person.

To facilitate the study of this novel task, we construct a new
dataset, Interactive-PEDES, which incorporates: i) coarse-
grained descriptions to simulate the initial, partial queries
provided by witnesses, ii) fine-grained descriptions that
capture rich, detailed visual characteristics, simulating the
witness’s latent memories, and iii) multi-round dialogues de-
rived by decomposing fine-grained descriptions into diverse
questions, addressing detailed attributes of individuals.

In addition to the dataset, we address the challenge of gen-
erating specific and targeted questions to improve accuracy
and adaptability, focusing on two core aspects: i) Represen-
tative Candidate Selection: we design a hard-pass selection
model that identifies a subset of representative candidates
from the gallery, emphasizing the critical differences be-
tween individuals. ii) Informative Question Generation:
leveraging the distinct attribute-based questions provided in
Interactive-PEDES, we propose a looking-forward strategy
to dynamically select the most informative questions as su-
pervision based on their potential information gain in each
round of interaction. The contributions of this paper are as
follows:

• We introduce a new task, Interactive Person Re-
Identification, which goes beyond traditional T-ReID by
incorporating interaction with witnesses to improve both
accuracy and adaptability. To support this task, we con-
struct a tailored dataset featuring multi-round dialogues,
enabling more effective training and evaluation of Inter-
ReID systems.

• We propose LLaVA-ReID, a multi-image question gen-
erator capable of identifying fine-grained differences be-
tween collections of images, leveraging both visual and
textual contexts from candidate persons and dialogue his-
tory. Comprehensive experiments demonstrate that our
method not only enhances performance in Inter-ReID but
also benefits existing T-ReID tasks.

2. Related Work
2.1. Text-to-Image Person Re-identification

Person re-identification has gained significant attention as
a critical task in surveillance and security systems (Ye
et al., 2021), focusing on matching individuals across non-
overlapping camera views (Yang et al., 2022) and varying
modalities (Ye et al., 2020; Gong et al., 2024; Shi et al.,
2024). Among the diverse Re-ID challenges, text-to-image
ReID aims to retrieve the corresponding image of a person
based on textual descriptions. The primary challenge lies
in effectively aligning fine-grained visual features with lan-
guage descriptions in a joint embedding space. Existing
methods can be broadly categorized into two approaches:
network architecture design and training objective design.
The first category (Li et al., 2017; Gao et al., 2021; Shao
et al., 2022) focuses on developing fine-grained fusion net-
works such as multi-scale interaction (Yan et al., 2023)
mechanisms to encourage the alignment of visual details.
The second category introduces auxiliary tasks to improve
the fine-grained alignment between body regions and textual
entities, such as random masking (Jiang & Ye, 2023; Bai
et al., 2023), color prediction (Wu et al., 2021; Gong et al.,
2022), and attribute prediction (Zuo et al., 2023).

These approaches typically assume that descriptions are
complete and well-structured. However, in real-world sce-
narios, witnesses rarely provide a detailed and comprehen-
sive account of the target person’s appearance, often result-
ing in partial and vague descriptions. To address this limita-
tion, we propose an interactive ReID framework that incor-
porates multiple rounds of dialogue between the witness and
the retrieval system. This iterative process enables the sys-
tem to refine the initial description by actively engaging the
witness with targeted questions. Through active question-
ing, our system uncovers missing details, thus improving
retrieval performance. While some recent works (Tan et al.,
2024; Zuo et al., 2024; 2023) attempt to annotate more fine-
grained descriptions, they focus on improving fine-grained
alignment rather than guiding the witness to supplement
overlooked details through a dialogue-based approach.

2.2. Interactive Cross-Modal Retrieval

Interactive cross-modal retrieval involves refining the initial
query by engaging the user to provide additional informa-
tion or clarification. Several studies have introduced inter-
active mechanisms in text-to-image retrieval (Levy et al.,
2023; Lee et al., 2024; Zhu et al., 2024) and text-to-video
retrieval (Madasu et al., 2022; Liang & Albanie, 2023),
investigating various interaction formats (Kovashka et al.,
2015; Cai et al., 2021; Lee et al., 2021; Ding et al., 2025).
Among these formats, question-answering using free-form
text dialogue has shown the most promise, as it closely mir-
rors the natural way humans interact (Madasu et al., 2022).
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Step 1: 
Coarse-to-fine Captioning

Step 2: 
Sub-caption Decomposition

Step 3: 
Dialogue Generation

Initial Description:
The woman wears a long black coat with a 
scarf and carries a bag.

Fine-grained Description:
The woman wears a long black coat with a 
scarf and carries a bag.  She wears olive 
green, wide-legged pants.  On her feet is
black slip-on shoes with  a distinctive
leopard print detail.  She carries  a large
tote bag in shades of gray and purple. Her
hair was long, flowing down her back, and
it seemed to be a light brown shade. She
has a slim build ...

3. She carries a large tote bag in shades
of gray and purple.

2. On her feet are black slip-on shoes
with a distinctive leopard print detail.

1. The woman wears olive green, wide-
legged pants. Q2: Does her shoes have any specific features?

A2: Yes, her shoes have a leopard print detail.

Q3: Is she carry a navy blue bag?
A3: No, she carries a tote bag in shades of gray
and purple.

Q1: Can you describe her pants?
A1: She wears olive green, wide-legged pants.

Describing
Instruction

Initial Description Excluding

Phrases Splitting

Initial Description Follow-up Description

Coarse- & Fine-Grained Describing

Follow-up Description

Pants Shoes Bag

Yes/No
Question

Descriptive
Question

Multiple-Choice
Question

Diverse Question Selecting

Q&A Pair Formulating

4. Her hair was long, and it seemed
to be a light brown shade.

Q4: What can you tell me about her hair?
A) medium-length B) long and brown
C) short and curly    D) Not sure

Hair

Figure 2. Illustration of our automated dialogue data construction pipeline. Step 1: Generate coarse and fine-grained descriptions. Step 2:
Decompose follow-up descriptions into distinct attributes. Step 3: Formulate diverse Q&A pairs.

For example, SimIRV (Liang & Albanie, 2023) designs a
heuristic question generator that asks about the attributes of
objects in the image. Inspired by the context-aware capabil-
ities of large language models (LLMs), ChatIR (Levy et al.,
2023) leverages LLMs to generate the next question based
on few-shot examples. More recently, PlugIR (Lee et al.,
2024) proposes further enhancing performance by filtering
redundant questions and rewriting the user query.

However, these methods primarily focus on general appli-
cation scenarios and lack the domain-specific knowledge
required for fine-grained retrieval tasks (Lin et al., 2023).
To address this, we introduce the first customized dataset
for training and evaluating Inter-ReID. The dataset includes
subtle clothing features, accessories, and other distinctive
attributes, enabling the questioner to effectively handle the
nuances between individuals. Furthermore, we propose a
question generator based on the large multi-modal model (Li
et al., 2024b), which integrates both visual and textual con-
texts from candidate images and dialogue inputs. In contrast,
existing methods first transform images into textual descrip-
tions using image caption models (Li et al., 2022), which
might lack the fine-grained visual details and multi-modal
perception required for context-aware question generation.

3. Interactive-PEDES
In this section, we introduce our interactive person re-
identification dataset, Interactive-PEDES. We first define
the interactive person re-identification task (Section 3.1) and
then describe the creation of the dataset (Section 3.2).

3.1. Interactive Person Re-Identification

Interactive person re-identification is a multi-round dialogue
and retrieval process where an interactive system collabo-
rates with a witness to identify the target person Igt from
an image gallery G = {I1, I2, . . . , Im} using dialogue. The
process begins with the witness providing an initial textual
description T of the target person. However, this initial de-
scription is often incomplete or vague, necessitating further
clarification. To address this, the system employs iterative
dialogue: in each round t, it generates a question Qt to guide
the witness in recalling additional details about the target
person. The witness responds to Qt with an answer At, and
the resulting question-answer pair is incorporated into the
dialogue context Dt = {T, (Q1, A1), . . . , (Qt, At)}, which
is used to identify the target person.

By leveraging the accumulated dialogue context, the system
continuously refines its understanding of the target person,
improving both retrieval accuracy and the generation of
more precise, discriminative questions. This interactive cy-
cle repeats until the target person is identified or a predefined
maximum number of rounds is reached.

3.2. Dataset Construction

To simulate real-world scenarios where witnesses provide in-
cremental and useful feedback, Interactive-PEDES includes
both person images and corresponding dialogue for retrieval
tasks. The dataset comprises 54,749 images of 13,051 indi-
viduals, collected from CUHK-PEDES (Li et al., 2017) and
ICFG-PEDES (Ding et al., 2021). Each image is annotated
with a dialogue that includes an initial description and an in-
teractive dialogue detailing the person. The construction of
the dataset involves three key steps: coarse-to-fine caption-
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ing, sub-caption decomposition, and dialogue generation, as
illustrated in Figure 2.

Step 1: Coarse-to-Fine Captioning To generate dia-
logues in Inter-ReID, it is essential to define both the general
impression and also more specific finer attributes that could
recalled by the witness. For this purpose, we propose a
coarse-to-fine captioning strategy utilizing GPT-4o (Hurst
et al., 2024). Specifically, we first generate coarse-grained
descriptions (i.e., initial description T ) that primarily fo-
cus on the overall appearance of the person, using the in-
structions randomly sampled from Table 5. Coarse-grained
descriptions are typically brief and concise, simulating the
initial high-level descriptions provided by the witness. Next,
we generate fine-grained descriptions F based on the initial
descriptions, using the detailed prompt in Table 6. Fine-
grained descriptions delve deeper into the details of the
person, including attributes such as distinctive logos, acces-
sories, hairstyle, walking posture, and even the environment
or surroundings in which the witness encounters the person.
Fine-grained descriptions are designed to simulate the latent
memories of a witness, capturing distinguishing features
that contribute to identifying the target person.

Step 2: Sub-Caption Decomposition This step divides
fine-grained descriptions into sub-captions to facilitate the
construction of question-answer pairs in Step 3. Two key
principles guide the creation of sub-captions: i) they must
address specific details not mentioned in the initial descrip-
tion, and ii) each sub-caption should focus on a single and
distinct aspect of the person. To achieve this, we first remove
the information already provided in the initial description to
generate a follow-up description that emphasizes the unex-
plored details. Next, we decompose the follow-up descrip-
tion into non-overlapping sub-captions using the prompt in
Table 7. Each sub-caption represents a unique aspect of the
person’s features and ensures that no redundant questions
will be asked.

Step 3: Dialogue Generation To simulate real-world
inquiry scenarios, we design diverse fine-grained ques-
tions, categorized into three types: descriptive questions
(50%), yes/no questions (40%), and multiple-choice ques-
tions (10%). The questions are carefully crafted to extract
detailed information from the sub-captions generated in Step
2, ensuring both diversity and depth in the dialogue. The
corresponding prompt for generating each question Q and
its answer A is provided in Table 8 and the order of Q&A
pairs within the dialogue Dt is randomly chosen.

Descriptive Questions encourage the witness to describe
details in their own words, promoting a richer and more
natural response. For example, a question like “Can you
tell me about the style of the young man’s coat?” allows the

witness to provide specific information.

Yes/No Questions present an assumption about the target
person, prompting the witness to confirm or deny the pres-
ence of a particular feature. As Agatha Christie wrote in
Dumb Witness, “I have often had occasion to notice how,
where a direct question would fail to elicit a response, a
false assumption brings instant information in the form of a
contradiction.” Even when the assumption is incorrect, such
questions can help stimulate the witness’s memory about
specific aspects of the target person. To simulate real-world
scenarios, we design questions that could elicit either “yes”
or “no” answers, ensuring a balanced and realistic mix of
both correct and incorrect assumptions.

Multiple-choice Questions provide the witness with a set
of options to choose from. The alternatives are carefully
crafted to include subtle differences between features, such
as dark brown vs. deep chestnut color. This format simpli-
fies the witness’s decision-making process while emphasiz-
ing specific and nuanced distinctions.

Finally, we construct the Interactive-PEDES dataset with
an average of 9 dialogue rounds per image. The training set
comprises 47,376 images corresponding to 11,543 identities,
while the test set includes 7,373 images representing 1,508
identities. Additional details are provided in Appendix A.

4. LLaVA-ReID
In this section, we introduce our interactive person re-
identification framework in Section 4.1 and provide a de-
tailed explanation of our selective multi-image questioner
(LLaVA-ReID) in Section 4.2.

4.1. Interactive ReID Framework

The interactive person re-identification framework con-
sists of three main components: a Retriever, a Questioner
(LLaVA-ReID, acting as Holmes’s assistant), and an An-
swerer. Retriever identifies the target person by retrieving
the person who best matches the descriptions from the im-
age gallery. The Questioner generates discriminative and
context-aware questions to elicit additional details about
the target person. The Answerer simulates the role of the
witness by responding to the questions with relevant infor-
mation. This framework leverages iterative and interactive
refinement of the description to enhance the precision of
person re-identification.

Retriever is a dual-stream network (Radford et al., 2021)
that encodes the dialogue descriptions and person images
into a shared cross-modal space using a pre-trained vi-
sual encoder ϕv and textual encoder ϕt. Specifically,
the visual encoder ϕv first encodes the image gallery
G = {I1, I2, . . . , Im} into embeddings {f1, f2, . . . , fm}
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Image
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Text
Encoder 
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Instruction

0

Retriever
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Target Person

Selector Head        
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a gray coat."
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Figure 3. (Left) The framework of interactive person re-identification. The Retriever encodes gallery images and the description, providing
retrieval results and the relevant candidates to the Questioner. The Questioner generates discriminative questions based on the description
and the candidates. The Witness provides the corresponding information in response to these questions. (Right) The architecture of the
selector. The selector chooses the most representative candidates from the top-k person based on textual information.

in advance. The textual encoder ϕt encodes the context
descriptions at the t-th round into an embedding zt =
ϕt({T,A1, . . . , At}). The matching probability of the i-
th person is computed as:

p(Ii|Dt) =
exp sim(zt, fi)∑m
j exp sim(zt, fj)

, (1)

where sim(·, ·) denotes the cosine similarity. The retrieval
result I∗ is the image with the highest similarity, defined as
I∗ = argmaxi p(Ii|Dt).

Questioner is a large multimodal model (LMM) that gener-
ates specific questions Qt based on the currently collected
information, including the dialogue Dt−1 and the candidate
set Ct−1 retrieved from the person gallery. The candidate
set should include representative individuals and encourage
Questioner to effectively generate refined and contextually
relevant questions.

Answerer is a large language model (LLM) that simulates
the role of the witness. It receives questions and provides
answers based on its memory (i.e., the fine-grained descrip-
tions F ). An LLM is employed instead of an LMM since,
in real-world scenarios, witnesses rely on recollections F
rather than directly viewing images of the target person.
This aligns with the LLM’s strength in processing and gen-
erating detailed text-based information. The prompt of An-
swerer is placed in Table 10.

4.2. Selective Multi-image Questioner

In this work, we develop a Questioner capable of generating
increasingly refined and discriminative questions by leverag-
ing both visual and textual contexts. Specifically, given the
candidate set and the dialogue history from round t− 1, the
Questioner generates the question Qt with the maximum
likelihood which is given by:

p(Qt|Ct−1,Dt−1) =

N∏
i

p(qi|q1:i−1, Ct−1,Dt−1), (2)

where qi is the i-th token of the generated question Qt. To
improve efficiency and relevance, the Questioner processes
a concatenated input comprising candidate individuals, dia-
logue history, and instruction for question generation:

[Images][Dialogue][Instruction], (3)

where the instruction is randomly sampled from Table 9.

Notably, effective question generation involves addressing
two fundamental challenges:

i) Image Selection: Which images should be chosen as
context to help the Questioner identify specific attributes
and generate targeted questions?

ii) Question Selection: How to determine the optimal se-
quence of questions from the dataset to maximize informa-
tion gain and uncover critical details overlooked in previous
dialogue rounds?

5



LLaVA-ReID: Selective Multi-image Questioner for Interactive Person Re-Identification

To address these challenges, we propose LLaVA-ReID, a
selective multi-image Questioner that integrates Selective
Visual Context and Looking-Forward Supervision to effec-
tively tackle both challenges.

4.2.1. SELECTIVE VISUAL CONTEXT

The differences between candidate persons offer valuable
insights for distinguishing the target person and are essen-
tial for enabling the Questioner to generate effective and
discriminative questions. However, existing interactive re-
trieval methods often neglect this aspect, typically relying
on top-k selection (Liang & Albanie, 2023; Madasu et al.,
2022) or k-means clustering (Lee et al., 2024) of candi-
dates. Specifically, top-k selection can limit the diversity
of uncertain candidates in the gallery, reducing the range
of potential questions the Questioner can generate while
k-means clustering may fail to preserve fine-grained dis-
tinctions between candidates. Additionally, existing large
multi-modal models struggle to process extensive image
collections due to limited context understanding and com-
putational constraints (Wu et al., 2024). Applying token
reduction methods might damage the fine-grained features.

To address the above challenges, we propose a multi-image
Questioner built on the LMM framework LLaVA (Li et al.,
2024b), incorporating a novel hard-pass selection model
preceding its vision encoder. The selection model identifies
a subset of representative candidates from the gallery based
on their relevance to the dialogue context, enabling the
Questioner to focus on the most informative visual inputs.
The structure of our selector is illustrated in Figure 3.

Specifically, we first retrieve the top k most relevant person
from the gallery given the current dialogue context Dt using
the Retriever model,

T = {Ii | i ∈ top-k(sim(zt, fi))}. (4)

Next, we feed the image embeddings and the dialogue em-
beddings into a shallow Transformer encoder ϕs, enabling
deep interaction between visual and textual modalities:

v = ϕs(fc; zt), (5)

where fc = {fi|Ii ∈ T } denotes the embeddings of the
candidate set T . Here, v represents the conditional selection
embeddings of each candidate person based on the textual
dialogue. We treat the candidates as an unordered set and
do not apply positional embeddings.

We then pass v through a linear layer ϕh to predict the
final selection weight for each candidate person, i.e., w =
Softmax (ϕh (v)). The final candidates sent to the LMM
are the top-c candidates with the highest weights:

C = {Ii|i ∈ top-c(w)}. (6)

To enable the selector to explore more possible combi-
nations during the training stage, we employ a differen-
tiable random sample strategy, namely, Gumbel-top-k relax-
ations (Xie & Ermon, 2019). Specifically, given k persons
with weights w, the probabilities of sampling a sequence
Sordered of c candidates without replacement are defined as
follows:

p(Sordered|w) =
wi1

Z

wi2

Z −wi1

· · · wic

Z −
∑c−1

j=1 wij

, (7)

where Z =
∑k

i wi is the normalizing constant and the
subscript i1 denotes the first selected candidate in the subset
C. The expected probability of sampling C is the sum over
all permutations of candidates in C:

C ∼ p(C|w) =
∑

Sordered∈Π(C)

p(Sordered|w), (8)

where Π(·) denotes the set of all permutations. To build a
differentiable subset, we perturb the weights w by adding
Gumbel noise, i.e., wi = wi+gi where gi ∼ Gumbel(0, 1),
and apply the re-parameterization trick to ensure the gra-
dient flow is preserved throughout the sampling process.
The selection model is supervised using the loss function
derived from the looking-forward supervision introduced in
the following section.

4.2.2. SELECTIVE SUPERVISION BY LOOKING-FORWARD

Although the constructed Q&A pairs in our interactive
dataset Interactive-PEDES can serve as supervision, they
are inherently an unordered set. Different questions yield
varying levels of information gain depending on the current
retrieval results. For example, if most candidate person
are wearing dark pants, asking about the color of the pants
might provide little discriminatory power, even though pants
are an important attribute for identification. Conversely, if
the candidates differ significantly in terms of accessories,
asking about accessories could significantly narrow down
the candidates. Thus, determining the optimal sequence of
questions is critical to maximizing information gain.

A straightforward approach to this problem is to enumerate
all possible permutations of question sequences and evalu-
ate their impact exhaustively. However, the complexity of
this brute-force strategy grows factorially with the number
of rounds, i.e., O(t!), making it computationally infeasi-
ble. To address this, we propose a one-step looking-forward
strategy that dynamically evaluates the information gain
of each candidate question in the current round. This ap-
proach selects the most informative question based on its
impact on the retrieval rank of the target person, avoiding
the combinatorial explosion of full permutations.

Specifically, let S be the questions prepared in our dataset,
and Qt−1

pre be the questions asked in the previous t−1 rounds,
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Table 1. Comparison to state-of-the-art interactive retrieval methods on Interactive-PEDES. “Initial” denotes using the initial description
without interaction. Our method is marked in gray . A lower BRI indicates better performance.

Method
Round 3 Round 5

BRI ↓
R@1 R@5 R@10 mAP R@1 R@5 R@10 mAP

Initial 35.86 55.17 64.57 32.80 35.86 55.17 64.57 32.80 -
SimIRV (Liang & Albanie, 2023) 50.45 73.39 82.49 41.00 61.27 82.00 88.36 46.53 1.024
ChatIR (Levy et al., 2023) 57.85 78.69 86.08 44.92 63.86 83.81 89.84 48.05 0.935
PlugIR (Lee et al., 2024) 60.34 81.34 87.89 47.28 65.44 85.33 91.01 49.89 0.849
LLaVA-ReID (Ours) 63.96 84.70 91.27 48.45 73.20 90.62 95.95 53.31 0.719

with Q0
pre = ∅ initially. At round t, we iterate through all

candidate questions and append the corresponding answer
to the description. We evaluate the impact of each question
based on the retrieval rank of the target person. The ques-
tion that yields the highest retrieval rank is selected as the
supervision for the current round. Formally, the optimal
question is determined as:

Q∗
t = argmax

Qi∈(S\Qt−1
pre )

rank (Igt, {T,A1, . . . , At−1, A
∗
t }) ,

(9)
where rank represents the retrieval rank of the target person
Igt based on the context with the looking-forward descrip-
tion. The Questioner is then optimized using the negative
log-likelihood (NLL) loss:

LNLL = − log p (Q∗
t | Ct−1,Dt−1) . (10)

This strategy ensures that the supervision dynamically
adapts to retrieval results, prioritizing questions that pro-
vide the most information gain.

5. Experiments
In this section, we first introduce the details of the implemen-
tation of our approach. We then evaluate its performance
on Inter-ReID, comparing it with interactive cross-modal
retrieval methods. Next, we integrate our method into exist-
ing T-ReID frameworks to demonstrate its transferability in
enhancing standard text-based retrieval. Finally, we conduct
analysis studies and present qualitative results for further
evaluation.

5.1. Implementation Details

For the Retriever, we adopt CLIP (Radford et al., 2021) as
the backbone and train it using the IRRA (Jiang & Ye, 2023)
framework with fine-grained descriptions from Interactive-
PEDES. For the Questioner, we build our model on LLaVA-
OneVision-Qwen2-7B-ov (Li et al., 2024a) and fine-tune it
using QLoRA (Dettmers et al., 2023). For the Answerer, we
use Qwen2.5-7B-Instruct (Team, 2024) to emulate witness
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Figure 4. Retrieval performance v.s. Number of queries. The solid
line denotes the R@1 and the dashed line denotes the R@5.

responses. We select 4 candidate images using our selector
and set the maximum number of interaction rounds to 5.
Module structures, training details, and evaluation metrics
are provided in Appendix C.

5.2. Interactive Person Re-Identification

We compared our method against three state-of-the-art in-
teractive cross-modal retrieval baselines: i) SimIRV (Liang
& Albanie, 2023) is a heuristic method that extracts objects
from the initial description and then generates detailed ques-
tions about these objects. ii) ChatIR (Levy et al., 2023)
instructs pre-trained LLMs using multiple dialogue exam-
ples to guide the model to predict the next question. iii)
PlugIR (Lee et al., 2024) selects candidates using k-means
clustering and generates the next question based on the
textual descriptions of these images. A filtering process iter-
atively removes redundant questions until a suitable one is
selected, making this approach computationally inefficient.

As shown in Table 1, LLaVA-ReID achieves superior per-
formance compared to baselines. In particular, it improves
R@1 by 28.1% and 37.34% after 3 and 5 rounds of inter-
action (compared to Initial), respectively. Notably, LLaVA-
ReID significantly outperforms the recent state-of-the-art
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Table 2. Performance comparison of integration with existing T-ReID methods on three benchmarks.

Method
CUHK-PEDES ICFG-PEDES RSTPReid

R@1 R@5 R@10 mAP R@1 R@5 R@10 mAP R@1 R@5 R@10 mAP

CFine (Yan et al., 2023) 69.57 85.93 91.15 - 60.83 76.55 82.42 - 50.55 72.50 81.60 -
RaSa (Bai et al., 2023) 76.51 76.51 94.25 69.38 65.28 80.40 85.12 41.29 66.90 86.50 91.35 52.31
APTM (Yang et al., 2023) 76.53 90.04 94.15 66.91 68.51 82.99 87.56 41.22 67.50 85.70 91.45 52.56
AUL (Li et al., 2024c) 77.23 90.43 94.41 - 69.16 83.32 88.37 - 71.65 87.55 92.05 -

IRRA (Jiang & Ye, 2023) 73.38 89.93 93.71 66.13 63.46 80.25 85.82 38.06 60.20 81.30 88.20 47.17
+ LLaVA-ReID 78.51 92.43 95.67 70.61 67.44 82.91 87.69 40.60 69.85 88.10 92.55 54.92

RDE (Qin et al., 2024) 75.94 90.14 94.12 67.56 67.68 82.47 87.36 40.06 65.35 83.95 89.90 50.88
+ LLaVA-ReID 79.39 93.02 95.96 71.70 69.98 84.32 88.60 42.12 72.00 88.95 93.55 56.06

method PlugIR, achieving improvements of 7.76% in R@1.
Moreover, our method attains the lowest BRI (Lee et al.,
2024), which measures the interaction efficiency and rank-
ing improvement. This demonstrates the effectiveness of our
method in refining retrieval results with fewer interactions.
To further analyze retrieval performance across interaction
rounds, we place the visualization results in Figure 4. While
all methods benefit from iterative questioning, our approach
exhibits the most significant performance gains, highlight-
ing its ability to refine retrieval through more effective and
targeted inquiries.

5.3. Integration with Text-based ReID

We further integrate LLaVA-ReID into existing T-ReID
frameworks and evaluate its transferability on T-ReID bench-
marks, including CUHK-PEDES (Li et al., 2017), ICFG-
PEDES (Ding et al., 2021) and RSTPReid (Zhu et al., 2021).
Specifically, we use the dataset annotations as the initial
descriptions and conduct a 5-round interaction to refine the
retrieval process. After the interaction, we encode the initial
description using the existing T-ReID model, process the
dialogue with our Retriever, and re-rank the matching scores
by averaging the similarity. In this setup, T-ReID models
capture the static initial descriptions, while our approach
extracts additional details through interactive refinement.

As shown in Table 2, integrating our method into
IRRA (Jiang & Ye, 2023) and RDE (Qin et al., 2024),
where 5-round interaction consistently enhances perfor-
mance across different methods and benchmarks, achiev-
ing an average R@1 improvement of 5.19%. Notably, our
significant improvements on ICFG-PEDES, a dataset with
human-annotated fine-grained descriptions, reveal that par-
tial and vague descriptions remain inevitable, even when
annotators are instructed to provide as much detail as possi-
ble. This highlights the necessity of interactive refinement
to achieve more accurate and reliable ReID in real-world
scenarios.

Table 3. Analysis of image and question selection strategy.

Settings R@1 R@5 R@10 BRI ↓

Candidate

k-means 72.51 90.08 94.59 0.727
uniform 72.70 90.06 94.60 0.735
top-k 72.53 89.78 94.22 0.740
selector 73.20 90.62 95.95 0.719

Question
random 72.25 89.69 94.48 0.813
look-forward 73.20 90.62 95.95 0.719

5.4. Analysis of Image and Question Selection

We conduct an analysis study to evaluate the impact of dif-
ferent selection strategies for candidate images and target
questions. For candidate selection, we compare our pro-
posed selector with top-k (Liang & Albanie, 2023; Madasu
et al., 2022), k-means (Lee et al., 2024), and uniform sam-
pling. Top-k selects the k images with the highest similarity
scores. k-means clusters the gallery and selects the closest
sample from each centroid as representative candidates. Uni-
form sampling randomly selects images as candidates. For
target question selection, we compare our looking-forward
strategy with random sampling to assess the effectiveness of
question selection in refining retrieval. As shown in Table 3,
our selector outperforms the widely used strategies and
highlights the benefits of selecting representative candidates.
Meanwhile, our looking-forward strategy demonstrates its
advantage in dynamically selecting informative questions.

5.5. Qualitative Results

We visualize several retrieval processes in Figures 7 and 8.
As shown, LLaVA-ReID effectively focuses on fine-grained
attributes such as shoes, hair, surroundings, and even makes
assumptions about logos and accessories to refine the re-
trieval process. Specifically, LLaVA-ReID captures key
distinguishing features among candidates, such as the dis-
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tinctive logo on the jacket (round 4 in Figure 7) and the
length of the shirt (round 3 in Figure 8), further validating
the effectiveness of our selection. These examples demon-
strate that LLaVA-ReID can effectively identify and em-
phasize the fine-grained attributes crucial for differentiating
individuals in real-world scenarios.

6. Conclusion
This paper introduces Interactive Person Re-Identification,
a new problem that more closely aligns with real-world sce-
narios by incorporating multi-round dialogue between the
witness and the retrieval system. To support this task, we
propose a specific dataset Interactive-PEDES and propose a
multi-image questioner LLaVA-ReID that leverages both vi-
sual and textual contexts to identify fine-grained differences.
Despite achieving strong performance, challenges remain,
such as the limited ability of the retriever to handle incre-
mental and dialogue-based descriptions. Future research
could further explore these directions.

Impact Statement
The proposed interactive person ReID framework has broad
applications in public spaces such as airports, shopping
centers, and transit hubs, aiding in locating missing children
or elderly individuals. Additionally, this technology can
assist law enforcement in identifying and tracking suspects,
contributing to enhanced public security.

However, the deployment of such systems raises critical ethi-
cal concerns, particularly regarding privacy and surveillance.
Ensuring responsible use requires stringent safeguards, in-
cluding informed consent, data protection measures, and
transparent governance.
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J., Bimbo, A. D., Satoh, S., Sebe, N., Alameda-Pineda,
X., Jin, Q., Oria, V., and Toni, L. (eds.), MM ’22: The
30th ACM International Conference on Multimedia, Lis-
boa, Portugal, October 10 - 14, 2022, pp. 5566–5574.
ACM, 2022. doi: 10.1145/3503161.3548028.

Shi, J., Yin, X., Chen, Y., Zhang, Y., Zhang, Z., Xie, Y., and
Qu, Y. Multi-memory matching for unsupervised visible-
infrared person re-identification. In European Conference
on Computer Vision, pp. 456–474. Springer, 2024.

Tan, W., Ding, C., Jiang, J., Wang, F., Zhan, Y., and Tao,
D. Harnessing the power of mllms for transferable text-
to-image person reid. In IEEE/CVF Conference on Com-

10



LLaVA-ReID: Selective Multi-image Questioner for Interactive Person Re-Identification

puter Vision and Pattern Recognition, CVPR 2024, Seat-
tle, WA, USA, June 16-22, 2024, pp. 17127–17137. IEEE,
2024. doi: 10.1109/CVPR52733.2024.01621.

Team, Q. Qwen2.5: A party of foundation models, Septem-
ber 2024. URL https://qwenlm.github.io/
blog/qwen2.5/.

Wu, T., Biamby, G., Quenum, J., Gupta, R., Gonzalez,
J. E., Darrell, T., and Chan, D. M. Visual haystacks: An-
swering harder questions about sets of images. CoRR,
abs/2407.13766, 2024. doi: 10.48550/ARXIV.2407.
13766.

Wu, Y., Yan, Z., Han, X., Li, G., Zou, C., and Cui, S.
Lapscore: Language-guided person search via color rea-
soning. In 2021 IEEE/CVF International Conference on
Computer Vision, ICCV 2021, Montreal, QC, Canada,
October 10-17, 2021, pp. 1604–1613. IEEE, 2021. doi:
10.1109/ICCV48922.2021.00165.

Xie, S. M. and Ermon, S. Reparameterizable subset sam-
pling via continuous relaxations. In Kraus, S. (ed.), Pro-
ceedings of the Twenty-Eighth International Joint Confer-
ence on Artificial Intelligence, IJCAI 2019, Macao, China,
August 10-16, 2019, pp. 3919–3925. ijcai.org, 2019. doi:
10.24963/IJCAI.2019/544.

Yan, S., Dong, N., Zhang, L., and Tang, J. Clip-driven fine-
grained text-image person re-identification. IEEE Trans.
Image Process., 32:6032–6046, 2023. doi: 10.1109/TIP.
2023.3327924.

Yang, M., Huang, Z., Hu, P., Li, T., Lv, J., and Peng, X.
Learning with twin noisy labels for visible-infrared per-
son re-identification. In Proceedings of the IEEE/CVF
conference on computer vision and pattern recognition,
pp. 14308–14317, 2022.

Yang, S., Zhou, Y., Zheng, Z., Wang, Y., Zhu, L., and Wu, Y.
Towards unified text-based person retrieval: A large-scale
multi-attribute and language search benchmark. In El-
Saddik, A., Mei, T., Cucchiara, R., Bertini, M., Vallejo, D.
P. T., Atrey, P. K., and Hossain, M. S. (eds.), Proceedings
of the 31st ACM International Conference on Multimedia,
MM 2023, Ottawa, ON, Canada, 29 October 2023- 3
November 2023, pp. 4492–4501. ACM, 2023. doi: 10.
1145/3581783.3611709.

Ye, M., Shen, J., J. Crandall, D., Shao, L., and Luo, J.
Dynamic dual-attentive aggregation learning for visible-
infrared person re-identification. In Computer Vision–
ECCV 2020: 16th European Conference, Glasgow, UK,
August 23–28, 2020, Proceedings, Part XVII 16, pp. 229–
247. Springer, 2020.

Ye, M., Shen, J., Lin, G., Xiang, T., Shao, L., and Hoi,
S. C. Deep learning for person re-identification: A survey
and outlook. IEEE transactions on pattern analysis and
machine intelligence, 44(6):2872–2893, 2021.

Zhu, A., Wang, Z., Li, Y., Wan, X., Jin, J., Wang, T.,
Hu, F., and Hua, G. DSSL: deep surroundings-person
separation learning for text-based person retrieval. In
Shen, H. T., Zhuang, Y., Smith, J. R., Yang, Y., César,
P., Metze, F., and Prabhakaran, B. (eds.), MM ’21:
ACM Multimedia Conference, Virtual Event, China, Oc-
tober 20 - 24, 2021, pp. 209–217. ACM, 2021. doi:
10.1145/3474085.3475369.

Zhu, H., Huang, J., Rudinac, S., and Kanoulas, E. En-
hancing interactive image retrieval with query rewriting
using large language models and vision language mod-
els. In Gurrin, C., Kongkachandra, R., Schoeffmann,
K., Dang-Nguyen, D., Rossetto, L., Satoh, S., and Zhou,
L. (eds.), Proceedings of the 2024 International Con-
ference on Multimedia Retrieval, ICMR 2024, Phuket,
Thailand, June 10-14, 2024, pp. 978–987. ACM, 2024.
doi: 10.1145/3652583.3658032.

Zuo, J., Yu, C., Sang, N., and Gao, C. PLIP: language-
image pre-training for person representation learning.
CoRR, abs/2305.08386, 2023. doi: 10.48550/ARXIV.
2305.08386.

Zuo, J., Zhou, H., Nie, Y., Zhang, F., Guo, T., Sang, N.,
Wang, Y., and Gao, C. Ufinebench: Towards text-based
person retrieval with ultra-fine granularity. In IEEE/CVF
Conference on Computer Vision and Pattern Recognition,
CVPR 2024, Seattle, WA, USA, June 16-22, 2024, pp.
22010–22019. IEEE, 2024. doi: 10.1109/CVPR52733.
2024.02078.

11

https://qwenlm.github.io/blog/qwen2.5/
https://qwenlm.github.io/blog/qwen2.5/


LLaVA-ReID: Selective Multi-image Questioner for Interactive Person Re-Identification

Appendix Overview
This supplementary document is organized as follows:

• Sec. A presents the details of our Inter-ReID dataset, Interactive-PEDES.

• Sec. B outlines the instructions for the Questioner and Answerer components in our interactive ReID framework.

• Sec. C provides the experimental details, including implementation specifics and evaluation metrics.

A. Interactive-PEDES Details
In this section, we present additional details about our Interactive-PEDES dataset and provide the prompts used for its
automatic generation.

A.1. Details of the Dataset

In this section, we provide statistics and visualizations for our dataset and compare its description length and word diversity
with other existing T-ReID datasets, as shown in Table 4. Specifically, Interact-PEDES-init and Interact-PEDES-fine refer to
the initial and fine-grained descriptions in our dataset, respectively. Our dataset exhibits a higher level of text granularity,
with an average length of 135 words, compared to other datasets, enabling more detailed and nuanced descriptions. The
distribution of the description length and the dialogue round are shown in Figure 5. Our dataset provides comprehensive
dialogue about the person’s features.

Additionally, we present further visualizations in Figure 6. The left panel displays a word frequency distribution of the first
six words in the generated questions, while the right panel illustrates a word cloud of the fine-grained descriptions, where
the size of each word corresponds to its frequency in the dataset.

Table 4. Statistics of texts in our dataset compared to other existing T-ReID datasets.
Dataset Maximum Length Minimum Length Average Length Unique Words
CUHK-PEDES 112 13 26.6 7470
ICFG-PEDES 84 10 38.7 3102
Interact-PEDES-init 34 6 17.2 2394
Interact-PEDES-fine 193 75 135.4 6255

Figure 5. Distribution of description length (Left) and the dialogue round (Right) in our dataset.

A.2. Prompts for Automatic Dataset Construction

In this section, we present the prompts used for the automatic construction of our dataset, covering the generation of coarse-
and fine-grained descriptions, sub-caption decomposition, and interactive question-answer pairs, as detailed in Tables 5 to 8.
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Figure 6. (Left) Word frequency statistics of question in our dataset. The word order of sentences starts at the center and extends outward.
(Right) Word cloud of fine-grained descriptions. A larger area or font size indicates a higher frequency of occurrence.

Table 5. The list of instructions for coarse-grained description.

Prompts for Coarse-grained Description:

• Describe the person’s clothing in one sentence.

• Generate a brief caption about the clothing in one sentence.

• Generate a brief caption of this person in one sentence. Begin with “I saw a”.

Table 6. The instruction for fine-grained description. The <init query> will be replaced by a generated coarse-grained description.

Prompt for Fine-grained Description:
Describe the person in the image using definitive statements. Focus on identifying and describing the following
entities and attributes:
- Approximate age range.
- Color, type, patterns, and length of their upper and lower clothing, as well as any distinctive logos or details
that stand out.
- Color and type of shoes or other footwear.
- Any items they are wearing, carrying, or holding, along with their colors, types, and patterns.
- Color, length, and style of hair.
- Build and posture.
- Surroundings.
Provide the most direct and lifelike description of this person in a paragraph, as if you are watching this person
in the scenario. Focus on what is visible and what the person doesn’t have that might aid in identifying them.
Avoid using phrases like “The image”, or “The picture”. Use he, she, or descriptive terms (man, woman, boy,
girl, lady) as subject rather than “The person”.
Begin with “<init query>”, and provide more detailed information.
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Table 7. The instruction for sub-caption decomposition.

Prompt for Follow-up Description Splitting:
Given a person’s description, summarize the content of the description into individual sentences. Each
sentence should capture one aspect of the description, ensuring that no information is lost in the splitting
process.
List the sentence as follows:
1. [first sentence]
2. [second sentence]
3. ...

Here is an example:
Description: A young woman, likely in her late teens to early twenties, is walking with a relaxed posture. She
is wearing a dark blue puffer jacket that appears to be zippered with a logo on the back, providing warmth and
comfort. Underneath, the specifics of her lower clothing are not visible, but she has on dark jeans that fit
snugly. Her footwear consists of bright blue athletic shoes, which stand out against the darker tones of his
clothing. She carries a large, dark-colored backpack, which seems practical for daily use. She had long, dark
brown hair that fell past her shoulders, styled straight. The setting is indoors, possibly in a lobby or entrance
area, with a glimpse of outdoor activity visible through the glass, indicating a busy environment.
Sentences:
1. A young woman is in his late teens to early twenties.
2. She is walking with a relaxed posture.
3. She is wearing a dark blue puffer jacket with a logo on the back, that appears to be zippered.
4. Underneath the jacket, the specifics of her lower clothing is not visible.
5. She has dark jeans that fit snugly.
6. Her footwear consists of bright blue athletic shoes.
7. She carries a large, dark-colored backpack.
8. She had long, dark brown hair that fell past her shoulders, styled straight.
9. The setting is indoors, possibly in a lobby or entrance area, with a glimpse of outdoor activity visible
through the glass.

Now split the following description:
Description: <description>
Sentences:
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Table 8. The instruction for dialogue generation, where <subject> will be replaced by ”man” or ”woman” based on the gender of the
person and <question type prompt> is sampled from the question prompts below.

Base Prompt for Q&A Pair Formulating:
You are given a [sentence] describing a visible feature of an image of a <subject>. This may include
details about the <subject>’s appearance, location, or surroundings. Your task is to generate a question
about a feature of the <subject> described in the [sentence] (or details about the location or surroundings)
that could help identify this person in a large collection of images.
The question should sound natural, as if you are asking a witness, without implying that you already know the
answer. Avoid phrases like “in this image” or “How would you describe” and focus on describing visual
features. Use appropriate pronouns (he, she) or descriptive terms (e.g., young man, elderly woman) when
referring to the subject. Then, based on the [sentence], provide a direct and complete answer.
<question type prompt>
[sentence]: <sub caption>

Question Prompts for Each Type:

• Yes/No question with positive answer:
The question should be a yes or no question. Format your response as follows:
Question: [question]
Answer: Yes, [answer]

• Yes/No question with a negative answer:
The question should be a yes or no question that assumes something incorrect about the person. Then
provide a corrective answer based on the original sentence. Format your response as follows:
Question: [question]
Answer: No, [answer]

• Descriptive question:
The question should be a descriptive question that asks for the feature the sentence is describing. Format
your response as follows:
Question: [question]
Answer: [answer]

• Descriptive question (Wh- form):
The question should be a Wh- question seeking one specific piece of information that is described in the
[sentence]. Format your response as follows:
Question: [question]
Answer: [answer]

• Multiple-choice question:
The question should be a multiple-choice question with four options including:
- the correct answer,
- three possible options that perturb the type, length, and color. These altered options should not be easily
distinguishable from the correct answer.
The answer should be a complete sentence, rather than only an option. Format your response as follows:
Question: [question]
A) [option A]
B) [option B]
C) [option C]
D) [option D]
Answer: [answer]
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B. The instructions of Interactive ReID Framework
In this section, we provide the prompts used for the Questioner and Answerer, as detailed in Tables 9 and 10.

Table 9. The instruction for training LLaVA-ReID (Questioner).

Instructions:

• <candidates><dialog>
Based on this information:
[Candidate Person] The closest match to the provided description and answers.
[Similar Persons] Individuals who also match but are less similar.
[Conversation] The initial description from the witness and the ongoing dialogue.
Generate a question that could help differentiate the candidate from similar individuals. Avoid repeating
questions that have already been answered with “I don’t know.”.

• <candidates><dialog>
Based on this information:
[Candidate Person] The individual most likely matches the description provided.
[Similar Persons] Individuals with similar characteristics, but they are less likely to be the candidate.
[Conversation] The dialogue between the witness and investigator, including all available descriptions.
Generate a question that explores a specific detail or feature that differentiates the candidate from others.
Ensure the question has not already been answered or ruled out with an “I don’t know.” response.

• <candidates><dialog>
The following context applies:
[Candidate Person] The individual who best fits the description so far.
[Similar Persons] Individuals who have overlapping characteristics but are less likely to be the target.
[Conversation] The ongoing witness description and responses to questions.
Generate a question that focuses on details that could clearly identify the candidate, while avoiding any
redundant questions that have already been answered with “I don’t know.”.

Image Tokens Placeholder:
<candidates>= "[Candidate Person] <images>\n[Similar Persons]"
for i in range(num candidates-1):

<candidates>+=f"#{i} <images>\n"
Dialog Context:
<dialog>="[Conversation] Witness: <init query>"
for question, answer in previous dialog:

<dialog>+=f"You: {question}\n Witness: {answer}\n"
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Table 10. The instruction for Answerer.

Prompt for Answerer:
Imagine you are a witness who has seen one person and someone is asking the information about that person.
You are answering a question about that person and this is what you remember:
<context>
Answer the question only according to what you remember.
Instruction:
1. Answer directly in a complete sentence that provides the information to the question, without including any
extra information.
2. Avoid giving answers that are just ‘Yes’, ‘No’, or a single word or phrase. Always answer in full sentences,
even for multiple-choice questions.
3. If an entity or attribute is not included in your memory, assume the person does not possess it.
Question: <question>
Answer:
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C. Experimental Details
In this section, we provide additional details on the model structures, training configurations, and evaluation metrics used in
our experiments.

C.1. Model structures

Retriever. We use a pre-trained CLIP model (Radford et al., 2021), employing CLIP-ViT-B/16 as the visual encoder and
CLIP-Xformer as the text encoder. The model is fine-tuned using the T-ReID method IRRA (Jiang & Ye, 2023) on the
fine-grained descriptions from Interactive-PEDES for 30 epochs with a batch size of 128. All other training parameters
follow the original IRRA settings. To handle longer text inputs, we interpolate the text positional embeddings from 77 to
192. Once trained, the Retriever is frozen for the remaining tasks.

Questioner. It is built on LLaVA-OneVision-Qwen2-7B-ov (Li et al., 2024a) and fine-tuned using QLoRA (Dettmers et al.,
2023). The model is quantized to 4-bit and LoRA weights are applied with r = 128 and α = 256. The learning rate is set to
1× 10−5, with a batch size of 4 and gradient accumulation steps of 4. To reduce the length of image patch tokens, 2× 2
mean pooling is applied to each image, reducing the number of tokens to 49 per candidate image. The hyper-parameters for
training Questioner are shown in Table 11, and the instruction used for question generation is provided in Table 8.

Answerer. We use Qwen2.5-7B-Instruct (Team, 2024) for emulating witness responses. The prompt used for the Answerer
is provided in Table 10.

Selector. It is implemented using a 5-layer Transformer with a latent dimension of 512, followed by a linear layer. The
number of candidate images is dynamically calculated as k = ⌈ 200

t ⌉, where t is the current interaction round, with a fixed
set of c = 4 candidates selected per round. Learnable modality embeddings are added to differentiate between visual and
textual inputs, without using positional embeddings.

C.2. Training Details

During training, we first warm up the Questioner and selector by training them separately with top-4 images as context
using NLL loss and BCE loss for 1 and 20 epochs, respectively. After this, we combine the Questioner and the selector and
train them jointly using NLL loss for 0.5 epoch. During the interaction process, we limit the question length to 96 tokens
and the answer length to 40 tokens. All experiments are conducted on an Ubuntu 20.04 system with NVIDIA 4090 GPUs.

Table 11. Training configuration of LLaVA-ReID

Parameter Value

lora alpha 256

lora r 128
lora dropout 0.05

deepspeed zero2
bf16 True
epoch 1

batch size 4

learning rate 1× 10−5

weight decay 0

warm-up ratio 0.02

lv scheduler cosine
model max length 4096

attn implementation sdpa
bits 4

double quant True
quant type nf4
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C.3. Evaluation Metrics

We evaluate interactive ReID performance using Recall@k, mAP, and BRI (Lee et al., 2024).

• Recall@k measures the percentage of cases where the ground-truth person appears in the retrieved top-k images
(k = 1, 5, 10).

• mAP (mean Average Precision) provides an overall measure of retrieval accuracy by averaging precision across all
queries.

• BRI (Best Log Rank Integral) assesses the system’s ability to refine retrieval results over multiple interaction rounds. It
measures the average area under the log rank curve of all rounds. A lower BRI value indicates a more efficient and
effective refinement process.

To analyze the impact of interaction, we report Recall and mAP after 3 and 5 rounds in Table 1 to show the performance
improvements over time.

Rank:

Initial Description:
He is wearing a dark puffer jacket, jeans, and
stylish sneakers with a sporty look. Rank:

Rank:

Rank: Rank:

Round 1

Round 2 Round 3

Round 4 Round 5

Rank:
Q: What color are the sneakers?
A: The sneakers have a black base with red and white accents.

Q: Is the man standing in a busy street with vehicles around him?
A: He is walking in a busy urban area with parked cars in the
background.

Q: What color are the young man's jeans?
A: The young man's jeans are medium blue.

Q: Is the man wearing a jacket with a noticeable logo on it?
A: The man is wearing a dark puffer jacket with a hood featuring
a distinctive pattern of white stripes on the left sleeve.

Q: Is the man walking with a relaxed posture?
A: Yes, the man is walking with a relaxed posture.

Target
Person

Figure 7. Qualitative results of the dialogue generated by our interactive system. The 4 images in each round are the representative
candidates selected by our selector.
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Rank:

Initial Description:
The man is dressed in all black, featuring a
fitted top and loose pants. Rank:

Rank:

Rank: Rank:

Round 1

Round 2 Round 3

Round 4 Round 5

Rank:
Q: What is the man carrying?
A: The man is not carrying anything.

Q: What can you tell me about the man's hair?
A: The man has a bald head.

Q: Is the man wearing a long-sleeved shirt?
A: He is wearing a long-sleeved shirt.

Q: Is the man standing in a busy street?
A: No, the surroundings minimalistic with a smooth floor and
a wall with text or signage.

Q: Is the man wearing black shoes that look like casual or
athletic footwear?
A: The man is wearing dark shoes that appear to be sturdy.

Target
Person

Figure 8. Qualitative results of the dialogue generated by our interactive system. The 4 images in each round are the representative
candidates selected by our selector.
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