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Abstract

We introduce Refeeding State Embeddings
aligned using Environmental Data (RESEED),
a novel method for grounding language in envi-
ronmental data. While large language models
(LLMs) excel at many tasks, they continue to
struggle with multi-step sequential reasoning.
RESEED addresses this by producing latent
embeddings aligned with the true state of the
environment and refeeding these embeddings
into the model before generating its output. To
evaluate its effectiveness, we develop three new
sequential reasoning benchmarks, each with
a training set of paired state-text trajectories
and several text-only evaluation sets that test
generalization to longer, unseen trajectories.
Across all benchmarks, RESEED significantly
improves generalization and scalability over a
text-only baseline. We further show that RE-
SEED outperforms commercial LLMs on our
benchmarks, highlighting the value of ground-
ing language in the environment.

1 Introduction

The continued scaling of large language models
(LLMs) has led to impressive capabilities across
a range of natural language tasks. Yet, the field is
nearing the limits of available high-quality text data
(Villalobos et al., 2024), and models trained solely
on text data exhibit persistent limitations in their
compositional reasoning (Dziri et al., 2023), plan-
ning (Valmeekam et al., 2023), and length general-
ization (Xiao and Liu, 2025). These challenges mo-
tivate the integration of non-text modalities—often
referred to as grounding—to enhance model capa-
bilities. However, existing grounding approaches
either explicitly depend on auxiliary modules at
inference, or implicitly align encoder-only models
that lack generative capacity. We introduce Refeed-
ing State Embeddings aligned using Environmental
Data (RESEED), a flexible framework to directly
ground decoder-based LLMs in structured environ-
ment data, leveraging both implicit and explicit

signals. We show that RESEED improves sample
efficiency, length generalization, and compositional
reasoning in long-horizon sequential tasks.
Modern LLMs are trained in three stages: unsu-
pervised causal language modeling (CLM) (Rad-
ford et al., 2018), a supervised finetuning with
CLM, and alignment via preference optimization
(Ouyang et al., 2022). Throughout this process,
models are exposed to text data and human prefer-
ence data. While both have been instrumental to
recent progress, they omit key elements required
for human-like language understanding. Text offers
linguistic structure and encodes world knowledge
(Bisk et al., 2020), but abstracts away key spatial,
temporal, and causal relationships between con-
cepts (Bender and Koller, 2020). Moreover, text
tends to omit self-evident information, resulting
in reporting bias that negatively impacts language
modeling (Grice, 1975; Paik et al., 2021). Hu-
man preference data, while useful for alignment,
is both sparse—a single bit for sequences of text—
and subjective—some humans may prefer a more
grammatical output, while others a more factual
output. To this end, we posit that a third kind of
data is required: data from the environment. Mo-
tivated by research outlining the necessary role a
human’s interaction with their environment plays
in language understanding (Glenberg and Kaschak,
2002; Gallese and Lakoff, 2005), we hypothesize
that structured environmental signals can improve
language modeling. Environment data, which we
define as sequences of states that capture how an en-
vironment changes, complements text and human
preference data in four key ways: (1) it preserves
spatial and temporal relations; (2) it is concrete and
fully specified, avoiding abstraction and reporting
bias; (3) it provides a dense and informative train-
ing signal; and (4) it is consistent and objective.
Existing grounding work has demonstrated the
benefits of grounding in improving the reasoning
capabilities of LLLMs, with two main directions



emerging. The first direction augments the system
with a separate external model (Yang et al., 2022;
Liu et al., 2023; Zellers et al., 2021); these are used
to generate explicit modality-aware outputs which
are fed into an LLM. While these works provide
insights into the value of non-text modalities, they
are inherently limited by their external model and
masks rather than addresses the lack of ground-
ing in the underlying language model. This is an
important distinction because more complex and
abstracted concepts may be difficult to simulate,
but may still require the foundational grounded
components to correctly interpret. The second line
of work used for grounding is the use of additional
modalities during training to align internal repre-
sentations (Hsu et al., 2022; Tan and Bansal, 2020;
Tang et al., 2021). These provide a direct signal to
language models to improve their alignment with
the environment. However these works rely on im-
plicitly improving internal alignment; at inference,
there is no clear representation of the environment
to leverage. Further, these works focus on encoder-
only models. Notably, modern LLM architecture
has favored decoder architectures as the ability to
generate open-ended outputs vastly increases the
range of tasks they can accomplish.

RESEED combines the strengths of implicit
alignment and explicit representations by train-
ing an LLM to predict latent state representations,
which are then refed to the LLM to guide the lan-
guage generation in a way that reflects with the true
state of the environment. This approach provides
the foundation for a scalable, grounded language
model that operates in a manner consistent with
modern LLMs. To evaluate RESEED, we require
datasets that have paired text—trajectory data for
training, but can test language models on text-only
tasks. As these requirements cannot be found in
existing benchmarks, we introduce three sequen-
tial reasoning datasets focused on cardinal direc-
tion navigation (ABCDs), block stacking (CUBES),
and household object interactions (HOUSE). These
tasks span increasingly complex state and action
spaces. Compared to a text-only baseline, RE-
SEED yields substantial gains in generalization
and sample efficiency in sequential reasoning tasks.

Our contributions are: 1) RESEED, a novel
grounding mechanism for decoder LLMs; 2) three
new sequential reasoning benchmarks; 3) empirical
validation of RESEED, demonstrating improved
sample efficiency and generalizability; and 4) abla-
tions analyzing the components of RESEED.

2 Related Work
2.1 Grounding with External Models

A subset of existing systems enhance language-
based reasoning by incorporating external
modality-specific models. Wang et al. (2023)
leverages CLIP (Radford et al., 2021) to retrieve
relevant images which are used to improve
question answering. Tang et al. (2023); Yang et al.
(2022) remove the need for an image database
by using text-to-image diffusion models, while
Zhang et al. (2024) directly leverages CLIP’s
text-model embeddings. While images offer
rich spatial information, they cannot properly
capture temporal information, which is key to
sequential reasoning. To address this, Liu et al.
(2023) feeds outputs from a physics simulation
engine into an LLM to improve physical reasoning.
In all these approaches, language models are
augmented with other modalities, rather than
grounded to other modalities. We believe this
distinction is critical, as we posit that grounded
models can compositionally build on observed
interactions, whereas augmented models face
end-to-end training challenges and are constrained
by the capacity of their external modules. PIGLeT
(Zellers et al., 2021) partially addresses these
issues by using a trainable action prediction
module to reason about household tasks. However,
PIGLeT requires access to the ground-truth start
state and only performs single-step reasoning. In
contrast, RESEED operates on text-alone and is
designed for multi-step reasoning.

2.2 Grounding through Internal Alignment

A complementary line of work focuses on align-
ing an LLM’s internal representations across text
and auxiliary modalities. Like RESEED, these
methods use additional cross-modal modules dur-
ing training, which are then discarded. We refer to
these as implicit internal alignment methods.
Certain approaches in this space use additional
modalities to produce more relevant text data.
Carta et al. (2023) adapts the BabyAl environment
(Chevalier-Boisvert et al., 2019) to a text-based
version, giving LLMs the ability to explore the
environment in text. Xiang et al. (2023) gener-
ates goal-oriented and random exploration experi-
ences in VirtualHome (Puig et al., 2018), and uses
templates to create a home-navigation fine-tuning
dataset. Li et al. (2023) create state annotations
in TextWorld (Co6té et al., 2019) and TRIP Storks
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Figure 1: Architecture of RESEED. RESEED is comprised of a transformer with a language modeling head (LM)
and a state modeling (SM) head (in purple). It leverages a pre-trained and frozen state auto-encoder (in red) during
training. RESEED requires two forward passes. The first pass (in blue) encodes the special [S] input tokens and
uses the output of these tokens to generate state representations Z’. In the second pass (in green), the special tokens
are replaced with linear projections of Z’, which are used to generate the description of the final state. The alignment
of Z’ is trained using a Reconstructive Cross-Entropy (RCE), a Contrastive (Cont.), and a Mean Squared-Error
(MSE) loss (in yellow). A Causal Language modeling (CLM) is used to train the generation.

et al. (2021) to generate more coherent outputs.
However, these methods remain limited by the ab-
straction and reporting bias inherent in text data.

Other approaches incorporate auxiliary losses
conditioned on other modalities. Tan and Bansal
(2020) adds a visual token (voken) classification
objective in pre-training. Hsu et al. (2022) intro-
duces a cross-modal adaptation phase with joint
MLM, voken classification, and image-text match-
ing. Most similar to our approach, Tang et al.
(2021) train a teacher model using MLLM and a con-
trastive cosine similarity task between video and
text embeddings and then distill this knowledge
into a student model. Jin et al. (2022) combine the
voken classification and distillation tasks to further
improve results. However, these methods are all
designed for encoder-only architectures, which are
not well-suited for text generation. In contrast, RE-
SEED is developed for generative decoder-based
models. More importantly, we identified that dur-
ing implicit internal alignment, RESEED was pro-
ducing embeddings that were aligned with the state
of the environment, and that these could be effec-
tively re-used rather than being discarded.

3 Method

Our method, Refeeding State Embeddings aligned
using Environmental Data (RESEED), is depicted
in Fig. 1. It can be broken down into three stages:
1) pre-training a state auto-encoder (Section 3.2),

2) generating latent state representations using spe-
cial tokens (Section 3.3) 3) re-feeding these tokens
before generating the output (Section 3.4).

3.1 Prerequisites

RESEED requires access to paired text-trajectory
data. Specifically, for a given sequence of states
(s € {s0,51,...,5¢}), there should be a text de-
scription of the initial state (dg «~ sg), a descrip-
tion of actions applied (d; «~ A(s;—1,$;)), and
a description of the final state (df «~ sy¢). In
Section 3.5 we outline the datasets we use.

3.2 State Auto-Encoder

To create salient latent representations of the states,
Z in our environment, we first train an auto-encoder
(AE) using a reconstruction loss. Our AE is com-
prised of a 3-layer encoder multi-layer percep-
tron (MLP) and a 3-layer decoder MLP, both with
dropout and trained using a cross-entropy recon-
struction loss. The size of the latent representa-
tions is a hyperparameter h4;,,, which we sweep
haim € {16,64,128,256,512} for each dataset.
We freeze the parameters of the AE when training
the LLM and discard it after training is completed.

3.3 Generating Latent Representations

Our grounded language model adopts the conven-
tion of modern LLMs as a causal transformer.
Given a description of the initial state and a se-
quence of actions, the model is trained to infer its



own latent representation of the resulting states,
denoted as Z’, which should align with the true
latent states Z. To enable this, we inject a special
token [S] after each input description d;. The cor-
responding output embedding is passed through
a single-layer state modeling head, projecting it
to hgim. We additionally pass the produced latent
state through the pre-trained decoder to produce a
prediction of the full state, S’ = Dec(Z’).

To guide alignment, we apply three complemen-
tary losses: a contrastive (Cont.) loss (Oord et al.,
2018) between Z’ and Z, a mean-squared error
(MSE) loss between Z’ and Z, and reconstruction
cross-entropy (RCE) loss between S’ and S.

exp(sim(Z/, Z;)/7)
i S exp(sim(Z,, Z;)/7)
Lvse =Ei [|1Z] — Zi||3]

-— Z Si(m) log (S;(m)>]

where N = Zle |Sk|, B is the batch size and
|Sk| is the number of states in sequence k, i.e.,
we use in-batch and in-sequence negatives in our
contrastive loss.! A comparison of the impact of
each loss is shown in Table 1.

*CCont. = ]Ez - log

Lrce =E;

3.4 Refeeding Embeddings

Sections 3.2 and 3.3 produce an LLM that is im-
plicitly aligned and capable of generating salient
latent representations of states. Motivated by the
idea that these latent representations carry useful
information about the environment, we develop a
refeeding mechanism, in which a second forward
pass is performed with the special [S] tokens being
replaced with linear projections of Z’. This enables
the model to explicitly condition its generation on
its own representation of the environment. On this
second pass we apply the traditional causal lan-
guage modeling loss on the final state description:

T

Loy =— Y log Pz | 3<y)
=k

where k indexes of the first token of the final state
description and 7' is the total number of tokens.
We note here three clear differences with the
most related work of VidLanKD (Tang et al., 2021).
The first is the use of a causal language modeling

'4, 4, k are overloaded and used as general indexing terms.

which enables text generation. Second, unlike Vid-
LanKD that uses a single embedding to encode the
entire sequence, we leverage separate embeddings
for each timestep in the sequence. This provides
two benefits: 1) it allows the LLM to align itself
multiple times per sequence, providing a denser
learning signal, and 2) it provides more useful neg-
atives in the contrastive loss as the model has to
identify the impact of the actions to be able to dif-
ferentiate different states from the same sequence.
Without these more difficult negatives, the model
may be able to rely on more surface level features—
e.g., the objects in the scene—to differentiate em-
beddings and lose the specificity required for suc-
cessful grounding. Third, instead of relying solely
on implicit internal alignment, the refeeding pro-
vides an explicit mechanism to make use of our
aligned representations. We report the impact using
multiple state representations and explicit refeed-
ing in Tables 2 and 3, respectively.

3.5 Datasets

RESEED is designed to leverage the rich informa-
tion found in environments during training, while
relying solely on text during inference. Naturally,
this requires datasets that provide paired natural
language and trajectory data for training, along
with language-only evaluation sets. While prior
work in natural language task specification—such
as Mees et al. (2022); Zeng et al. (2020); Collabora-
tion et al. (2024)—offers partially aligned training
data, their evaluation protocols remain grounded in
agent-based execution, lacking the necessary text-
only test conditions. To bridge this gap, we intro-
duce three new datasets that span distinct domains:
cardinal direction navigation, block stacking, and
interaction with common household objects. We
describe each in detail below, and an example ques-
tion and trajectory of each is shown in Fig. 2.

ABCDs: Asking *Bout Cardinal Directions The
first domain requires an model to understand navi-
gation of cardinal directions. In ABCDs, an agent
starts facing one of the four cardinal directions—
{North, East, South, West}—then the agent per-
forms a sequences of turns, and is then asked which
direction it is facing at the completion of all turns.
To create the text component of the dataset we use
a template and create a mapping between a set
of natural language action phrases and the equiv-
alent base action. For example, the action phrase
"turn 270 degrees clockwise" would map to the
action turn left. We can then combine a descrip-



The robot is facing north.
The robot turns left. Then the robot...
The robot is now facing east.

There is an apple, a ladle, and a pan on an oven.
The robot opens the oven. Then the robot picks up the apple. Then the...
The apple is now cooked, hot, and inside of the oven. The oven is now hot.

ABCDs

[Name_[apole]-JOver, g1 lName |apple].|Over. ¢

Cooked False ... False Cooked True ... False
Open False ... False Open False ... False

Temp. Room ... Room Temp. Hot .. Hot
In None ... None In Oven ... None
On Oven ... Floor On None ... Floor

HOUSE

A green, a purple, a red, a blue, and a yellow block start in columns one through five respectively.
The robot picks up the green block and places it in column five. Then the robot picks up the blue block ...
The tallest stack is in column two and is three blocks tall. It consists of the yellow, green, and blue blocks.

Figure 2: A sample from the ABCDs, CUBES, and HOUSE datasets. The blue text defines the initial state (s,) and
the actions performed (truncated for space). The orange text defines the final state (s¢). The model is also provided
with access to intermediate states, which are collapsed into ellipses in the figure due to space.

tion of the start state with a sequence of A action
phrases, and a description of the end state. For the
trajectories, we create a small grid environment us-
ing gym-minigrid (Chevalier-Boisvert et al., 2023)
with compass-style markers in the walls to indicate
the direction and use an egocentric grid representa-
tion to encode each state.

For training and validation, we use up to A < 5
action phrases. To evaluate length generalization,
we construct five evaluation sets, each containing
2000 samples and using a fixed number of action
phrases, with A € 6,7,8,9,10. We report exact
match accuracy on each of these held-out sets.

This dataset provides a test bed where the state

and action spaces are small, with only four differ-
ent observations and underlying actions. This leads
to a domain where the syntax of the language is
similar and difficult to distinguish, but the seman-
tics contained within the trajectory are clear and
easily distinguishable.
Comprehensive Understanding of Block-
stacking and Effects of Sequences (CUBES)
CUBES tests a models ability to identify the
tallest stack of blocks after a sequence of stacking
actions. An initial state is presented with five
different-colored blocks in a random order. A
series of A stacks are then performed. Similarly
to ABCDs, we use templates for the language
component and gym-minigrid to create paired state
trajectories. Unlike ABCDs, we use a full view of
the all the blocks.

We match the setup for ABCD, with A < 5
action phrases for training and validation, and five
length generalization sets which use 6 < A < 10.
We report the exact match accuracy on these length
generalization sets.

Compared to ABCDs, the state space and action
spaces are significantly larger, however the lan-
guage still only requires a small vocabulary. The
syntax of the language is still difficult to distin-
guish, however the semantics contained within the
trajectory are less distinguishable than in ABCDs.
HOUSE: Household Object Use in Sequential
Execution HOUSE is inspired by the PigPen
dataset used in the Piglet framework (Zellers et al.,
2021). In this dataset, a series of tasks are car-
ried out using 100 common household objects with
varying affordances. HOUSE consists of 9 atomic
actions (e.g., pick up object, toggle object on, ...),
which we compose into 10 low-level tasks (e.g.,
put X in Y, heat X, ...) and 10 high-level tasks
(e.g., 'brew tea’, *water plants’, ...). The low-level
tasks are comprised of 2-5 atomic actions, while
the high-level tasks are themselves composed of
2-3 low level tasks with a total of 6-10 atomic ac-
tions. Each task uses up to four objects, and the
state space is defined as the state of the four ob-
jects, including the object name and the current
features of the objects. A full description of the
dataset, including a comparison to PigPen, the set
of atomic actions, low-level tasks, and high-level
tasks is outlined in Appendix A.

Mirroring ABCDs and CUBES, we train and
validate using the low-level tasks, which include
sequences of 2 < A < 5, and evaluate the LLMs
on the high-level tasks. There are two high-level
tasks for each A € 6,7,8,9,10, and we use 1000
samples per high-level task. We report the exact
match accuracy on the high-level task sets.

HOUSE provides a step toward more general
tasks that includes a wide range of objects and
actions. Compared to ABCD and CUBES, the vo-
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Figure 3: Sample efficiency and length generalization results on the three benchmarks.

cabulary, action space, and state space are all larger,
which increases difficulty. However, the syntatic
variation is also larger, making the impact of ac-
tions more apparent. Lastly, whereas ABCDs and
CUBES evaluate length generalization by repeat-
edly applying the same kind of actions, HOUSE’s
evaluations requires compositionally applying ob-
served sequences, which is an additional challenge.

3.6 Experimental Setup

The baseline for our experiments is a text-only
(TO) model that shares the same underlying trans-
former and language modeling head and only dif-
fers in its lack of a state modeling head and pro-
jection layer. With an hg;,,, of 256 (the largest
used across our datasets), RESEED only uses 0.4%
more parameters (83.5M vs 83.9M parameters).
The TO model is trained using the standard causal
language modeling loss. For both RESEED and
TO, we initialize the transformer and language mod-

eling head using HuggingFace’s (Wolf et al., 2020)
pretrained gpt2-base (Radford et al., 2019). The
state modeling head is randomly initialized. We
then finetune the model on the datasets until conver-
gence is reached on a validation set that is 12.5%
(1/ 8" the size of the training set. We define con-
vergence as having no improvement for more than
5 epochs. To enable evaluation context lengths that
are longer than those seen in the training dataset,
we freeze the positions ids of the pre-trained gpt2.
We train the models using an AdamW optimizer
(Loshchilov and Hutter, 2019) with an exponential
learning rate decay. We tuned the TO model us-
ing a grid search on the learning rate, batch size,
decay rate, and warm up steps, and used the same
parameters for RESEED. We run each experiment
using five random seeds, and report the standard
error across seeds. Additional details can be found
in Appendix D. We will open source all code at the
end of the anonymity period.



4 Research Questions

RQ1: Does the grounding provided by RESEED
improve sample efficiency? As RESEED has ac-
cess to additional rich and unabstracted informa-
tion during training in the form of environment
data, we hypothesize that RESEED will be more
sample efficient than an LLM trained solely on text,
TO. To test this, for each dataset, we generate six
different training sets, with number of samples €
{1024, 4096, 16384, 65536, 262144} respectively.

RQ2: Does the grounding provided by RE-
SEED improve length generalization? RE-
SEED’s generation of latent state representations,
Z', enables it to produce estimates of the true states
at regular intervals before decoding the final state,
which we hypothesize will allow it to maintain a
more consistent interpretation of the environment
even in longer time horizons. To test this, we com-
pare the results of RESEED and TO on the differ-
ent length generalization evaluation sets we created
when trained on the full 2'® samples.

RQ3: Which alignment signal—contrastive, re-
constructive, or mean square error—best grounds
language? A crucial step in our process is the align-
ment of the latent state representations produced
by the LLM with latent state produced from our
auto-encoder. To this end, we compare RESEED
(RS for short), which uses all three losses, to vari-
ations that use one of the three alignment losses
(RScont, RSuse, RSree), and a variation which uses
no alignment loss (RSyone). This last variation is
equivalent to providing the refeeding mechanism
to the TO baseline.

RQ4: Does providing alignment at each state
improve grounding? One of the core differences
with Tang et al. (2021) is the alignment of our
model at each state compared to a single alignment
per text/state sequence pair. To understand the
impact of this difference, we generate three vari-
ations of each dataset. The first uses the existing
setup, where [S] tokens are added for each state
in the ground-truth trajectory. The second uses a
[S] token only for the first and last state in the true
trajectory. The third, only uses a [S] token for the
last state; this final variation most closely resem-
bles the token setup in Tang et al. (2021), albeit for
a decoder transformer.

RQ5: How beneficial is explicit refeeding com-
pared to implicit alignment? A second core dif-
ference with Tang et al. (2021) is our method of
explicitly refeeding the aligned representations be-

fore decoding. To ablate the benefits of explicit
refeeding, we compare RESEED with an implic-
itly aligned version that is trained using all the same
losses, but only performs a single forward pass.

5 Results & Discussion

RQ1I: Does the grounding provided by RESEED
improve sample efficiency? The graphs on the
left side of Fig. 3 show the average results across
all evaluation splits of the text-only baseline (in
orange) and of RESEED (in green). While there
is a small benefit when using a small amount of
data, the benefit continues to grow larger after this
point. Notably, once a minimum amount of data is
reached, RESEED is able to leverage the environ-
ment data to improve upon text-only training. This
leads to RESEED scaling better than than text-only
training, which is an extremely promising result.

RQ2: Does the grounding provided by RE-
SEED improve length generalization? The graphs
on the right side of Fig. 3 show the results on each
of the evaluation splits when using all training sam-
ples (2'8) for both the text-only baseline (in or-
ange) and of RESEED (in green). Once again, we
see RESEED outperforming the text-only baseline
on every evaluation split. In addition to instruc-
tion length, the range of the underlying atomic
actions and low-level tasks in the HOUSE dataset
directly impact the complexity of the high-level
tasks, adding an additional dimension to the evalu-
ation splits. For this reason, we present the results
in a bar chart rather than the line chart used in
ABCDs and CUBES. The varying complexity of
actions also explains the noisier trends seen in the
HOUSE dataset results.

Model ABCDs CUBES HOUSE
Text-Only | 243 101 | 37.9 109 | 56.1 +5.0
RSnone 12.1 440 | 394 415 | 52.7 46.1
RScont 10.8 £43 | 66.5 +1.1 | 68.2 124
RSwse 99.7 +0.3 334 413 | 60.7 +4.1
RSrce 81.0 £19.0 | 59.7 1.8 | 68.2 131
RSa113 100.0 +0.0 | 65.0 40.9 | 75.7 +1.7

Table 1: Comparison of alignment losses used in RE-
SEED (RS). A113 indicates a combination of all three
alignment losses. Results are the avg. accuracy and std.
error across 5 seeds.

RQ3: Which alignment signal—contrastive, re-
constructive, or mean square error—best grounds
language? From Table 1, we see that alignment
is necessary; RS yone performs similarly to the TO
model. Interestingly, the alignment signal that is



the most beneficial varies per dataset, but using all
alignment signals, RS 43, provides competitive re-
sults in all three datasets. As such, this is the setup
we use for all other experiments.

Model ABCDs CUBES HOUSE
TOFina1 24.6 02 | 373 109 | 699 111
TOrnitarinal | 24.5 +o0.1 36.6 +1.1 | 68.7 1.1
TOper phrase | 24.3 +o0.1 | 37.9 10.0 | 56.1 15.0
RSFinal 242 100 | 619111 | 68.1 129
RStnitsrinal | 33.0 +86 | 62.7 1.9 | 71.9 3.4
RSper phrase | 100.0 400 | 65.0 0.9 | 75.7 +1.7

Table 2: Comparison of RESEED (RS) and a text-only
(TO) baseline with varying [S] token frequencies. Re-
sults are the average accuracy and standard error across
5 seeds.

RQ4: Does providing alignment at each state
improve grounding? From Table 2, for the text-
only baseline, including additional [S] tokens ei-
ther has minimal impact, or, in the case of HOUSE,
is deteriorates performance. In this latter case, we
hypothesize the additional token(s) can be used
by the model to further overfit to the training data.
In contrast, for RESEED, we see a clear trend of
improvement when including additional state rep-
resentations, with RSper phrase providing the best
result and lowest standard error in each dataset.

Model ABCDs CUBES HOUSE
Text-Only | 243 +o01 | 37.9 40.0 | 56.1 5.0
RStmplicit 245 401 | 343 131 | 59.1 443
RSexplicit 100.0 +0.0 | 65.0 +0.9 | 75.7 +1.7

Table 3: Comparison of RESEED with and without
explicit refeeding. Results are the average accuracy and
standard error across 5 seeds.

RQ5: How beneficial is explicit refeeding com-
pared to implicit alignment? Table 3 demonstrates
that explicitly refeeding the learned representations
is core to the performance of RESEED. Unlike
prior work, implicit alignment provides little to
no benefit in our experiments. As the system was
tuned for explicit refeeding, it is possible that im-
plicit alignment could be improved if different sub-
sets of losses or hyper parameters are used, or if
additional methods, such as Tang et al. (2021)’s
teacher-student distillation, are integrated. How-
ever, given the more direct signal it provides and
the results in Table 3, we believe explicit refeeding
is a stronger mechanism to ground language. We
note that refeeding does comes at the cost of a sec-
ond forward pass, increasing compute and training
time. However, this is a relatively small cost for
improved generalizability of the model.

5.1 Comparison to State of the Art

The primary motivation of this paper was the inher-
ent limitations of text-only training. To this end, we
evaluate several State-of-the-Art LLMs from the
Qwen2.5 (Yang et al., 2024) and GPT4o0 (OpenAl,
2023) family on our benchmarks. In each instance,
we provide a prompt describing the task and pro-
vide 10 in-context examples. The full prompt can
be found in Appendix B. We report the results in Ta-
ble 4. The results are in line with other work (Dziri
etal., 2023; Valmeekam et al., 2023), which demon-
strate that current text-only LLMs struggle on tasks
involving multi-step reasoning. Notably RESEED
outperforms every model on every dataset, while
being orders of magnitudes smaller.

Model Size ABCDs CUBES HOUSE
RESEED 84M 100.0 +0.0 65.0 +0.9 75.7 +1.7
Qwen2.5 | 0.5B 314 110 0.2 +0.2 1.8 106
Qwen2.5 | 3B 428 416 0.6 +0.2 4.0 +05
Qwen2.5 7B 40.0 2.2 04 404 | 264 104
GPT40 mini | 45.6 421 1.0 o5 | 284 118
GPT40 51.6 125 9.0 +0.7 20.8 +1.4

Table 4: Comparison of RESEED (RS) to modern
LLMs. Modern LLMs are provided 10 in-context ex-
amples and are evaluated on a subset of 100 examples
divided evenly across evaluation splits. Results are the
average accuracy and standard error across 5 seeds.

6 Conclusion

In this paper, we present a novel grounding mecha-
nism, RESEED, which produces and then refeeds
latent states embeddings to improve the sequential
reasoning of LLMs. We then evaluate RESEED
and a text-only baseline on three sequential rea-
soning benchmarks that we developed—ABCDs,
CUBES, and HOUSE—and demonstrate that RE-
SEED not only substantially improves the abil-
ity of LLMs to generalize to longer instruction
lengths, but also scales better than text-only train-
ing. These results underscore the importance of
grounding language in structured environmental
feedback. However, progress in this area is cur-
rently limited by the scarcity of high-quality, paired
text-trajectory datasets. To accelerate advances in
grounded reasoning and robust generalization, we
call on the community to prioritize the creation
and open dissemination of diverse, richly anno-
tated text-trajectory datasets. Such resources will
become critical for training models that can reason
over actions, states, and sequences in ways that
align more closely with real-world dynamics.



Limitations

RESEED faces two primary limitations.

First, it introduces additional computational
overhead due to the need for two forward passes.
This cost is most significant during training, as
the longer gradient path requires more memory
and the addtional forward pass increase the time
taken to complete one epoch. At inference time,
no gradients are used used and iterative generation
is already standard. To mitigate memory require-
ments, we explored a two-stage optimization pro-
cedure: one forward and backward pass to align
latent states, followed by a second separate for-
ward and backward pass to train generation. As
shown in Appendix C, this approach still outper-
forms the baseline and only slightly underperforms
the one-stage procedure, making a viable alterna-
tive is memory constraints exist.

Second, RESEED requires access to paired text-
trajectory data for training. While this limits ap-
plicability in domains lacking such resources, our
results demonstrate the substantial value of this su-
pervision signal. We hope this work encourages
the development of more diverse and scalable text-
trajectory datasets, and we view this as a necessary
step for progress in grounded language understand-
ing.

Finally, we note an additional limitation of our
evaluation benchmarks, which while diverse in
structure, are still limited in scope. All three are
deterministic, template-based, and operate in rela-
tively constrained state and action spaces. In con-
trast, real-world environments often involve ambi-
guity, stochasticity, and varied linguistic expression.
Moreover, even our largest benchmark contains
only 2'8 examples—small relative to modern pre-
training corpora. Extending RESEED to broader,
more complex, and non-deterministic domains is
an important direction for future work. Doing so,
however, will require scaling up dataset creation
efforts accordingly.
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A HOUSE details

Atomic Actions Low-Level Tasks High-Level Tasks

PickupObject put_X_on_Y stack_3

PutObject put_X_ in_Y stack_4

OpenObject heat_X water_plants_using_X

CloseObject fill X make_iced_coffee_in_X

ToggleObjectOn brew_X brew_tea_in_X

ToggleObjectOff clean_X toast_X

PourFromObject slice_X cook_X

SliceObject pour_X_onin_Y cook_and_remove_X

WipeObject wipe_X_dry clean_and_dry_X
wipe_X_clean clean_large_X

Table 5: List of atomic actions, low-level tasks, and high-level tasks.

State Feature Related Affordance
ObjectName (100) -

isWet (2) wettable

isCooked (2) cookable

isClean (2) cleanable
isFilledWithLiquid (2) fillable

isOpen (2) openable
isPickedUp (2) pickupable
isSliced (2) sliceable
isToggled (2) toggleable
objectTemperature (3) canChangeTemp
mass_change (3) fillable (indirectly)
parentReceptaclesOn (6) | receptacleOn
parentReceptaclesln (6) | receptacleln

Table 6: Mapping of state features to their related affordances. Number in (parentheses) denote the range of values
the feature can take on.

HOUSE is a dataset inspired by the PigPen dataset used in Zellers et al. (2021). We made the decision
to adapt PigPen, rather than using the original dataset, for three primary reasons: 1) PigPen divides each
full high-level task trajectory into a single (s¢, at, s¢+1) transition tuple, whereas we are interested in
outcome of multiple sequential steps. 2) We found a range of inconsistencies and non-deterministic
outcomes within the PigPen dataset (e.g. toast getting hot when turning ON the toaster in one instance,
and the toast getting hot when turning OFF the toaster in one instance). 3) We wanted more control over
the compositionality of tasks. A full list of actions and tasks is shown in Table 5.

To this end, we manually crafted a deterministic transition function for each low-level action based on
the affordances of each object and used it to create trajectories our trajectories. Matching ABCDs and
CUBES, we use templates to create the language description of the trajectory. A full list of state features
(used to encode the state) and affordances (unchangeable properties of objects which are not visible, but
effect the outcome of the transition function) are shown in Table 6.
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B ICL prompt

Fig. 4 outlines the full prompt used for in context learning. <> denote placeholder values. All examples
came from the same distribution as the training set. For HOUSE, we ensured that a representative example
for each of the 10 low-level tasks were used.

system >>>
You are tasked to solve sequential reasoning problems in which you will be given an initial
state and a sequence of actions. Your job is to predict the final state after the sequence
of actions is applied to the initial state. You will be given a list of examples that you
can use to learn how to solve the problem. You must match the output format of the final
state exactly. You will be graded on the exact accuracy of your predictions.

Expected output format:
<dataset specific formatting>.
Where terms enclosed in <> should be replaced with the actual output values.

user >>>
---Example 1---
Initial State and Actions:
<example 1 initial state & actions>

assistant >>>
Final State:
<example 1 final state>

user >>>
---Example 10---
Initial State and Actions:
<example 10 initial state & actions>

assistant >>>
Final State:
<example 10 final state>

user >>>
---Problem---
Initial State and Actions:
<initial state and actions for problems to solve>

Figure 4: In-context learning prompt example.

C Two-Step Training

To explore a more computationally friendly approach, we test a variation of RESEED, named that fully
separates the alignment step from the generation step. Specifically, on alternating batches, we either
perform a forward and backwards pass using the alignment losses, or we perform a forward pass with
no gradients to generate Z’ and then use those for the forward pass with gradients which decodes the
final state description. A comparison of results between these two approaches is shown in Table 7. While
separating the alignment and generation steps does slightly reduce the performance of RESEED, it still
outperforms the TOmodel, and does so with no additional memory requirements.

Model ABCDs CUBES HOUSE
Text-Only 24.3 101 37.9 +0.9 56.1 +5.0
RSsingle pass 100.0 40.0 | 65.0 400 | 75.7 +1.7
RSSeparate Passes 99.8 +0.2 64.6 +1.5 70.5 +2.9

Table 7: Comparison of RESEED (RS) with and without separate backward passes. Results are the average accuracy
and standard error across 5 seeds.
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D Additional Implementation Details

D.1 Hyper parameters

To tune the TO, we performed a grid search on the learning rate (Ir € {le — 5,3e — 5, le — 4}, batch size
(bs € {32,64,128}), decay rate (per update step) (dr € {0.9999,0.99995,0.99999}, and warm up steps
(ws € {400,1000,2000}). We found that across datasets, a batch size of 64 and 1000 warm up steps
consistently provided the best results. For learning rate, we found 1le — 4 performed best on CUBES and
HOUSE, while a learning rate of 3e — 5 performed best on ABCDs. For decary rate, we found 0.99995
performed best on CUBES and HOUSE, while a decay rate of 0.99999 performed best on ABCDs.

We used the same above hyper parameters for RESEED, only tuning hg;p, €
{16, 32,64, 128,256,512} for each dataset. We found hg;y, = 16, hgyn, = 128, and hgg, = 256
performed best ABCDs, CUBES, and HOUSE respectively.

For the in-context learning LL.Ms used, all in-context learning examples came from the training set
and were manually verified to be representative examples. The GPT-40-mini checkpoint used was:
gpt-40-mini-2024-07-18, and the GPT-40 checkpoint used was gpt-40-2024-08-06.

The five random seeds used were: [9590, 1282, 5742, 4674, 2921].

D.2 Computational Budget

All experiments were run using a single A100 (all experiments fit on a 40GB A 100, although 80GB A100s
were used as well). To reach convergence on a single run took between 10 minutes (1024 samples) and 16
hours (262144 samples). Compared to the TO model, RESEED took between 1.1x and 2x the amount of
time to reach convergence. The additional cost is primarily due to the two forward passes, although on
the ABCDs dataset, RESEED reached convergence much faster, mitigating the cost substantially. The
experiments in this paper involved 20 runs per seed per dataset (with 5 seeds and 3 datasets), for a total of
300 runs.

E Al assistant use

Claude-3.7-Sonnet-Thinking (Anthropic, 2024) was used to develop small portions of the code base.
GPT-40 (OpenAl, 2023) was used as to edit the text at a paragraph level. All code and writing output
from Al assistants were manually verified and edited as necessary by a human before use.

F Additional Attributions and Attribution Info

The seed icon used in Fig. 1 is from Flaticon.com. All artifacts were used in a manner consistent with
their intended use.
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