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Abstract001

While most existing dialogue studies focus on002
dyadic (one-on-one) interactions, research on003
multi-party dialogues has gained increasing im-004
portance. One key challenge in multi-party005
dialogues is identifying and interpreting the re-006
lationships between participants. This study007
focuses on multi-party chat corpus and aims to008
estimate participant pairs with specific relation-009
ships, such as family and friends. The proposed010
model extracts features from the input text, in-011
cluding the number of turns and the frequency012
of honorific expressions, and trains a logistic re-013
gression model to predict relationships. Exper-014
iments demonstrated that the proposed model015
significantly outperforms LLM in relationship016
estimation tasks.017

1 Introduction018

In multi-party dialogues, we naturally infer human019

relationships and degrees of intimacy among partic-020

ipants, and adapt our linguistic choices and social021

behaviors accordingly. The recognition of these022

interpersonal relationships plays a crucial role in023

facilitating smooth and effective communication.024

Compared to dyadic dialogue, the structure and025

characteristics of multi-party dialogue have been026

less extensively studied. This is primarily due to the027

challenges associated with recording and analyzing028

multi-party conversations. For example, Ishizaki029

and Kato (1998) examined the characteristics of030

three-party dialogues in comparison to two-party031

dialogues, and found that even in three-party set-032

tings, a significant amount of information tends to033

be exchanged predominantly between two partic-034

ipants. Additionally, according to Clark (1982),035

the role of listeners is not uniform in dialogues036

involving three or more participants. He argued037

that, in response to a speaker’s utterance, some par-038

ticipants take the role of addressees while others039

become collateral participants, and that speakers040

employ various means to designate these roles dur- 041

ing the conversation. Novick et al. (1970) also 042

discusses the unique characteristics of multi-party 043

dialogues. Specifically, they pointed out that: (1) 044

sub-dialogues may emerge among a subset of par- 045

ticipants to serve the interests or purposes of a 046

specific group; (2) multiple listeners may collab- 047

orate in supporting or responding to the speaker’s 048

communicative efforts; and (3) in multi-party di- 049

alogues, new utterances may overwrite previous 050

ones, leaving some utterances unacknowledged. As 051

these studies suggest, the analysis of multi-party 052

dialogue is inherently more complex than that of 053

two-party dialogue. In recent years, large language 054

models have also been applied to multi-party di- 055

alogue tasks. Tan et al. (2023), for instance, em- 056

ployed GPT-4 for five representative tasks: emotion 057

detection, speaker identification, destination identi- 058

fication, response selection, and response genera- 059

tion, but their performance is limited. 060

Moreover, many studies on relationship recog- 061

nition have focused primarily on bilateral inter- 062

actions. For example, several systems have been 063

proposed to estimate the degree of rapport or hierar- 064

chical relationships based on the types of attitudes 065

a speaker adopts toward a listener (Nishihara et al., 066

2008), or to predict the level of intimacy based 067

on the number of sentences and the frequency of 068

positive emotional expressions (Matsumoto et al., 069

2018). However, since these methods are designed 070

under the assumption of two-party dialogues or rely 071

on scripted dialogues, their applicability to natural 072

multi-party conversations remains unclear. 073

In this study, we propose a method for estimat- 074

ing interpersonal relationships among participants 075

using multi-party dialogues. The objective is to 076

identify both the types and the depth of the rela- 077

tionships. According to Matsumoto et al. (2005), 078

interpersonal relationships are reflected in the con- 079

tent of dialogue. When humans infer relationships 080

from conversations, they utilize various cues such 081
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as speech content, eye contact, smiles, and ges-082

tures. Among these, it has been reported that ap-083

proximately 40% of the information needed to es-084

timate interpersonal relationships is derived from085

the speech content alone (Kimura, 2006). Based on086

these, it is presumed that the content of textual dia-087

logue is the most important factor for dialogue sys-088

tems to infer the relationships among participants.089

The proposed method estimates interpersonal re-090

lationships among participants by extracting fea-091

tures such as the number of turns, the frequency092

of honorific expressions, the frequency of ques-093

tions, and the use of mention tags (i.e., the explicit094

designation of the recipient of a turn). We also com-095

pared the performance of the proposed method with096

that of GPT-4, a widely used large-scale language097

model, using zero-shot and few-shot prompting098

for the relationship identification task. In addition099

to standard prompts, we also experimented with100

prompts that asked GPT to output the reasoning101

behind its estimations in some tasks, allowing us102

to examine how GPT justifies its relationship infer-103

ences.104

2 Multi-Party Chat Corpus105

This section provides an overview and examples of106

the corpus used in this study and the preprocessing107

that was applied.108

2.1 Corpus Overview109

The multi-party chat corpus used in this study was110

developed by Tsuda et al. (2025) and consists of111

text-based three-party dialogues in Japanese. The112

participants chatted in text online for approximately113

100 turns after they were invited to the online meet-114

ing space. They chatted in Japanese. Each dialogue115

was terminated at a natural topic boundary after it116

exceeded 100 turns. Here, a unit that ends with a117

line break is counted as a separate turn.118

The dialogues are broadly categorized into three119

types based on the relationships among the three120

participants: dialogues among strangers (meeting121

for the first time), dialogues involving two family122

members and one stranger, and dialogues involv-123

ing two acquaintances and one stranger. The first124

type will be referred to as "first-time dialogue," the125

second as "family dialogue," and the third as "ac-126

quaintance dialogue." The participants consist of127

six family pairs (12 participants), a group of 16 mu-128

tual acquaintances, and 115 participants who were129

complete strangers. Each turn is annotated with130

Speaker Utterance
A Did you have breakfast this morn-

ing?
B @A Yes, I did!
C @A I had soba!
B @A The green onions were spicy in

mom’s natto rolls.
A @C Looks great for the morning!
C @B Natto rolls!
A I had to make 6 natto rolls. For three

people.
C That sounds like a lot of effort!

Table 1: Example of chat corpus (family dialogues;
translated from original Japanese. "@" represents a
mention tag.)

the speaker, the utterance content, and, when the 131

speaker wants to, a mention tag (@name) explicitly 132

indicating the intended addressee. Each group of 133

participants engaged in five or ten dialogues; each 134

dialogue was conducted independently, and the dis- 135

cussion topics were not shared across dialogues. 136

The corpus contains 1,000 first-time meeting 137

dialogues, 500 family dialogues, and 500 acquain- 138

tance dialogues. An example of a family dialogue 139

is presented in Table 1. From this example, we 140

can easily infer the relationships among the partici- 141

pants: Speaker A is Speaker B’s mother. 142

2.2 Preprocessing 143

For the corpus used in this study, we prepared three 144

types of datasets, as shown below, by applying 145

processing related to mention tags. Since the cri- 146

teria for assigning mention tags can vary across 147

participants, relying on human annotation alone 148

may lead to inconsistencies. To address this issue, 149

we prepared two versions of the corpus: one with 150

all mentions removed and another with mentions 151

automatically estimated. 152

• Original data 153

• Data without mention tags (by removing 154

them) 155

• Data with estimated mention tags (by predict- 156

ing them) 157

First, we conducted experiments using the origi- 158

nal corpus data, as shown in Table 1 159

Second, we created a version of the corpus with 160

the mention tags removed. 161
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Input
Speaker Utterance

A I’ve been immersed in baseball with
my kids.

B That’s nice!
C Sounds great!
C You even play catch when you go

home during the week, right?

Task Correct Output Example
R acquaintance dialogue
RP A and C
R and P acquaintance: A and C
RD 1

Table 2: Input and Output Example (acquaintance di-
alogue, R: Relationship, RP: Relational Pair, R and P:
Relationship and Pair, RD: Relationship Depth)

Third, we created a version with automatic men-162

tion tags assignment for all turns using GPT. Specif-163

ically, we provided GPT-4o with a sequence of 10164

turns, and for the final turn, we asked it to estimate165

the mention tag as either “@A”, “@B”, “@C”,166

or “@all”. To obtain stable outputs, a few-shot167

prompt was used. This process was applied to all168

turns, resulting in the creation of a chat corpus with169

mention tags for all turns. A number of studies170

have been conducted on the addressee recognition171

(AR) task (e.g. Le et al., 2019; Li and Zhao, 2023;172

Tan et al., 2023), and according to Tan et al. (2023),173

the correct response rate for GPT-4 in the AR task174

is 82.5%. For the corpus used in this study, the cor-175

rect response rate was 65.2%. A large difference176

in performance is that the dataset used by Tan et al.177

was from the Ubuntu IRC, which mainly consists178

of questions and answers, and is different from the179

casual conversation used in this study.180

3 Task Definition181

In this study, the following tasks were defined to182

examine the relationships among the participants183

in the multi-party dialogue. Examples of the input184

and output for each task are also shown in Table 2.185

We provided the whole dialogue (approximately186

100 turns) in a prompt. However, to illustrate how187

different outputs are generated depending on the188

task, we present only four turns here as an example.189

3.1 Relationship Identification Task (R) 190

The relationship identification task is defined as a 191

three-class classification task aimed at determining 192

the dialogue type based on participant relationships, 193

as mentioned in Section 2.1: First-time, Family, 194

and Acquaintance dialogues. 195

3.2 Relational Pair Identification Task (RP) 196

The relational pair identification task focuses on 197

Family and Acquaintance dialogue. This classifi- 198

cation task aims to identify the pair of speakers 199

of family members or acquaintances, respectively. 200

Here, the task is performed for given dialogues con- 201

sisting of two family-or-acquaintance participants 202

and one stranger. The characteristics of pairwise 203

estimation for each relationship are analyzed. 204

3.3 Relationship and Pair Identification Task 205

(R and P) 206

This task is a combination of the two tasks men- 207

tioned above, that is to identify the two participants 208

with a relationship in family and acquaintance dia- 209

logues, and simultaneously determine whether they 210

are a family pair or an acquaintance pair. The si- 211

multaneous estimation of both the relationship and 212

the pair will facilitate its application to dialogue 213

systems. 214

3.4 Relationship Depth Assessment Task (RD) 215

Each group of participants was engaged in five or 216

more dialogue sessions. We also expect the differ- 217

ence between the first and fifth sessions in terms of 218

the depth of the relationship. Hayashi et al. (2023) 219

define rapport as the feeling of connection and har- 220

mony with the other person, showing that rapport 221

increases as the number of conversations grows. 222

Therefore, a higher rapport or a deeper relationship, 223

the depth of the relationship is expected to emerge 224

in the fifth session compared to the first session. In 225

the relationship depth assessment task, we focus on 226

data from the first and fifth dialogues with the same 227

participants, and identify whether the dialogue is 228

the first or fifth one. 229

4 Analysis and Proposed Method 230

4.1 Statistical Analysis 231

We investigated features (referred to as "dialogue 232

features"), including the number of turns, hon- 233

orifics, questions, and mention tags, derived from 234

sentences proposed by Matsumoto et al. (2018). 235

3



Among these, the number of honorifics was mea-236

sured using a rule-based approach, with expres-237

sions such as "desu" and "masu" 1 being each238

counted as one instance. Similarly, the number239

of questions was also measured using a rule-based240

method, counting each question as a single occur-241

rence. Three types of mention-related features were242

measured:243

• The number of mention tags used from each244

participant to each other participant245

• The number of mention tags with honorifics246

from each participant to each other participant247

• The number of mention tags with questions248

from each participant to each other participant249

They were adopted based on the assumption that250

identifying relationships would be easier by focus-251

ing on the addressee of honorifics and questions.252

All features were measured by absolute counts per253

dialogue, but all dialogue sessions consist of ap-254

proximately 100 turns.255

The results of the analysis for each type of di-256

alogue and participant type are shown in Table 3.257

Table 4 also presents the results for mention-related258

features. Table 5 shows the results of t-tests com-259

paring the mean differences between first-timers260

and family members, and between first-timers and261

acquaintances. The results reveal that there are262

statistically significant differences at the 0.05 sig-263

nificance level between the first-time participant264

and family members, and also between the first-265

time participant and acquaintances. They were266

observed between the following pairs: (1) family267

member (mean per person) and first-timer in family268

dialogues, and (2) acquaintance (mean per person)269

and first-timer in acquaintance dialogues. This sug-270

gests that in three-party dialogues, when a family271

pair is present, fewer direct conversations occur272

between them, while when an acquaintance pair273

is present, more conversations take place between274

them. This relationship is illustrated in Figure 1.275

This may be attributed to the fact that, in the family276

dialogues, the conversation tended to evolve around277

the first-timer, whereas in the acquaintance dia-278

logues, the two acquaintances often became more279

engaged with each other and carried on the conver-280

sation more actively between themselves.281

1In Japanese, "desu" and "masu" are commonly used to
express politeness and respect, which are part of the honorifics
system in the language.

Figure 1: Interaction patterns in first-timer, family, and
acquaintance dialogues. The white person represents the
first-timer, the black person represents a family mem-
ber, and the striped person represents an acquaintance.
Arrow thickness indicates the frequency of interaction
between each pair.

Dialogue Partici- #Uttera- #Honori- #Ques-
Type -pants -nces -fics -tions

First-time First 34.4 (8.0) 20.6 (7.9) 3.2 (2.7)
Family First 39.8 (7.2) 22.9 (7.4) 7.2 (4.5)
Family Family 32.6 (7.8) 16.5 (6.6) 3.0 (2.4)

Acq First 27.9 (7.9) 13.1 (7.3) 4.0 (3.0)
Acq Acq 39.3 (10.8) 8.5 (5.6) 4.4 (3.2)

Table 3: Mean values (and standard deviations) per
participant for each dialogue type and feature (First:
first-timer, Acq:acquaintance)

4.2 Proposed Method 282

Based on the results of these analyses, the proposed 283

method performs logistic regression using the di- 284

alogue features extracted from the sentences. To 285

evaluate the proposed method, we employed 10- 286

fold cross-validation. 287

• Number of turns per participant 288

• Number of honorifics per participant 289

• Number of mention tags per participant 290

• Number of mention tags with honorifics per 291

participant 292

• Number of mention tags with questions per 293

participant 294

However, since the number of mention tags could 295

not be measured in the dataset where mention tags 296

were removed, we did not use any mention-related 297

features. 298

5 Evaluations 299

Each of the tasks described in Section 3 was evalu- 300

ated using the methods proposed in Section 4. For 301

reference, we employ GPT-4o using both zero-shot 302

and few-shot approaches. In addition, we also ex- 303

periment with GPT-4o prompts that incorporate 304
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Speaker Mentioned person #Mention tags #Mention tags #Mention tags
/w honorifics /w questions

First-timer First-timer 4.0 2.9 0.5
First-timer Family 5.8 3.7 1.3

Family First-timer 5.2 4.1 0.9
Family Family 2.7 0.3 0.4

First-timer Acquaintance 5.4 2.9 0.9
Acquaintance First-timer 8.0 4.0 1.2
Acquaintance Acquaintance 9.1 0.4 1.2

Table 4: Mean values of mention-related dialogue features

Participants Dialogue Features t-value
#Turns 17.8*
#Questions 19.0*

First-timer #Honorifics 16.4*
and Family #Mention tags 17.4*

(@family dialogue) #Mention tags 31.0*
/w honorifics
#Mention tags 14.7*
/w questions
#Turns 23.1*
#Questions 2.4*

First-timer #Honorifics 12.4*
and Acquaintance #Mention tags 12.8*
(@acq dialogue) #Mention tags 27.9*

/w honorifics
#Mention tags 3.1*
/w questions

Table 5: t-test results (two-tailed), The asterisk (*) de-
notes significance with p < 0.05. The t-value is bolded
when Family > First-timer or Acquaintance > First-timer.
(acq: acquaintance)

statistical properties of conversational structure,305

which were identified through Section 4.1.306

5.1 Relationship Identification Task307

The following is the prompt for the GPT-based308

method for the relationship identification task.309

Analyze a conversation between three people
and output in one line an estimate of whether
it includes two family members, or two people
who are not family members but who know
each other, or whether no one is family or
knows each other.
The output format should be “family” only if
family pairs are included. If acquaintance pairs
are presumed to be included, output only “ac-
quaintances”. If neither family nor acquain-
tances are presumed, output only “no”.

310

For the few-shot prompting, we provided sev- 311

eral appropriate examples depending on the type 312

of dialogue and whether mention tags were present. 313

For the few-shot and statistical information prompt, 314

we incorporated several statistical properties ob- 315

served in our analysis, such as: honorifics are rarely 316

used among family members or acquaintances; ut- 317

terances between family members are infrequent; 318

and utterances between acquaintances are more fre- 319

quent. In order to estimate the relationship, the 320

proposed method employs logistic regression with 321

three class categories: first-time dialogue, family 322

dialogue, and acquaintance dialogue. 323

The results are presented in Table 6. The 324

evaluation metrics shown in Table 6 represent 325

macro-averages. The results indicate that the pro- 326

posed method achieved the highest performance 327

on the original data. Additionally, all of the pro- 328

posed methods outperformed GPT. In the zero-shot 329

prompts of GPT, there was a large difference be- 330

tween precision and recall depending on the class, 331

resulting in an extremely low F1-score. For both 332

the proposed method and GPT, the performance did 333

not significantly decline when using the dialogues 334

without mention tags. However, the performance 335

dropped when using the dialogues with estimated 336

mention tags. This is likely because the mention 337

tags prediction accuracy was low, but they were 338

added to all turns. In the prompts augmented with 339

statistical information, a slight improvement was 340

observed only when using the dialogues without 341

mention tags or with estimated mention tags. 342

5.2 Relational Pair Identification Task 343

The following is the prompt for the GPT-based 344

method for the relational pair identification task. 345

The term “family” was replaced with “acquain- 346

tance” in the experiments involving acquaintance 347

dialogues. 348
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Method Precision Recall F1-score
GPT-4o w/ M 0.54 0.51 0.41
GPT-4o w/o M 0.48 0.47 0.42
GPT-4o w/ EM 0.48 0.42 0.31
GPT-4o FS w/ M 0.62 0.61 0.61
GPT-4o FS w/o M 0.47 0.47 0.47
GPT-4o FS w/ EM 0.50 0.49 0.49
GPT-4o FS+ST w/ M 0.61 0.61 0.61
GPT-4o FS+ST w/o M 0.58 0.51 0.51
GPT-4o FS+ST w/ EM 0.55 0.53 0.54
Proposed w/ M 0.80 0.78 0.79
Proposed w/o M 0.79 0.77 0.78
Proposed w/ EM 0.75 0.73 0.73

Table 6: Results of Relationship Identification Task (FS:
Few-Shot, ST: Statistic, M: Mention, EM: Estimated
Mention)

Analyze the conversation and estimate which
two of the three are the family pair.
The output format should be only “A and B”,
for example, if you think that A and B are a
family pair.

349

Furthermore, for a subset of the first-time and350

family dialogue data, the prompts were designed to351

elicit outputs that explicitly include the reasoning352

process.353

The proposed method employed logistic regres-354

sion with three classification targets: A and B, A355

and C, and B and C. The results for the family and356

acquaintance dialogues are presented in Table 7,357

showing the percentage of correctly identified pairs.358

A summary of the output reasons, including the in-359

ference process, is provided in Table 8.360

According to Table 7, for both family and ac-361

quaintance relationships, the proposed method us-362

ing the original dataset achieved the highest accu-363

racy. In the zero-shot prompting, GPT performed364

better on acquaintance dialogues than on family365

dialogues. However, in the few-shot prompting,366

the performance on family dialogues improved, re-367

ducing the gap between the two types of dialogue.368

In the prompts augmented with statistical informa-369

tion, no consistent improvement was observed, as370

the performance varied depending on the method.371

According to Table 8, in the zero-shot prompting,372

incorrect predictions were often made by empathy373

or frequent interactions. Table 9 presents an exam-374

ple where GPT made an error in pair estimation: in375

this case, although the correct answer was B and376

Method Family Acquaintance
GPT-4o w/ M 0.44 0.72
GPT-4o w/o M 0.44 0.70
GPT-4o w/ EM 0.35 0.61
GPT-4o FS w/ M 0.64 0.70
GPT-4o FS w/o M 0.66 0.69
GPT-4o FS w/ EM 0.51 0.67
GPT-4o FS+ST w/ M 0.69 0.68
GPT-4o FS+ST w/o M 0.59 0.65
GPT-4o FS+ST w/ EM 0.59 0.69
Proposed w/ M 0.99 0.98
Proposed w/o M 0.88 0.92
Proposed w/ EM 0.99 0.97

Table 7: Relational Pair Identification Task (Accuracy,
FS: Few-Shot, ST: Statistic, M: Mention, EM: Estimated
Mention)

Reason C IC C IC
(FS) (FS)

Calling by Name or Rela-
tionship 27 41 24 15

Empathy 1 36 5 20
Frequent Interactions and
Questions 0 28 0 12

Shared Topics 82 6 106 15
Others 20 9 35 18

Table 8: Reasons for GPT’s Family Pair Identification
(C: Correct, IC: Incorrect, FS: Few-Shot)

C, GPT incorrectly inferred that A and B formed 377

the family pair, reasoning that they were empathiz- 378

ing with each other over a topic related to children. 379

This suggests that LLMs tend to interpret close 380

communication—such as frequent exchanges—as 381

indicative of a close relationship. As discussed in 382

the analysis in section 4, acquaintance dialogues 383

contain more exchanges between the acquaintances 384

themselves, which may explain why GPT produced 385

better results for acquaintance dialogues than for 386

family dialogues. However, with few-shot prompt- 387

ing, fewer incorrect predictions were attributed to 388

factors such as calling by name, empathy, or fre- 389

quent interactions. Unlike the Relationship Iden- 390

tification Task, the performance decreased when 391

using the dialogues without mention tags, while it 392

improved when using the dialogues with estimated 393

mention tags. This suggests that mention-related 394

features have a strong impact on identifying rela- 395
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Speaker Utterance
A That’s why when I go to a big store,

I end up taking my time looking
around.

B @A That’s so true! When you have
kids with you, you can’t really take
your time.

B I quickly go while they’re at school!
A Yeah, definitely hard to take it slow

with kids.
A That’s a good idea.
C @B It’s true, you can’t really take

your time.

Table 9: Example of data where GPT made an error
(family dialogues)

tionship pairs, and that predicted mention tags with396

low accuracy were effective to some extent.397

5.3 Relationship and Pair Identification Task398

The following is the prompt for the GPT-based399

method for the Relationship and Pair Identification400

task.401

Analyze a conversation between three people
and estimate which two of the three are a re-
lated pair and what kind of relationship they
have and output in one line.
The output format should only be “Family: A
and B” if family pairs are included. If the pair
is not a family but an acquaintance, output only
“Acquaintance: A and B”.

402

In the proposed method, relationship–pair esti-403

mation was performed using two classes for rela-404

tionship type (family or acquaintance) and three405

classes for pair combinations, resulting in a logistic406

regression model with six classification categories.407

The experimental results are presented in Table 10.408

The table shows the percentage of correct answers409

where both the relationship type and the specific410

pair were correctly identified.411

It shows that the proposed method using the orig-412

inal data achieved the highest percentage of correct413

answers. The performance decreased when using414

the dialogues without mention tags, while it im-415

proved when using the dialogues with estimated416

mention tags. This is likely because, while the ac-417

curacy using the dialogues with estimated mention418

tags declined in the Relationship Identification task,419

Method Accuracy
GPT-4o w/ M 0.34
GPT-4o w/o M 0.34
GPT-4o w/ EM 0.22
GPT-4o FS w/ M 0.40
GPT-4o FS w/o M 0.44
GPT-4o FS w/ EM 0.33
GPT-4o FS+ST w/ M 0.44
GPT-4o FS+ST w/o M 0.45
GPT-4o FS+ST w/ EM 0.40
Proposed w/ M 0.95
Proposed w/o M 0.78
Proposed w/ EM 0.90

Table 10: Relationship and Pair Identification Task (FS:
Few-Shot, ST:Statistic, M: Mention, EM: Estimated
Mention)

the improvement in the accuracy in the Relational 420

Pair Identification task was more substantial. In 421

the prompts augmented with statistical information, 422

overall performance improved. 423

5.4 Relationship Depth Assessment Task 424

The following is the prompt for the GPT-based 425

method for the relationship depth assessment task. 426

Analyze the conversation and output 1 or 5
for the dialogue, whether it is the first or fifth
dialogue. The 1st and 5th dialogue data are
given. The output format should be “numeric”
only.

427

The proposed method performed a two-class lo- 428

gistic regression for estimating the depth of the 429

relationship, classifying the first and fifth dialogue. 430

The experimental results for first-time dialogues, 431

family dialogues, and acquaintance dialogues are 432

shown in Table 11. 433

According to Table 11, the proposed method 434

achieved the highest accuracy in first-time dia- 435

logues, whereas GPT showed the highest accuracy 436

in both family and acquaintance dialogues. In this 437

task, the overall performance was low, even though 438

it was a binary classification problem, and regard- 439

less of whether mention tags were present or not. 440

The dialogue features used in the logistic regres- 441

sion model for estimating the depth of relationships 442

were insufficient. Moreover, the use of mention 443

tags tends to vary greatly depending on the indi- 444

vidual, and it is likely that the mention-related fea- 445
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Method First-timer Family Acquaintance
GPT-4o w/ M 0.46 0.53 0.51
GPT-4o w/o M 0.51 0.54 0.54
GPT-4o w/ EM 0.50 0.50 0.58
GPT-4o FS w/ M 0.53 0.77 0.70
GPT-4o FS w/o M 0.53 0.79 0.70
GPT-4o FS w/ EM 0.52 0.76 0.65
Proposed w/ M 0.63 0.68 0.66
Proposed w/o M 0.64 0.71 0.65
Proposed w/ EM 0.66 0.70 0.62

Table 11: Relationship Depth Assessment Task (Accu-
racy, FS: Few-Shot, M: Mention)

tures did not change significantly between the first446

and fifth dialogues. The definition of relationship447

depth—based on whether the conversation was the448

first or fifth interaction—may have been inadequate.449

It is possible that even by the fifth conversation, the450

relationship had not deepened significantly enough451

to be effectively captured by the model.452

6 Conclusions453

In this study, we aimed to estimate inter-personal re-454

lationships in multi-party conversations by propos-455

ing a logistic regression model based on dialogue456

features. The effectiveness of the proposed method457

was evaluated through comparative experiments458

with GPT-4o. The analysis confirmed that first-459

time interactions, family conversations, and conver-460

sations between acquaintances each exhibit distinc-461

tive characteristics. By incorporating these find-462

ings into its feature design, the proposed method463

achieved significantly higher accuracy than GPT464

across multiple tasks, including detecting the pres-465

ence of relationships and identifying specific rela-466

tionship pairs. In particular, the proposed method467

showed outstanding performance in the relation-468

ship pair identification task. This is because the469

mention tags contributed significantly to relational470

pair identification. In contrast, in other tasks, the471

accuracy of mention tag prediction was lower, re-472

sulting in worse performance compared to the dia-473

logues without mention tags. GPT tends to empha-474

size frequent and dense communication, resulting475

in relatively good performance for acquaintance476

conversations in the pair identification task, but477

showing lower accuracy for family conversations.478

These findings suggest that GPT is relatively capa-479

ble of estimating the depth of relationships, despite480

its limitations in accurately identifying specific re- 481

lationships. The findings of this study provide new 482

metrics and methodologies for relationship estima- 483

tion, contributing to the development of more adap- 484

tive and context-sensitive dialogue systems and the 485

design of conversations tailored to interpersonal 486

dynamics. 487

Future challenges include generalizing the 488

model using diverse datasets, such as the Corpus 489

of Everyday Japanese Conversation (CECJ, Koiso 490

et al., 2022). Additionally, since the culture of hon- 491

orifics is unique to Japan, it is essential to explore 492

how this cultural aspect is represented in other lan- 493

guages. Furthermore, improvements to the model 494

are needed to capture an even broader range of rela- 495

tionship depths and types. Moreover, if addressee 496

information can be captured more accurately, the 497

model’s performance is expected to improve signif- 498

icantly. Accurate addressee recognition is crucial. 499

Limitations 500

This study was conducted using a Japanese dia- 501

logue dataset and is based on the linguistic and con- 502

versational characteristics specific to the Japanese 503

language. For broader application and generaliza- 504

tion, further validation is required using datasets 505

from other languages and cultural contexts. 506
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