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Abstract

This paper proposes a novel prompting ap-
proach, Judgment of Thought (JoT), specifi-
cally tailored for binary logical reasoning tasks.
Despite advances in prompt engineering, exist-
ing approaches still face limitations in handling
complex logical reasoning tasks.

To address these issues, JoT introduces a multi-
agent approach with three specialized roles—
lawyer, prosecutor, and judge—where a high-
level model acts as the judge, and lower-level
models serve as lawyer and prosecutor to sys-
tematically debate and evaluate arguments. Ex-
perimental evaluations on benchmarks such as
BigBenchHard and Winogrande demonstrate
JoT’s superior performance compared to ex-
isting prompting approaches, achieving no-
table improvements, including 98% accuracy in
Boolean expressions. Also, our ablation studies
validate the critical contribution of each role,
iterative refinement loops, and feedback mech-
anisms.

Consequently, JoT significantly enhances ac-
curacy, reliability, and consistency in binary
reasoning tasks and shows potential for practi-
cal applications.

1 Introduction

Recent advances in Al and natural language pro-
cessing (NLP) have brought major changes to
many industries (Vaswani et al., 2017; Peters et al.,
2018; Devlin et al., 2019). In particular, Large
Language Models (LLMs) have shown impres-
sive performance on a wide range of language
tasks, such as text generation, translation, and senti-
ment analysis (Floridi and Chiriatti, 2020; Touvron
et al., 2023; Zhao et al., 2023; Chang et al., 2024;
Achiam et al., 2023). These models are trained on
massive datasets and have learned to understand
and generate language in flexible, general-purpose
ways(Zhang et al., 2024).

However, to get high-quality results from LLMs,
it’s important to carefully design the input text—
known as a prompt(Wahle et al., 2024). The way a
prompt is written can greatly affect how accurate,
helpful, or logical the model’s output is (Benedetto
et al., 2024). This practice, called prompt engi-
neering, helps guide LLMs to produce responses
that match the user’s goals (Schulhoff et al., 2024;
Sahoo et al., 2024; Wang et al., 2024).

Many prompting approaches have been pro-
posed to improve reasoning quality. These include
zero-shot and few-shot prompting, and Chain-of-
Thought (CoT) prompting, which encourages the
model to explain its reasoning step by step (Wei
et al., 2021; Kaplan et al., 2020; Touvron et al.,
2023; Wei et al., 2022; Wang et al., 2022). More
recently, Khan et al. (2024) showed that debate-
style prompting, where a stronger model argues
against a weaker one, can lead to more accurate an-
swers—especially when evaluated by a third model
acting as a judge. Despite these advances, cur-
rent prompting methods still have limitations: es-
pecially for binary decisions that require careful
reasoning. Tasks involving subtle logic, ambiguity,
or conflicting claims often lead to inconsistent or
incorrect answers. Existing methods do not always
handle disagreements well or allow for step-by-step
resolution of complex issues.

To address these challenges, we propose a new
prompting framework called Judgment of Thought
(JoT). JoT is designed for binary logical reasoning
and introduces three roles: a lawyer, a prosecutor,
and a judge. These roles engage in a structured,
debate-style dialogue where the lawyer argues for
a position, the prosecutor argues against it, and the
judge evaluates both sides to reach a final decision.

We evaluate JoT on benchmark datasets such as
BigBenchHard and Winogrande. The results show
that JoT consistently outperforms existing prompt-
ing methods in BigBenchHard and Winogrande.
Notably, JoT achieved remarkable performance
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Figure 1: Comparison of Judgment of Thought (ours) with recent prompting strategies.

metrics, including 98% accuracy on the Boolean
Expressions task, 90% accuracy on the challeng-
ing Web of Lies task, and 88% accuracy on the
Navigate task, clearly emphasizing its strengths in
complex logical reasoning scenarios. Importantly,
these performance outcomes were consistently ob-
served across different model architectures includ-
ing OpenAl models as well as Anthropic Claude
models, highlighting JoT’s robust generalizability.
We also conduct ablation studies to better under-
stand the contribution of each component. These
experiments confirmed that all parts of JoT—the
lawyer, prosecutor, and judge roles, as well as the
iterative loops and feedback mechanism—are im-
portant for producing strong and reliable reasoning.

In summary, JoT offers a new approach to
prompting LLMs for binary decision-making. Our
evaluation results demonstrate that JoT produces
more accurate and consistent results, advancing the
state of prompt engineering for complex binary rea-
soning tasks. (The source code and data will be
openly available upon publication.)

2 Background

LLMs are trained on massive, general-purpose
datasets (Floridi and Chiriatti, 2020; Touvron et al.,
2023; Zhao et al., 2023; Chang et al., 2024; An-
thropic, 2024). To get specific, accurate, or nu-
anced outputs, how we ask a question really mat-
ters (Nan et al., 2023). Also, prompt engineer-
ing, the practice of designing and refining input
prompts to guide a LLM, shapes how LLMs “think”
by influencing tone, structure, depth, and style,
making it essential for precision and control in Al-
generated responses (Schulhoff et al., 2024; Grabb,

2023). To systematically guide LLM behavior, re-
searchers have proposed a variety of prompting
strategies—such as zero-shot, few-shot, and chain-
of-thought —each offering distinct advantages for
improving task alignment, reasoning quality, and
output consistency (Achiam et al., 2023).

Prompting strategies differ not only in format
but also in the type of reasoning they activate in
language models. Zero-shot prompting tasks the
model with solving a problem based solely on a
textual instruction, relying entirely on its inter-
nalized knowledge (Wei et al., 2021). Few-shot
prompting extends this approach by incorporating
a small number of input—output examples within
the prompt, thereby guiding the model toward
the desired task behavior and output format (Ka-
plan et al., 2020; Touvron et al., 2023). Chain-
of-thought prompting further extends the few-shot
paradigm by encouraging intermediate reasoning
steps, enabling the model to better handle tasks
requiring logical inference or multi-hop reason-
ing (Wei et al., 2022; Madaan et al., 2023). Empiri-
cal results consistently show that chain-of-thought
prompting improves performance on tasks such as
mathematical problem solving and commonsense
QA. To further enhance this reasoning process, self-
consistency prompting improves the reliability of
chain-of-thought outputs by sampling multiple rea-
soning paths and selecting the most consistent final
answer (Wang et al., 2022). In addition, various
prompting strategies exist each tailored to specific
purposes and modalities (Guo et al., 2024; Li et al.,
2023; Cao et al., 2023; Ha et al., 2023).

Despite these advancements, existing prompt en-
gineering methods still face significant limitations
in complex binary inference tasks involving sub-



tle logical reasoning, ambiguous contexts, or con-
tentious decisions. Current approaches lack robust
mechanisms for effectively resolving interpretive
conflicts or systematically evaluating competing
lines of reasoning, often resulting in suboptimal or
inconsistent performance.

Motivation. Recent work by Khan et al. (Khan
et al., 2024) demonstrates the effectiveness of
structured debates between large language mod-
els (LLMs). Their framework poses a question
to two expert LLMs assigned opposing answers,
prompting each to generate persuasive arguments
before presenting the exchange to a weaker judge—
either a less capable model or a human without
access to source material. This debate-based setup
enables the judge to identify the more truthful po-
sition based on the merits of the arguments alone,
without requiring ground-truth labels or external
evidence. The study shows that when debaters
are optimized for persuasiveness, judges can reli-
ably favor correct over incorrect answers, achieving
76% accuracy on the HARD subset of QUALITY
dataset (Pang et al., 2022). This approach high-
lights the promise of multi-agent prompting as a
scalable strategy for supporting logical inferences.

While the debate framework proposed by Khan
et al. (Khan et al., 2024) shows that having two
models argue can lead to more truthful answers, the
study demonstrate that it has several limitations—
especially for tasks that require careful logical rea-
soning about yes/no questions. Because both mod-
els play similar roles in the debate, their arguments
can become vague or repetitive, without clear re-
sponsibilities for how they should argue. This be-
comes problematic in real-world questions such
as “surveillance programs violate privacy rights”
where one side should provide strong evidence and
the other should point out flaws or alternatives. In
addition, the framework produces a final decision,
but the reasoning process is not clearly structured
or easy to interpret. This makes it difficult to use in
domains where transparency and explanation are
essential, such as policy, law, or scientific argu-
mentation. Moreover, the format does not require
models to reason step by step or follow a consistent
logical structure, and thus, persuasive, but shallow,
claims can still win the debate.

Inspired by this prior work and aiming to over-
come the limitations, we introduce a new prompt-
ing framework designed to support more reli-
able and interpretable logical inference in binary
decision-making tasks.
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Figure 2: Judgment of Thought (JoT) Architecture. It
consists of three roles: lawyer, prosecutor, and judge.
The lawyer and prosecutor use lower-level models to
argue different aspects of a problem. The judge uses
a higher-level model to evaluate these arguments and
deliver a comprehensive judgment. This process enables
thorough analysis from multiple perspectives, leading
to balanced solutions for complex problems.

3  Judgment of Thought (JoT)

In this section, we introduce a novel prompting
approach, Judgment of Thought (JoT). The overall
structure and workflow of JoT are illustrated in Fig-
ure 2. JoT mimics deliberative human reasoning
(e.g., legal or debate settings) to support more intu-
itive, transparent, and trustworthy decision-making
for end users. In JoT, each unit—the lawyer, prose-
cutor, and judge—is prompted using role-specific
system instructions, detailed in the Appendix A.
This structured role design encourages the genera-
tion of logically coherent, step-by-step arguments
rather than superficially persuasive claims. The
framework follows an iterative process in which a
higher-level model (e.g., GPT-4 Omni) is assigned
to the judge role, while lower-level models (e.g.,
GPT-3.5-turbo) serve as the lawyer and prosecu-
tor. This configuration allows the judge to critically
evaluate the submitted arguments, with an empha-
sis on assessing both their logical structure and
argumentation.

Initially, each role receives a tailored system mes-
sage: the lawyer and prosecutor are explicitly in-
structed to systematically advocate for the True and
False positions, respectively, on a given task. The
lawyer generates arguments supporting the truthful-
ness of the statement, while the prosecutor provides



arguments opposing it. Subsequently, both units
present their reasoning clearly to the judge. The
judge then analyzes the logical coherence with the
provided arguments and gives feedback highlight-
ing their strengths and weaknesses.

In each iterative loop, the lawyer and prosecu-
tor incorporate the judge’s feedback and the op-
posing unit’s arguments to refine their reasoning,
systematically addressing identified logical gaps
and reinforcing argumentative depth. These re-
fined arguments are again presented to the judge
for further evaluation. This loop continues itera-
tively, allowing the judge to progressively identify
the most logically robust arguments. In the final
loop, the lawyer and prosecutor present their con-
cluding arguments, explicitly integrating insights
from previous evaluations and rebuttals. Through-
out this iterative process, users gain clear visibility
into the evolution of logical reasoning underpin-
ning the judge’s decisions. In summary, the JoT
prompting has the following attractive properties.

Balanced Reasoning: JoT assigns reasoning tasks
to distinct roles, reducing bias and ensuring bal-
anced consideration of both sides in binary tasks.
Logical Consistency: By explicitly enforcing ad-
versarial reasoning and direct comparison of oppos-
ing viewpoints, JoT mitigates the risk of inconsis-
tent or contradictory outputs.

Iterative Refinement: JoT supports multi-round
feedback and revision, allowing arguments to
evolve and strengthen over time.

Interpretability: JoT exposes each agent’s rea-
soning, along with the judge’s evaluation rationale,
providing transparent visibility into the model’s
logical decision-making process.

Modularity and Flexibility: JoT’s modular archi-
tecture allows independent improvement or cus-
tomization of individual roles.

4 Evaluation

We evaluate the JoT by answering the following
research questions: (1) How does JoT perform
across different types of logical reasoning (e.g.,
causal inference, Boolean logic, fallacy detection)?
(2) Does JoT outperform existing prompting meth-
ods in logical reasoning tasks? (3) How do the
structural components of the JoT framework con-
tribute to its overall performance in logical reason-
ing tasks?

4.1 Evaluation Setup

We conducted systematic performance evalua-
tions of Judgement of Thought (JoT) across
diverse logical reasoning tasks. Experiments
were conducted using GPT-3.5-turbo (OpenAl,
2023) and GPT-40 (Omni) (Hurst et al., 2024),
which were selected for their differing capabil-
ity levels to enable a robust comparison of each
prompting method. Also Claude-3-Haiku, and
Claude-3.5-Haiku(Anthropic, 2024) were used
to further evaluate the generalizability and consis-
tency of the results across models from different
providers. All models were run with default param-
eters (temperature=1, top-p=1).

Our evaluation dataset comprised two main com-
ponents. First, we used Winogrande (Sakaguchi
et al., 2021), a benchmark designed to assess large-
scale pronoun resolution. Second, we adopted a
subset of binary reasoning tasks from the BigBench-
Hard dataset (Srivastava et al., 2022), chosen for
their emphasis on complex language understand-
ing and logical reasoning. Specifically, we eval-
uated JoT on the following BigBenchHard tasks:
Boolean Expressions: logical formula evaluation,
Causal Judgment: reasoning over cause-effect rela-
tions, Formal Fallacies: identifying flawed logical
arguments, Web of Lies: validating the truthfulness
of interconnected statements, Navigate: spatial rea-
soning based on instructions. These tasks test rea-
soning capabilities and serve as a strong benchmark
for evaluating JoT’s effectiveness.

In addition, we compared Judgement of Thought
(JoT) with several established prompting ap-
proaches: Zero-shot, Few-shot, Chain-of-Thought
(CoT), Self-Consistency (SC), and Debate (as pro-
posed by Khan et al.). These baselines were se-
lected based on their demonstrated strengths in
handling logical reasoning tasks. The evaluation
was conducted by averaging results over 10 runs.

For iterative prompting methods (SC, Khan
et al.,, and JoT), the number of reasoning sam-
ples (for-loop parameter) was uniformly set to
3, ensuring methodological consistency across ap-
proaches. Using 3 samples in iterative prompting
methods strikes a balance between computational
efficiency and accuracy, offering a reasonable trade-
off between cost and performance. Furthermore,
the same few-shot examples—generated by Zero-
shot CoT—were used across the Few-shot, CoT,
and SC settings to maintain consistency and enable
fair comparisons.



We employed two evaluation metrics: Accuracy
and F1 Score. Accuracy measured the proportion
of correct predictions, while F1 Score captured the
harmonic mean of precision and recall. Together,
these metrics offered a comprehensive view of each
method’s performance, highlighting their respec-
tive strengths and limitations across various tasks
and datasets.

4.2 Evaluation Result on Benchmarks

We report the evaluation results of Judgement of
Thought (JoT) and the other prompting approaches
based on accuracy and F1 score, using the Big-
BenchHard and Winogrande datasets. The results
using GPT 3.5-Turbo and GPT-40 are summarized
in Table 1. Also evaluation results using Claude
models are provided in Table 5. Furthermore,
Appendix B presents a detailed output variability
through 16 resampling runs to illustrate the consis-
tency of each approach’s behavior.

Summary of results using GPT models. Over-
all, the evaluation shows that JoT significantly
improves logical reasoning across a variety of
tasks. Its step-by-step, role-based structure sup-
ports deeper analysis, organized rebuttals, and
more reliable decisions—highlighting both its in-
novative design and practical value.

Boolean Expressions. JoT achieved an accuracy
of 98% and an F1 score of 0.98, significantly sur-
passing all other methods. This strong performance
is due to JoT’s debate-style approach, which clearly
presents opposing arguments and helps resolve log-
ical ambiguities through step-by-step reasoning.
Causal Judgment. JoT achieved 74% accuracy
and an F1 score of 0.72, outperforming the next
best method, Self-Consistency, which scored 67%.
JoT’s structured dialogue helps make causal rela-
tionships clearer, leading to more accurate identifi-
cation of cause-and-effect patterns.

Navigate. JoT showed strong reasoning skills, with
88% accuracy and an F1 score of 0.87. Its step-
by-step approach helps the model keep track of
and interpret spatial instructions more effectively,
improving its performance on navigation tasks.
Web of Lies. In tasks that require evaluating com-
plex chains of truth, JoT achieved 90% accuracy
and an F1 score of 0.91. Its multi-turn feedback
process helps the model better track and analyze
connected statements, making it reliable.

Formal Fallacies. JoT scored 77% in both accu-
racy and F1, showing that it can effectively detect
and analyze logical fallacies. Although this is the

lowest score among the benchmarks, JoT’s rebuttal
process encourages careful examination of flawed
reasoning, which contributes to its solid perfor-
mance on this challenging task.

Winogrande. JoT achieved 89% accuracy and
an F1 score of 0.89 on pronoun resolution tasks,
outperforming other methods. Its argument-based,
multi-perspective approach helps the model better
understand context and resolve ambiguous refer-
ences more accurately.

Summary of results using Claude models. Al-
though the overall scores are lower than those ob-
tained using GPT models, JoT consistently outper-
formed other prompting strategies across all eval-
uated benchmarks in both accuracy and F1 score,
demonstrating its strong ability to support struc-
tured and reliable logical reasoning.

It is worth noting that Self-Consistency builds

on Chain-of-Thought (CoT) by running it multiple
times and choosing the majority answer. However,
because this method is computationally expensive,
we excluded it from this evaluation.
Case studies. Figure 4 illustrates the logical rea-
soning process of JoT. As shown in the examples,
each role generated logically coherent, step-by-
step arguments, while the judge critically evaluated
these arguments—focusing on both the strength of
the reasoning and the argumentation.

4.3 Ablation Study on JoT

Role Contributions in JoT. To better understand
the individual contributions of the lawyer and pros-
ecutor roles in the JoT framework, we conducted
an ablation study by removing each role in turn.
The results are summarized in Table 3, which com-
pares performance changes across reasoning tasks.

Overall, removing either the prosecutor or the

lawyer resulted in a notable drop in performance.
The ablation study confirms that both roles are inte-
gral and complementary in JoT’s reasoning process.
Their interaction is crucial for achieving high per-
formance across logical reasoning tasks.
Effect of Loop Iterations. We further explored
how varying the number of iterative loops in JoT
affects performance. Table 4 shows results for loop
counts of 1, 3, and 5 iterations.

In summary, increasing the number of loops in
JoT generally led to better or stable performance
across tasks. These results highlight the effective-
ness of JoT’s iterative mechanism in improving the
precision, robustness, and consistency of logical
reasoning.
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Table 1: Accuracy/F1 Score Comparison Across Different Benchmarks and Models Using Various Prompt Engi-
neering Method and the Proposed JoT Method. For SC, Khan et al., and JoT, 3 loops were used in all cases.

Dataset Model Zero-shot Few-shot CoT Khan et al. JoT
. 3-Haiku | 62%/0.65 57%/0.49 66%/0.67
Boolean expressions 3 5-Haiku | 76%/0.81 76%/0.81  80%/0.83 45%/0.34 86%/0.88
. 3-Haiku | 61%/0.38 64%/0.57 59%/0.44
Causal judgement 3.5-Haiku | S7T%/047  63%/039 63%/0.60 77%/026  67%/0.66
. 3-Haiku | 54%/047 58%/0.09 56%/0.08
BigBenchHard Navigate 3.5-Haiku | 61%/042  63%/0.59 63%/0.53 007049 69%/0.66
. 3-Haiku | 71%/0.72  74%/0.74  61%/0.49
Sport understanding 3 5-Haiku | 70%/0.77  78%/0.80  81%/0.82 449/0.00 82%1/0.79
. 3-Haiku | 47%/0.33  45%/0.50 52%/0.57
WeDElics 3.5-Haiku | 53%/032  54%/0.51 48%/0.50 O 7°/025  58%/0.50
. 3-Haiku | 57%/0.58 49%/0.47  45%/0.30
Formal fallacies 3.5-Haiku | 54%/036 60%/038 56%/041 %025  71%/0.69
. 3-Haiku | 58%/0.55 58%/0.56 66%/0.59
Winogrande 3.5-Haiku | 62%/0.60 62%/0.58 70%/0.68 00%/046  T1%/0.63

Table 2: Accuracy/F1 Score Comparison Across Different Benchmarks and Models Using Various Prompt Engi-
neering Method and the Proposed JoT Method in Claude models. For SC, Khan et al., and JoT, 3 loops were used.

Dataset Without Without JoT Dataset 1 Iteration 3 Iterations 5 Iterations
Prosecutor Lawyer
Boolean Boolean
expressions 95%/0.96  95%/0.95 98%/0.98 expressions 98%/0.98  98%/0.98  99%/0.99
Causal 1 oe0 070 68%/0.53  74%/0.72 CCausal | Gs0 1060 T4%0.72 T4%00.73
Big judgement Big judgement
Bench  Navigate 72%/0.76  65%/0.72 88%/0.87 Bench Navigate | 87%/0.83 88%/0.87  91%/0.89
Hard — yep of Hard  yop of
lies 69%/0.74 64%/0.55 90%1/0.91 lies 87%/0.88  90%/0.91 91%/0.91
Formal Formal
fallacies | 027/0-66  68%/0.56  77%/0.77 fallavios | 70%/0.67  77%/0.77  78%10.78
Winogrande 85%/0.86 82%/0.82 89%/0.89 Winogrande 87%/0.87  89%/0.89 89%1/0.89

Table 3: Ablation Study on Accuracy/F1 Score: Effect
of Removing the Lawyer or Prosecutor from JoT.

Effect of Feedback. We investigated the impact of
feedback within the JoT framework by comparing
performance with and without iterative feedback.
As shown in Table 5, the results demonstrate that
incorporating feedback within the JoT framework
generally leads to improved performance across

Table 4: Ablation Study on Accuracy/F1 Score: Effect
of Increasing Loop Iterations in JoT.

tasks. While the impact is minimal in simpler tasks
like Boolean expressions, feedback proves espe-
cially beneficial in more complex settings such
as causal judgment. Even in tasks where gains
are marginal, the feedback improves performance,
confirming its overall value as a mechanism for
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Figure 3: Case studies highlighting how JoT resolves binary reasoning tasks through adversarial dialogue.

Dataset Without With
atase Feedback Feedback
Boolean 96%/0.97  98%7/0.98
expressmns
_ Causal 69%/0.63  74%1/0.72
Big judgement
Bench Navigate 87%/0.83 88%1/0.87
Hard
Web of 87%/0.88  90%/0.91
lies
Formal 70%/0.70  77%/0.77
fallacies
Winogrande 87%/0.87 89%1/0.89

Table 5: Ablation Study on Accuracy/F1 Score: Effect
of Feedback in JoT.

strengthening logical decision-making within JoT.

5 Discussion

Comparison JoT with CoT and Debate. In com-
paring the proposed JoT framework with existing
methodologies such as CoT and structured Debate
(Khan et al.), several key differences emerge that
underscore JoT’s advantages in binary logical rea-
soning tasks, as illustrated in Figure 4.

CoT typically relies on a single agent generating
a linear, one-sided rationale. This linear reasoning
process could overlook potential counterarguments,
reducing robustness and comprehensiveness. On
the other hand, the structured Debate method pro-
posed by Khan et al. employs a high-capability
model as the debater and a lower-capability model
as the judge. While the study was designed to ex-

plore the question, “Can weaker models assess the
correctness of stronger models?”, the asymmetry
between debater and judge could cause that the
weaker judge may be persuaded by well-articulated
but logically flawed arguments.

In contrast, JoT uses an adversarial reasoning
process with three clearly defined roles—lawyer,
prosecutor, and judge—each with a specific task.
These roles take turns interacting with each other
in multiple rounds, helping to gradually refine their
arguments. This makes JoT more effective for ac-
curate and thorough reasoning in complex binary
decision-making tasks.

Improvement of Feedback. While JoT demon-
strates strong performance across a variety of rea-
soning tasks, our analysis suggests that its feedback
mechanism can be further refined to enhance ef-
fectiveness in more complex domains. Currently,
the judge’s feedback is rule-based and follows a
fixed structure in every iteration. This static format
may limit the model’s ability to adapt to specific
task challenges or increase attention to unclear or
incomplete arguments from earlier rounds.

One possible improvement is to make the feed-
back more adaptive. The judge could adjust its
level of detail or focus based on the strength of the
previous arguments. For example, using dynamic
prompting strategies that revise evaluation crite-
ria or add counterexamples could help the model
reason more effectively.

Another promising direction is to introduce

memory-augmented feedback. Instead of only con-
sidering the latest exchange, the judge could keep
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Conclusion:

Conclusion:
return to the starting point

Answer: No

Step-by-step tracking shows
the final position (6, 6).

The movement does not
cancel out: there is a net
offset in both axes.

does not return to the
starting point

Prosecutor Output

1 forward:
“returns to original spot”
1 backward:

“back to original spot”

Original position: (0,0)
Forward steps: 6 +4 = 10

Backward steps: 1+2 +4=7
Vertical movement: 10-7=3
Left steps = 9, Right steps = 3

3 right: Horizontal movement:
jback to initial columng Bhio=6

Final Position: original spot

\Answer: M

Final Position: (-6, 3)

Answer: No j

However, correctly r

10 forward minus 7 backward = 3,

L |
1

Judge Output

and 6 left minus 3 right = 3.

Assessment:

with relevant quotes supporting symmetry.
Final position: Effectively back to
starting point

o J

Final Decision: E

Debater A presents a consistent narrative of balanced movement,

Debater B provides coordinate tracking, but it’s less intuitive.

ILEATTHIA'S reasoning appears clearer and more persuasivefoVelN

\

Analysis: The net movement is 3 steps forward (10 - 7) and 6 steps
left (-9 + 3), resulting in a final position of (-6, +3).

—> Not returning to the starting point

Feedback: Lawyer correctly identified steps cancel out, but Prosecutor
made an arithmetic mistake in calculation.

Final Decision: No

J J

1
1
1
I
I
I
I
I
1
] Answer: E
AN
1
1
I
I
I
I
1
1
I
1

Chain of Thought Prompting Debate Prompting

Judgment of Thought Prompting

Figure 4: Comparative illustration of the reasoning paradigms in CoT, Debate (Khan et al.), and the proposed

Judgment of Thought(ours) frameworks.

track of earlier inconsistencies or missed points
across multiple rounds. This could lead to stronger
reasoning, particularly in tasks like causal judg-
ment or formal fallacies, where logical steps build
on one another.

In summary, while JoT’s feedback mechanism
is already effective, we believe that introducing
more flexible, context-aware feedback strategies
could further improve its reasoning quality and
adaptability across a wide range of tasks.
Real-World Application. Although JoT has
shown strong performance on benchmark tasks,
its effectiveness in real-world scenarios remains
less certain. The current experiments were con-
ducted on controlled datasets (BigBenchHard and
Winogrande), which differ significantly from the
ambiguity and unpredictability often found in real-
world applications.

Practical reasoning tasks frequently involve in-
complete, noisy, or ambiguous inputs—conditions
that were not fully represented in our evaluation.
The absence of tests in applied domains limits our
understanding of JoT’s robustness and utility in
handling real-world tasks.

To address this gap, future research should in-
vestigate JoT’s adaptability to real-world tasks
by incorporating domain-specific knowledge and
contextual reasoning. One promising direction is
integrating JoT with Domain-Specific Retrieval-
Augmented Generation (DS-RAG) (Siriwardhana
et al., 2023), which enables models to retrieve and
incorporate relevant external information. This

could significantly improve JoT’s performance in
specialized domains such as law, or cybersecurity.

In addition, enhancing computational efficiency
is critical to enabling JoT’s deployment in real-
time or large-scale settings. Making JoT more
lightweight and responsive will be essential for its
application in high-throughput or latency-sensitive
environments.

Extending JoT to real-world contexts will re-
quire both architectural improvements and integra-
tion with domain-specific tools. Doing so will be
key to validating its practical value, reliability, and
scalability beyond controlled benchmarks.

6 Conclusion

In this paper, we proposed Judgment of Thought
(JoT), a novel prompting framework designed for
binary logical reasoning. JoT introduces an ad-
versarial reasoning process involving three distinct
roles—lawyer, prosecutor, and judge—to promote
accuracy, consistency, and interpretability. Our
evaluation results demonstrated that JoT outper-
forms existing prompting approaches across multi-
ple benchmark tasks. Also, ablation studies showed
the importance of JoT’s core design elements.
Future work should focus on extending JoT to
real-world applications by incorporating Domain-
Specific Retrieval-Augmented Generation (DS-
RAG) methods and improving computational effi-
ciency. These advancements will be essential for
scaling JoT to complex, dynamic environments and
ensuring its practical reliability and effectiveness.



7 Limitation

Prompt Engineering. Prompt engineering alone
is often insufficient to guarantee consistent perfor-
mance, as prompting methods remain vulnerable
to prompt sensitivity, poor generalization to unseen
tasks, and unpredictable model behavior in com-
plex or ambiguous scenarios. Because the system
often uses large models with multiple rounds of
sampling to get strong results, it may not be practi-
cal in settings where efficiency and cost matter.
Open-Source Model Generalizability. This study
evaluated JoT using closed-source models (Ope-
nAI’s GPT series and Claude), which may limit
insights into its performance and generalizability
when applied to open-source models. Future re-
search should include evaluations on open-source
models to comprehensively assess JoT’s broader
applicability and reliability across various model-
ing environments.

Real-World Application. This study primarily re-
lied on benchmark datasets such as BigBenchHard
and Winogrande. Real-world scenarios typically
involve more complex, noisy, or ambiguous data,
which might affect JoT s practical performance. Fu-
ture work should validate JoT on real-world tasks
to better understand its robustness and effectiveness
in applied contexts.

Computational Cost. JoT employs a multi-agent
approach with iterative loops, making it compu-
tationally resource-intensive. This characteristic
could limit its applicability in resource-constrained
environments. Optimizing JoT to balance compu-
tational efficiency and performance is an important
direction for future research.
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A Used prompts for JoT

Lawyer:

Role: You are an expert lawyer specialized in logical reasoning. Your task is to argue persuasively that the
correct answer to the given input is <Positive Position>. You will address the judge directly and present
logical arguments and evidence.

Procedure: You have a total of 3 opportunities to speak, each with a clear purpose:

1. First utterance: Briefly analyze the input, describe its key logical characteristics, and outline your main
arguments supporting a <Positive Position>response.

2. Second utterance: Logically counter the prosecutor’s arguments, clearly addressing any concerns or
questions raised by the judge. Reinforce your arguments with logical precision.

3. Final utterance: Concisely summarize the strongest logical points, reiterate how you’ve effectively
countered the prosecution, and firmly establish why the answer must be <Positive Position>.

Style: Be concise, highly structured, and persuasive. Clearly address all potential doubts raised by the
prosecutor or judge.

Prosecutor:

Role: You are an expert prosecutor specialized in logical reasoning. Your task is to argue persuasively
that the correct answer to the given input is <Negative Position>. You will address the judge directly and
present logical arguments and evidence.

Procedure: You have a total of 3 opportunities to speak, each with a clear purpose:

1. First utterance: Briefly analyze the input, describe its key logical characteristics, and outline your main
arguments supporting a <Negative Position>response.

2. Second utterance: Logically counter the lawyer’s arguments, clearly addressing any concerns or
questions raised by the judge. Reinforce your arguments with logical precision.

3. Final utterance: Concisely summarize the strongest logical points, reiterate how you’ve effectively
countered the lawyer’s arguments, and firmly establish why the answer must be <Negative Position>.
Style: Be concise, highly structured, and persuasive. Clearly address all potential doubts raised by the
lawyer or judge.

Judge:

Role: You are an expert judge specialized in logical reasoning. Your task is to carefully analyze the
given input and the logical arguments provided by both a lawyer (arguing for <Positive Position>) and
a prosecutor (arguing for <Negative Position>, then decisively determine whether the correct answer is
<Positive Position>or <Negative Position>.

Important: You must remain strictly neutral, unbiased, and objective. Base your decision solely on logical
strength and coherence of the presented arguments, disregarding personal beliefs or external biases.
Procedure: You will issue three judgments in total. For each judgment, you must:

1. Analyze the input thoroughly along with the arguments presented by both the lawyer and the prosecutor.
2. Evaluate which argument is more logically convincing. There can be NO TIE; you must choose either
<Positive Position>or <Negative Position>.

Requirements:

Clearly provide feedback to both the lawyer and the prosecutor explaining why their arguments were
convincing or lacking, structured in a concise, logical manner.

Output Format (delimited by ####):

HHHE

Analysis (Reasons for the decision): [Concise logical analysis]

Feedback to Lawyer (Reason for win/lose): [Concise feedback to the lawyer]

Feedback to Prosecutor (Reason for win/lose): [Concise feedback to the prosecutor]

Final Decision: <Positive Position>/<Negative Position>

HHHH

Table 6: System prompt of Lawyer, Prosecutor, and Judge.
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B Resampling Results: Comparison of the Existing Prompt Engineering techniques and
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Figure 5: Boxplots illustrating the resampling results, comparing the variability and robustness of existing prompt
engineering techniques and JoT. Self-Consistency was excluded from this comparison due to its reliance on
repeated executions, which incur substantial computational costs. For a detailed comparison of trends between
Self-Consistency and other methods, please refer to Table 1
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