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Abstract001

This paper proposes a novel prompting ap-002
proach, Judgment of Thought (JoT), specifi-003
cally tailored for binary logical reasoning tasks.004
Despite advances in prompt engineering, exist-005
ing approaches still face limitations in handling006
complex logical reasoning tasks.007

To address these issues, JoT introduces a multi-008
agent approach with three specialized roles—009
lawyer, prosecutor, and judge—where a high-010
level model acts as the judge, and lower-level011
models serve as lawyer and prosecutor to sys-012
tematically debate and evaluate arguments. Ex-013
perimental evaluations on benchmarks such as014
BigBenchHard and Winogrande demonstrate015
JoT’s superior performance compared to ex-016
isting prompting approaches, achieving no-017
table improvements, including 98% accuracy in018
Boolean expressions. Also, our ablation studies019
validate the critical contribution of each role,020
iterative refinement loops, and feedback mech-021
anisms.022

Consequently, JoT significantly enhances ac-023
curacy, reliability, and consistency in binary024
reasoning tasks and shows potential for practi-025
cal applications.026

1 Introduction027

Recent advances in AI and natural language pro-028

cessing (NLP) have brought major changes to029

many industries (Vaswani et al., 2017; Peters et al.,030

2018; Devlin et al., 2019). In particular, Large031

Language Models (LLMs) have shown impres-032

sive performance on a wide range of language033

tasks, such as text generation, translation, and senti-034

ment analysis (Floridi and Chiriatti, 2020; Touvron035

et al., 2023; Zhao et al., 2023; Chang et al., 2024;036

Achiam et al., 2023). These models are trained on037

massive datasets and have learned to understand038

and generate language in flexible, general-purpose039

ways(Zhang et al., 2024).040

However, to get high-quality results from LLMs, 041

it’s important to carefully design the input text— 042

known as a prompt(Wahle et al., 2024). The way a 043

prompt is written can greatly affect how accurate, 044

helpful, or logical the model’s output is (Benedetto 045

et al., 2024). This practice, called prompt engi- 046

neering, helps guide LLMs to produce responses 047

that match the user’s goals (Schulhoff et al., 2024; 048

Sahoo et al., 2024; Wang et al., 2024). 049

Many prompting approaches have been pro- 050

posed to improve reasoning quality. These include 051

zero-shot and few-shot prompting, and Chain-of- 052

Thought (CoT) prompting, which encourages the 053

model to explain its reasoning step by step (Wei 054

et al., 2021; Kaplan et al., 2020; Touvron et al., 055

2023; Wei et al., 2022; Wang et al., 2022). More 056

recently, Khan et al. (2024) showed that debate- 057

style prompting, where a stronger model argues 058

against a weaker one, can lead to more accurate an- 059

swers—especially when evaluated by a third model 060

acting as a judge. Despite these advances, cur- 061

rent prompting methods still have limitations: es- 062

pecially for binary decisions that require careful 063

reasoning. Tasks involving subtle logic, ambiguity, 064

or conflicting claims often lead to inconsistent or 065

incorrect answers. Existing methods do not always 066

handle disagreements well or allow for step-by-step 067

resolution of complex issues. 068

To address these challenges, we propose a new 069

prompting framework called Judgment of Thought 070

(JoT). JoT is designed for binary logical reasoning 071

and introduces three roles: a lawyer, a prosecutor, 072

and a judge. These roles engage in a structured, 073

debate-style dialogue where the lawyer argues for 074

a position, the prosecutor argues against it, and the 075

judge evaluates both sides to reach a final decision. 076

We evaluate JoT on benchmark datasets such as 077

BigBenchHard and Winogrande. The results show 078

that JoT consistently outperforms existing prompt- 079

ing methods in BigBenchHard and Winogrande. 080

Notably, JoT achieved remarkable performance 081
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Figure 1: Comparison of Judgment of Thought (ours) with recent prompting strategies.

metrics, including 98% accuracy on the Boolean082

Expressions task, 90% accuracy on the challeng-083

ing Web of Lies task, and 88% accuracy on the084

Navigate task, clearly emphasizing its strengths in085

complex logical reasoning scenarios. Importantly,086

these performance outcomes were consistently ob-087

served across different model architectures includ-088

ing OpenAI models as well as Anthropic Claude089

models, highlighting JoT’s robust generalizability.090

We also conduct ablation studies to better under-091

stand the contribution of each component. These092

experiments confirmed that all parts of JoT—the093

lawyer, prosecutor, and judge roles, as well as the094

iterative loops and feedback mechanism—are im-095

portant for producing strong and reliable reasoning.096

In summary, JoT offers a new approach to097

prompting LLMs for binary decision-making. Our098

evaluation results demonstrate that JoT produces099

more accurate and consistent results, advancing the100

state of prompt engineering for complex binary rea-101

soning tasks. (The source code and data will be102

openly available upon publication.)103

2 Background104

LLMs are trained on massive, general-purpose105

datasets (Floridi and Chiriatti, 2020; Touvron et al.,106

2023; Zhao et al., 2023; Chang et al., 2024; An-107

thropic, 2024). To get specific, accurate, or nu-108

anced outputs, how we ask a question really mat-109

ters (Nan et al., 2023). Also, prompt engineer-110

ing, the practice of designing and refining input111

prompts to guide a LLM, shapes how LLMs “think”112

by influencing tone, structure, depth, and style,113

making it essential for precision and control in AI-114

generated responses (Schulhoff et al., 2024; Grabb,115

2023). To systematically guide LLM behavior, re- 116

searchers have proposed a variety of prompting 117

strategies—such as zero-shot, few-shot, and chain- 118

of-thought —each offering distinct advantages for 119

improving task alignment, reasoning quality, and 120

output consistency (Achiam et al., 2023). 121

Prompting strategies differ not only in format 122

but also in the type of reasoning they activate in 123

language models. Zero-shot prompting tasks the 124

model with solving a problem based solely on a 125

textual instruction, relying entirely on its inter- 126

nalized knowledge (Wei et al., 2021). Few-shot 127

prompting extends this approach by incorporating 128

a small number of input–output examples within 129

the prompt, thereby guiding the model toward 130

the desired task behavior and output format (Ka- 131

plan et al., 2020; Touvron et al., 2023). Chain- 132

of-thought prompting further extends the few-shot 133

paradigm by encouraging intermediate reasoning 134

steps, enabling the model to better handle tasks 135

requiring logical inference or multi-hop reason- 136

ing (Wei et al., 2022; Madaan et al., 2023). Empiri- 137

cal results consistently show that chain-of-thought 138

prompting improves performance on tasks such as 139

mathematical problem solving and commonsense 140

QA. To further enhance this reasoning process, self- 141

consistency prompting improves the reliability of 142

chain-of-thought outputs by sampling multiple rea- 143

soning paths and selecting the most consistent final 144

answer (Wang et al., 2022). In addition, various 145

prompting strategies exist each tailored to specific 146

purposes and modalities (Guo et al., 2024; Li et al., 147

2023; Cao et al., 2023; Ha et al., 2023). 148

Despite these advancements, existing prompt en- 149

gineering methods still face significant limitations 150

in complex binary inference tasks involving sub- 151
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tle logical reasoning, ambiguous contexts, or con-152

tentious decisions. Current approaches lack robust153

mechanisms for effectively resolving interpretive154

conflicts or systematically evaluating competing155

lines of reasoning, often resulting in suboptimal or156

inconsistent performance.157

Motivation. Recent work by Khan et al. (Khan158

et al., 2024) demonstrates the effectiveness of159

structured debates between large language mod-160

els (LLMs). Their framework poses a question161

to two expert LLMs assigned opposing answers,162

prompting each to generate persuasive arguments163

before presenting the exchange to a weaker judge—164

either a less capable model or a human without165

access to source material. This debate-based setup166

enables the judge to identify the more truthful po-167

sition based on the merits of the arguments alone,168

without requiring ground-truth labels or external169

evidence. The study shows that when debaters170

are optimized for persuasiveness, judges can reli-171

ably favor correct over incorrect answers, achieving172

76% accuracy on the HARD subset of QuALITY173

dataset (Pang et al., 2022). This approach high-174

lights the promise of multi-agent prompting as a175

scalable strategy for supporting logical inferences.176

While the debate framework proposed by Khan177

et al. (Khan et al., 2024) shows that having two178

models argue can lead to more truthful answers, the179

study demonstrate that it has several limitations—180

especially for tasks that require careful logical rea-181

soning about yes/no questions. Because both mod-182

els play similar roles in the debate, their arguments183

can become vague or repetitive, without clear re-184

sponsibilities for how they should argue. This be-185

comes problematic in real-world questions such186

as “surveillance programs violate privacy rights”187

where one side should provide strong evidence and188

the other should point out flaws or alternatives. In189

addition, the framework produces a final decision,190

but the reasoning process is not clearly structured191

or easy to interpret. This makes it difficult to use in192

domains where transparency and explanation are193

essential, such as policy, law, or scientific argu-194

mentation. Moreover, the format does not require195

models to reason step by step or follow a consistent196

logical structure, and thus, persuasive, but shallow,197

claims can still win the debate.198

Inspired by this prior work and aiming to over-199

come the limitations, we introduce a new prompt-200

ing framework designed to support more reli-201

able and interpretable logical inference in binary202

decision-making tasks.203

Figure 2: Judgment of Thought (JoT) Architecture. It
consists of three roles: lawyer, prosecutor, and judge.
The lawyer and prosecutor use lower-level models to
argue different aspects of a problem. The judge uses
a higher-level model to evaluate these arguments and
deliver a comprehensive judgment. This process enables
thorough analysis from multiple perspectives, leading
to balanced solutions for complex problems.

3 Judgment of Thought (JoT) 204

In this section, we introduce a novel prompting 205

approach, Judgment of Thought (JoT). The overall 206

structure and workflow of JoT are illustrated in Fig- 207

ure 2. JoT mimics deliberative human reasoning 208

(e.g., legal or debate settings) to support more intu- 209

itive, transparent, and trustworthy decision-making 210

for end users. In JoT, each unit—the lawyer, prose- 211

cutor, and judge—is prompted using role-specific 212

system instructions, detailed in the Appendix A. 213

This structured role design encourages the genera- 214

tion of logically coherent, step-by-step arguments 215

rather than superficially persuasive claims. The 216

framework follows an iterative process in which a 217

higher-level model (e.g., GPT-4 Omni) is assigned 218

to the judge role, while lower-level models (e.g., 219

GPT-3.5-turbo) serve as the lawyer and prosecu- 220

tor. This configuration allows the judge to critically 221

evaluate the submitted arguments, with an empha- 222

sis on assessing both their logical structure and 223

argumentation. 224

Initially, each role receives a tailored system mes- 225

sage: the lawyer and prosecutor are explicitly in- 226

structed to systematically advocate for the True and 227

False positions, respectively, on a given task. The 228

lawyer generates arguments supporting the truthful- 229

ness of the statement, while the prosecutor provides 230
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arguments opposing it. Subsequently, both units231

present their reasoning clearly to the judge. The232

judge then analyzes the logical coherence with the233

provided arguments and gives feedback highlight-234

ing their strengths and weaknesses.235

In each iterative loop, the lawyer and prosecu-236

tor incorporate the judge’s feedback and the op-237

posing unit’s arguments to refine their reasoning,238

systematically addressing identified logical gaps239

and reinforcing argumentative depth. These re-240

fined arguments are again presented to the judge241

for further evaluation. This loop continues itera-242

tively, allowing the judge to progressively identify243

the most logically robust arguments. In the final244

loop, the lawyer and prosecutor present their con-245

cluding arguments, explicitly integrating insights246

from previous evaluations and rebuttals. Through-247

out this iterative process, users gain clear visibility248

into the evolution of logical reasoning underpin-249

ning the judge’s decisions. In summary, the JoT250

prompting has the following attractive properties.251

Balanced Reasoning: JoT assigns reasoning tasks252

to distinct roles, reducing bias and ensuring bal-253

anced consideration of both sides in binary tasks.254

Logical Consistency: By explicitly enforcing ad-255

versarial reasoning and direct comparison of oppos-256

ing viewpoints, JoT mitigates the risk of inconsis-257

tent or contradictory outputs.258

Iterative Refinement: JoT supports multi-round259

feedback and revision, allowing arguments to260

evolve and strengthen over time.261

Interpretability: JoT exposes each agent’s rea-262

soning, along with the judge’s evaluation rationale,263

providing transparent visibility into the model’s264

logical decision-making process.265

Modularity and Flexibility: JoT’s modular archi-266

tecture allows independent improvement or cus-267

tomization of individual roles.268

4 Evaluation269

We evaluate the JoT by answering the following270

research questions: (1) How does JoT perform271

across different types of logical reasoning (e.g.,272

causal inference, Boolean logic, fallacy detection)?273

(2) Does JoT outperform existing prompting meth-274

ods in logical reasoning tasks? (3) How do the275

structural components of the JoT framework con-276

tribute to its overall performance in logical reason-277

ing tasks?278

4.1 Evaluation Setup 279

We conducted systematic performance evalua- 280

tions of Judgement of Thought (JoT) across 281

diverse logical reasoning tasks. Experiments 282

were conducted using GPT-3.5-turbo (OpenAI, 283

2023) and GPT-4o (Omni) (Hurst et al., 2024), 284

which were selected for their differing capabil- 285

ity levels to enable a robust comparison of each 286

prompting method. Also Claude-3-Haiku, and 287

Claude-3.5-Haiku(Anthropic, 2024) were used 288

to further evaluate the generalizability and consis- 289

tency of the results across models from different 290

providers. All models were run with default param- 291

eters (temperature=1, top-p=1). 292

Our evaluation dataset comprised two main com- 293

ponents. First, we used Winogrande (Sakaguchi 294

et al., 2021), a benchmark designed to assess large- 295

scale pronoun resolution. Second, we adopted a 296

subset of binary reasoning tasks from the BigBench- 297

Hard dataset (Srivastava et al., 2022), chosen for 298

their emphasis on complex language understand- 299

ing and logical reasoning. Specifically, we eval- 300

uated JoT on the following BigBenchHard tasks: 301

Boolean Expressions: logical formula evaluation, 302

Causal Judgment: reasoning over cause-effect rela- 303

tions, Formal Fallacies: identifying flawed logical 304

arguments, Web of Lies: validating the truthfulness 305

of interconnected statements, Navigate: spatial rea- 306

soning based on instructions. These tasks test rea- 307

soning capabilities and serve as a strong benchmark 308

for evaluating JoT’s effectiveness. 309

In addition, we compared Judgement of Thought 310

(JoT) with several established prompting ap- 311

proaches: Zero-shot, Few-shot, Chain-of-Thought 312

(CoT), Self-Consistency (SC), and Debate (as pro- 313

posed by Khan et al.). These baselines were se- 314

lected based on their demonstrated strengths in 315

handling logical reasoning tasks. The evaluation 316

was conducted by averaging results over 10 runs. 317

For iterative prompting methods (SC, Khan 318

et al., and JoT), the number of reasoning sam- 319

ples (for-loop parameter) was uniformly set to 320

3, ensuring methodological consistency across ap- 321

proaches. Using 3 samples in iterative prompting 322

methods strikes a balance between computational 323

efficiency and accuracy, offering a reasonable trade- 324

off between cost and performance. Furthermore, 325

the same few-shot examples—generated by Zero- 326

shot CoT—were used across the Few-shot, CoT, 327

and SC settings to maintain consistency and enable 328

fair comparisons. 329
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We employed two evaluation metrics: Accuracy330

and F1 Score. Accuracy measured the proportion331

of correct predictions, while F1 Score captured the332

harmonic mean of precision and recall. Together,333

these metrics offered a comprehensive view of each334

method’s performance, highlighting their respec-335

tive strengths and limitations across various tasks336

and datasets.337

4.2 Evaluation Result on Benchmarks338

We report the evaluation results of Judgement of339

Thought (JoT) and the other prompting approaches340

based on accuracy and F1 score, using the Big-341

BenchHard and Winogrande datasets. The results342

using GPT 3.5-Turbo and GPT-4o are summarized343

in Table 1. Also evaluation results using Claude344

models are provided in Table 5. Furthermore,345

Appendix B presents a detailed output variability346

through 16 resampling runs to illustrate the consis-347

tency of each approach’s behavior.348

Summary of results using GPT models. Over-349

all, the evaluation shows that JoT significantly350

improves logical reasoning across a variety of351

tasks. Its step-by-step, role-based structure sup-352

ports deeper analysis, organized rebuttals, and353

more reliable decisions—highlighting both its in-354

novative design and practical value.355

Boolean Expressions. JoT achieved an accuracy356

of 98% and an F1 score of 0.98, significantly sur-357

passing all other methods. This strong performance358

is due to JoT’s debate-style approach, which clearly359

presents opposing arguments and helps resolve log-360

ical ambiguities through step-by-step reasoning.361

Causal Judgment. JoT achieved 74% accuracy362

and an F1 score of 0.72, outperforming the next363

best method, Self-Consistency, which scored 67%.364

JoT’s structured dialogue helps make causal rela-365

tionships clearer, leading to more accurate identifi-366

cation of cause-and-effect patterns.367

Navigate. JoT showed strong reasoning skills, with368

88% accuracy and an F1 score of 0.87. Its step-369

by-step approach helps the model keep track of370

and interpret spatial instructions more effectively,371

improving its performance on navigation tasks.372

Web of Lies. In tasks that require evaluating com-373

plex chains of truth, JoT achieved 90% accuracy374

and an F1 score of 0.91. Its multi-turn feedback375

process helps the model better track and analyze376

connected statements, making it reliable.377

Formal Fallacies. JoT scored 77% in both accu-378

racy and F1, showing that it can effectively detect379

and analyze logical fallacies. Although this is the380

lowest score among the benchmarks, JoT’s rebuttal 381

process encourages careful examination of flawed 382

reasoning, which contributes to its solid perfor- 383

mance on this challenging task. 384

Winogrande. JoT achieved 89% accuracy and 385

an F1 score of 0.89 on pronoun resolution tasks, 386

outperforming other methods. Its argument-based, 387

multi-perspective approach helps the model better 388

understand context and resolve ambiguous refer- 389

ences more accurately. 390

Summary of results using Claude models. Al- 391

though the overall scores are lower than those ob- 392

tained using GPT models, JoT consistently outper- 393

formed other prompting strategies across all eval- 394

uated benchmarks in both accuracy and F1 score, 395

demonstrating its strong ability to support struc- 396

tured and reliable logical reasoning. 397

It is worth noting that Self-Consistency builds 398

on Chain-of-Thought (CoT) by running it multiple 399

times and choosing the majority answer. However, 400

because this method is computationally expensive, 401

we excluded it from this evaluation. 402

Case studies. Figure 4 illustrates the logical rea- 403

soning process of JoT. As shown in the examples, 404

each role generated logically coherent, step-by- 405

step arguments, while the judge critically evaluated 406

these arguments—focusing on both the strength of 407

the reasoning and the argumentation. 408

4.3 Ablation Study on JoT 409

Role Contributions in JoT. To better understand 410

the individual contributions of the lawyer and pros- 411

ecutor roles in the JoT framework, we conducted 412

an ablation study by removing each role in turn. 413

The results are summarized in Table 3, which com- 414

pares performance changes across reasoning tasks. 415

Overall, removing either the prosecutor or the 416

lawyer resulted in a notable drop in performance. 417

The ablation study confirms that both roles are inte- 418

gral and complementary in JoT’s reasoning process. 419

Their interaction is crucial for achieving high per- 420

formance across logical reasoning tasks. 421

Effect of Loop Iterations. We further explored 422

how varying the number of iterative loops in JoT 423

affects performance. Table 4 shows results for loop 424

counts of 1, 3, and 5 iterations. 425

In summary, increasing the number of loops in 426

JoT generally led to better or stable performance 427

across tasks. These results highlight the effective- 428

ness of JoT’s iterative mechanism in improving the 429

precision, robustness, and consistency of logical 430

reasoning. 431
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Dataset Model Zero-shot Few-shot CoT SC Khan et al. JoT

BigBenchHard

Boolean expressions GPT-3.5-Turbo 67%/0.76 55%/0.55 47%/0.29 43%/0.17 81%/0.84 98%/0.98GPT-4o 86%/0.89 91%/0.93 84%/0.88 87%/0.90

Causal judgement GPT-3.5-Turbo 62%/0.55 61%/0.61 61%/0.52 59%/0.48 61%/0.61 74%/0.72GPT-4o 66%/0.71 65%/0.65 63%/0.60 67%/0.65

Navigate GPT-3.5-Turbo 54%/0.18 55%/0.12 57%/0.04 56%/0.00 60%/0.63 88%/0.87GPT-4o 68%/0.48 62%/0.27 63%/0.30 64%/0.31

Web of lies GPT-3.5-Turbo 47%/0.18 51%/0.35 44%/0.20 46%/0.07 53%/0.49 90%/0.91GPT-4o 54%/0.44 49%/0.50 44%/0.46 51%/0.53

Formal fallacies GPT-3.5-Turbo 45%/0.58 50%/0.31 57%/0.30 54%/0.23 60%/0.66 77%/0.77GPT-4o 52%/0.62 61%/0.61 61%/0.61 57%/0.56

Winogrande GPT-3.5-Turbo 60%/0.60 58%/0.60 54%/0.57 63%/0.64 59%/0.43 89%/0.89GPT-4o 82%/0.83 77%/0.77 82%/0.83 82%/0.83

Table 1: Accuracy/F1 Score Comparison Across Different Benchmarks and Models Using Various Prompt Engi-
neering Method and the Proposed JoT Method. For SC, Khan et al., and JoT, 3 loops were used in all cases.

Dataset Model Zero-shot Few-shot CoT Khan et al. JoT

BigBenchHard

Boolean expressions 3-Haiku 62%/0.65 57%/0.49 66%/0.67 45%/0.34 86%/0.883.5-Haiku 76%/0.81 76%/0.81 80%/0.83

Causal judgement 3-Haiku 61%/0.38 64%/0.57 59%/0.44 54%/0.26 67%/0.663.5-Haiku 57%/0.47 63%/0.39 63%/0.60

Navigate 3-Haiku 54%/0.47 58%/0.09 56%/0.08 65%/0.49 69%/0.663.5-Haiku 61%/0.42 63%/0.59 63%/0.53

Sport understanding 3-Haiku 71%/0.72 74%/0.74 61%/0.49 44%/0.00 82%/0.793.5-Haiku 70%/0.77 78%/0.80 81%/0.82

Web of lies 3-Haiku 47%/0.33 45%/0.50 52%/0.57 57%/0.25 58%/0.503.5-Haiku 53%/0.32 54%/0.51 48%/0.50

Formal fallacies 3-Haiku 57%/0.58 49%/0.47 45%/0.30 57%/0.25 71%/0.693.5-Haiku 54%/0.36 60%/0.38 56%/0.41

Winogrande 3-Haiku 58%/0.55 58%/0.56 66%/0.59 60%/0.46 71%/0.633.5-Haiku 62%/0.60 62%/0.58 70%/0.68

Table 2: Accuracy/F1 Score Comparison Across Different Benchmarks and Models Using Various Prompt Engi-
neering Method and the Proposed JoT Method in Claude models. For SC, Khan et al., and JoT, 3 loops were used.

Dataset Without
Prosecutor

Without
Lawyer JoT

Big
Bench
Hard

Boolean
expressions 95%/0.96 95%/0.95 98%/0.98

Causal
judgement 68%/0.70 68%/0.53 74%/0.72

Navigate 72%/0.76 65%/0.72 88%/0.87

Web of
lies 69%/0.74 64%/0.55 90%/0.91

Formal
fallacies 65%/0.66 68%/0.56 77%/0.77

Winogrande 85% / 0.86 82% / 0.82 89%/0.89

Table 3: Ablation Study on Accuracy/F1 Score: Effect
of Removing the Lawyer or Prosecutor from JoT.

Effect of Feedback. We investigated the impact of432

feedback within the JoT framework by comparing433

performance with and without iterative feedback.434

As shown in Table 5, the results demonstrate that435

incorporating feedback within the JoT framework436

generally leads to improved performance across437

Dataset 1 Iteration 3 Iterations 5 Iterations

Big
Bench
Hard

Boolean
expressions 98%/0.98 98%/0.98 99%/0.99

Causal
judgement 65%/0.60 74%/0.72 74%/0.73

Navigate 87%/0.83 88%/0.87 91%/0.89

Web of
lies 87%/0.88 90%/0.91 91%/0.91

Formal
fallacies 70%/0.67 77%/0.77 78%/0.78

Winogrande 87%/0.87 89%/0.89 89%/0.89

Table 4: Ablation Study on Accuracy/F1 Score: Effect
of Increasing Loop Iterations in JoT.

tasks. While the impact is minimal in simpler tasks 438

like Boolean expressions, feedback proves espe- 439

cially beneficial in more complex settings such 440

as causal judgment. Even in tasks where gains 441

are marginal, the feedback improves performance, 442

confirming its overall value as a mechanism for 443
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Figure 3: Case studies highlighting how JoT resolves binary reasoning tasks through adversarial dialogue.

Dataset Without
Feedback

With
Feedback

Big
Bench
Hard

Boolean
expressions 96%/0.97 98%/0.98

Causal
judgement 69%/0.63 74%/0.72

Navigate 87%/0.83 88%/0.87

Web of
lies 87%/0.88 90%/0.91

Formal
fallacies 70%/0.70 77%/0.77

Winogrande 87%/0.87 89%/0.89

Table 5: Ablation Study on Accuracy/F1 Score: Effect
of Feedback in JoT.

strengthening logical decision-making within JoT.444

5 Discussion445

Comparison JoT with CoT and Debate. In com-446

paring the proposed JoT framework with existing447

methodologies such as CoT and structured Debate448

(Khan et al.), several key differences emerge that449

underscore JoT’s advantages in binary logical rea-450

soning tasks, as illustrated in Figure 4.451

CoT typically relies on a single agent generating452

a linear, one-sided rationale. This linear reasoning453

process could overlook potential counterarguments,454

reducing robustness and comprehensiveness. On455

the other hand, the structured Debate method pro-456

posed by Khan et al. employs a high-capability457

model as the debater and a lower-capability model458

as the judge. While the study was designed to ex-459

plore the question, “Can weaker models assess the 460

correctness of stronger models?”, the asymmetry 461

between debater and judge could cause that the 462

weaker judge may be persuaded by well-articulated 463

but logically flawed arguments. 464

In contrast, JoT uses an adversarial reasoning 465

process with three clearly defined roles—lawyer, 466

prosecutor, and judge—each with a specific task. 467

These roles take turns interacting with each other 468

in multiple rounds, helping to gradually refine their 469

arguments. This makes JoT more effective for ac- 470

curate and thorough reasoning in complex binary 471

decision-making tasks. 472

Improvement of Feedback. While JoT demon- 473

strates strong performance across a variety of rea- 474

soning tasks, our analysis suggests that its feedback 475

mechanism can be further refined to enhance ef- 476

fectiveness in more complex domains. Currently, 477

the judge’s feedback is rule-based and follows a 478

fixed structure in every iteration. This static format 479

may limit the model’s ability to adapt to specific 480

task challenges or increase attention to unclear or 481

incomplete arguments from earlier rounds. 482

One possible improvement is to make the feed- 483

back more adaptive. The judge could adjust its 484

level of detail or focus based on the strength of the 485

previous arguments. For example, using dynamic 486

prompting strategies that revise evaluation crite- 487

ria or add counterexamples could help the model 488

reason more effectively. 489

Another promising direction is to introduce 490

memory-augmented feedback. Instead of only con- 491

sidering the latest exchange, the judge could keep 492

7



Figure 4: Comparative illustration of the reasoning paradigms in CoT, Debate (Khan et al.), and the proposed
Judgment of Thought(ours) frameworks.

track of earlier inconsistencies or missed points493

across multiple rounds. This could lead to stronger494

reasoning, particularly in tasks like causal judg-495

ment or formal fallacies, where logical steps build496

on one another.497

In summary, while JoT’s feedback mechanism498

is already effective, we believe that introducing499

more flexible, context-aware feedback strategies500

could further improve its reasoning quality and501

adaptability across a wide range of tasks.502

Real-World Application. Although JoT has503

shown strong performance on benchmark tasks,504

its effectiveness in real-world scenarios remains505

less certain. The current experiments were con-506

ducted on controlled datasets (BigBenchHard and507

Winogrande), which differ significantly from the508

ambiguity and unpredictability often found in real-509

world applications.510

Practical reasoning tasks frequently involve in-511

complete, noisy, or ambiguous inputs—conditions512

that were not fully represented in our evaluation.513

The absence of tests in applied domains limits our514

understanding of JoT’s robustness and utility in515

handling real-world tasks.516

To address this gap, future research should in-517

vestigate JoT’s adaptability to real-world tasks518

by incorporating domain-specific knowledge and519

contextual reasoning. One promising direction is520

integrating JoT with Domain-Specific Retrieval-521

Augmented Generation (DS-RAG) (Siriwardhana522

et al., 2023), which enables models to retrieve and523

incorporate relevant external information. This524

could significantly improve JoT’s performance in 525

specialized domains such as law, or cybersecurity. 526

In addition, enhancing computational efficiency 527

is critical to enabling JoT’s deployment in real- 528

time or large-scale settings. Making JoT more 529

lightweight and responsive will be essential for its 530

application in high-throughput or latency-sensitive 531

environments. 532

Extending JoT to real-world contexts will re- 533

quire both architectural improvements and integra- 534

tion with domain-specific tools. Doing so will be 535

key to validating its practical value, reliability, and 536

scalability beyond controlled benchmarks. 537

6 Conclusion 538

In this paper, we proposed Judgment of Thought 539

(JoT), a novel prompting framework designed for 540

binary logical reasoning. JoT introduces an ad- 541

versarial reasoning process involving three distinct 542

roles—lawyer, prosecutor, and judge—to promote 543

accuracy, consistency, and interpretability. Our 544

evaluation results demonstrated that JoT outper- 545

forms existing prompting approaches across multi- 546

ple benchmark tasks. Also, ablation studies showed 547

the importance of JoT’s core design elements. 548

Future work should focus on extending JoT to 549

real-world applications by incorporating Domain- 550

Specific Retrieval-Augmented Generation (DS- 551

RAG) methods and improving computational effi- 552

ciency. These advancements will be essential for 553

scaling JoT to complex, dynamic environments and 554

ensuring its practical reliability and effectiveness. 555

8



7 Limitation556

Prompt Engineering. Prompt engineering alone557

is often insufficient to guarantee consistent perfor-558

mance, as prompting methods remain vulnerable559

to prompt sensitivity, poor generalization to unseen560

tasks, and unpredictable model behavior in com-561

plex or ambiguous scenarios. Because the system562

often uses large models with multiple rounds of563

sampling to get strong results, it may not be practi-564

cal in settings where efficiency and cost matter.565

Open-Source Model Generalizability. This study566

evaluated JoT using closed-source models (Ope-567

nAI’s GPT series and Claude), which may limit568

insights into its performance and generalizability569

when applied to open-source models. Future re-570

search should include evaluations on open-source571

models to comprehensively assess JoT’s broader572

applicability and reliability across various model-573

ing environments.574

Real-World Application. This study primarily re-575

lied on benchmark datasets such as BigBenchHard576

and Winogrande. Real-world scenarios typically577

involve more complex, noisy, or ambiguous data,578

which might affect JoT’s practical performance. Fu-579

ture work should validate JoT on real-world tasks580

to better understand its robustness and effectiveness581

in applied contexts.582

Computational Cost. JoT employs a multi-agent583

approach with iterative loops, making it compu-584

tationally resource-intensive. This characteristic585

could limit its applicability in resource-constrained586

environments. Optimizing JoT to balance compu-587

tational efficiency and performance is an important588

direction for future research.589

References590

Josh Achiam, Steven Adler, Sandhini Agarwal, Lama591
Ahmad, Ilge Akkaya, Florencia Leoni Aleman,592
Diogo Almeida, Janko Altenschmidt, Sam Altman,593
Shyamal Anadkat, and 1 others. 2023. Gpt-4 techni-594
cal report. arXiv preprint arXiv:2303.08774.595

Anthropic. 2024. Introducing the next generation of596
claude.597

Luca Benedetto, Giovanni Aradelli, Antonia Donvito,598
Alberto Lucchetti, Andrea Cappelli, and Paula But-599
tery. 2024. Using llms to simulate students’ re-600
sponses to exam questions. In Findings of the As-601
sociation for Computational Linguistics: EMNLP602
2024, pages 11351–11368.603

Tingfeng Cao, Chengyu Wang, Bingyan Liu, Ziheng604
Wu, Jinhui Zhu, and Jun Huang. 2023. Beautiful-605

Prompt: Towards automatic prompt engineering for 606
text-to-image synthesis. In Proceedings of the 2023 607
Conference on Empirical Methods in Natural Lan- 608
guage Processing: Industry Track, pages 1–11, Sin- 609
gapore. Association for Computational Linguistics. 610

Yupeng Chang, Xu Wang, Jindong Wang, Yuan Wu, 611
Linyi Yang, Kaijie Zhu, Hao Chen, Xiaoyuan Yi, 612
Cunxiang Wang, Yidong Wang, and 1 others. 2024. 613
A survey on evaluation of large language models. 614
ACM Transactions on Intelligent Systems and Tech- 615
nology, 15(3):1–45. 616

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and 617
Kristina Toutanova. 2019. BERT: Pre-training of 618
deep bidirectional transformers for language under- 619
standing. In Proceedings of the 2019 Conference of 620
the North American Chapter of the Association for 621
Computational Linguistics: Human Language Tech- 622
nologies, Volume 1 (Long and Short Papers), pages 623
4171–4186, Minneapolis, Minnesota. Association for 624
Computational Linguistics. 625

Luciano Floridi and Massimo Chiriatti. 2020. Gpt-3: 626
Its nature, scope, limits, and consequences. Minds 627
and Machines, 30:681–694. 628

Declan Grabb. 2023. The impact of prompt engineering 629
in large language model performance: a psychiatric 630
example. Journal of Medical Artificial Intelligence, 631
6. 632

Biyang Guo, He Wang, Wenyilin Xiao, Hong Chen, 633
ZhuXin Lee, Songqiao Han, and Hailiang Huang. 634
2024. Sample design engineering: An empirical 635
study on designing better fine-tuning samples for in- 636
formation extraction with LLMs. In Proceedings of 637
the 2024 Conference on Empirical Methods in Nat- 638
ural Language Processing: Industry Track, pages 639
573–594, Miami, Florida, US. Association for Com- 640
putational Linguistics. 641

Hyeonmin Ha, Jihye Lee, Wookje Han, and Byung-Gon 642
Chun. 2023. Meta-learning of prompt generation for 643
lightweight prompt engineering on language-model- 644
as-a-service. In Findings of the Association for Com- 645
putational Linguistics: EMNLP 2023, pages 2433– 646
2445, Singapore. Association for Computational Lin- 647
guistics. 648

Aaron Hurst, Adam Lerer, Adam P Goucher, Adam 649
Perelman, Aditya Ramesh, Aidan Clark, AJ Ostrow, 650
Akila Welihinda, Alan Hayes, Alec Radford, and 1 651
others. 2024. Gpt-4o system card. arXiv preprint 652
arXiv:2410.21276. 653

Jared Kaplan, Sam McCandlish, Tom Henighan, Tom B 654
Brown, Benjamin Chess, Rewon Child, Scott Gray, 655
Alec Radford, Jeffrey Wu, and Dario Amodei. 2020. 656
Scaling laws for neural language models. arXiv 657
preprint arXiv:2001.08361. 658

Akbir Khan, John Hughes, Dan Valentine, Laura 659
Ruis, Kshitij Sachan, Ansh Radhakrishnan, Edward 660
Grefenstette, Samuel R Bowman, Tim Rocktäschel, 661

9

https://www.anthropic.com/news/claude-3-family
https://www.anthropic.com/news/claude-3-family
https://www.anthropic.com/news/claude-3-family
https://doi.org/10.18653/v1/2023.emnlp-industry.1
https://doi.org/10.18653/v1/2023.emnlp-industry.1
https://doi.org/10.18653/v1/2023.emnlp-industry.1
https://doi.org/10.18653/v1/2023.emnlp-industry.1
https://doi.org/10.18653/v1/2023.emnlp-industry.1
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/2024.emnlp-industry.43
https://doi.org/10.18653/v1/2024.emnlp-industry.43
https://doi.org/10.18653/v1/2024.emnlp-industry.43
https://doi.org/10.18653/v1/2024.emnlp-industry.43
https://doi.org/10.18653/v1/2024.emnlp-industry.43
https://doi.org/10.18653/v1/2023.findings-emnlp.159
https://doi.org/10.18653/v1/2023.findings-emnlp.159
https://doi.org/10.18653/v1/2023.findings-emnlp.159
https://doi.org/10.18653/v1/2023.findings-emnlp.159
https://doi.org/10.18653/v1/2023.findings-emnlp.159


and Ethan Perez. 2024. Debating with more per-662
suasive llms leads to more truthful answers. arXiv663
preprint arXiv:2402.06782.664

Chengshu Li, Jacky Liang, Andy Zeng, Xinyun Chen,665
Karol Hausman, Dorsa Sadigh, Sergey Levine, Li Fei-666
Fei, Fei Xia, and Brian Ichter. 2023. Chain of code:667
Reasoning with a language model-augmented code668
emulator. arXiv preprint arXiv:2312.04474.669

Aman Madaan, Katherine Hermann, and Amir Yazdan-670
bakhsh. 2023. What makes chain-of-thought prompt-671
ing effective? a counterfactual study. In Findings672
of the Association for Computational Linguistics:673
EMNLP 2023, pages 1448–1535, Singapore. Associ-674
ation for Computational Linguistics.675

Linyong Nan, Yilun Zhao, Weijin Zou, Narutatsu676
Ri, Jaesung Tae, Ellen Zhang, Arman Cohan, and677
Dragomir Radev. 2023. Enhancing text-to-sql capa-678
bilities of large language models: A study on prompt679
design strategies. In Findings of the Association680
for Computational Linguistics: EMNLP 2023, pages681
14935–14956.682

OpenAI. 2023. Gpt-3.5-turbo. https://platform.683
openai.com/docs/models/gpt-3.5-turbo. Ac-684
cessed: 2025-04-28.685

Richard Yuanzhe Pang, Alicia Parrish, Nitish Joshi,686
Nikita Nangia, Jason Phang, Angelica Chen, Vishakh687
Padmakumar, Johnny Ma, Jana Thompson, He He,688
and Samuel Bowman. 2022. QuALITY: Question689
answering with long input texts, yes! In Proceedings690
of the 2022 Conference of the North American Chap-691
ter of the Association for Computational Linguistics:692
Human Language Technologies, pages 5336–5358,693
Seattle, United States. Association for Computational694
Linguistics.695

Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt696
Gardner, Christopher Clark, Kenton Lee, and Luke697
Zettlemoyer. 2018. Deep contextualized word repre-698
sentations. In Proceedings of the 2018 Conference of699
the North American Chapter of the Association for700
Computational Linguistics: Human Language Tech-701
nologies, Volume 1 (Long Papers), pages 2227–2237,702
New Orleans, Louisiana. Association for Computa-703
tional Linguistics.704

Pranab Sahoo, Ayush Kumar Singh, Sriparna Saha,705
Vinija Jain, Samrat Mondal, and Aman Chadha.706
2024. A systematic survey of prompt engineering in707
large language models: Techniques and applications.708
arXiv preprint arXiv:2402.07927.709

Keisuke Sakaguchi, Ronan Le Bras, Chandra Bhagavat-710
ula, and Yejin Choi. 2021. Winogrande: An adver-711
sarial winograd schema challenge at scale. Commu-712
nications of the ACM, 64(9):99–106.713

Sander Schulhoff, Michael Ilie, Nishant Balepur, Kon-714
stantine Kahadze, Amanda Liu, Chenglei Si, Yin-715
heng Li, Aayush Gupta, H Han, Sevien Schulhoff,716
and 1 others. 2024. The prompt report: A system-717
atic survey of prompting techniques. arXiv preprint718
arXiv:2406.06608, 5.719

Shamane Siriwardhana, Rivindu Weerasekera, Elliott 720
Wen, Tharindu Kaluarachchi, Rajib Rana, and 721
Suranga Nanayakkara. 2023. Improving the domain 722
adaptation of retrieval augmented generation (rag) 723
models for open domain question answering. Trans- 724
actions of the Association for Computational Linguis- 725
tics, 11:1–17. 726

Aarohi Srivastava, Abhinav Rastogi, Abhishek Rao, 727
Abu Awal Md Shoeb, Abubakar Abid, Adam Fisch, 728
Adam R Brown, Adam Santoro, Aditya Gupta, Adrià 729
Garriga-Alonso, and 1 others. 2022. Beyond the 730
imitation game: Quantifying and extrapolating the 731
capabilities of language models. arXiv preprint 732
arXiv:2206.04615. 733

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier 734
Martinet, Marie-Anne Lachaux, Timothée Lacroix, 735
Baptiste Rozière, Naman Goyal, Eric Hambro, Faisal 736
Azhar, and 1 others. 2023. Llama: Open and effi- 737
cient foundation language models. arXiv preprint 738
arXiv:2302.13971. 739

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob 740
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz 741
Kaiser, and Illia Polosukhin. 2017. Attention is all 742
you need. Advances in neural information processing 743
systems, 30. 744

Jan Philip Wahle, Terry Ruas, Yang Xu, and Bela Gipp. 745
2024. Paraphrase types elicit prompt engineering ca- 746
pabilities. In Proceedings of the 2024 Conference on 747
Empirical Methods in Natural Language Processing, 748
pages 11004–11033, Miami, Florida, USA. Associa- 749
tion for Computational Linguistics. 750

Lei Wang, Wenshuai Bi, Suling Zhao, Yinyao Ma, 751
Longting Lv, Chenwei Meng, Jingru Fu, and Hanlin 752
Lv. 2024. Investigating the impact of prompt engi- 753
neering on the performance of large language models 754
for standardizing obstetric diagnosis text: compara- 755
tive study. JMIR Formative Research, 8:e53216. 756

Xuezhi Wang, Jason Wei, Dale Schuurmans, Quoc Le, 757
Ed Chi, Sharan Narang, Aakanksha Chowdhery, and 758
Denny Zhou. 2022. Self-consistency improves chain 759
of thought reasoning in language models. arXiv 760
preprint arXiv:2203.11171. 761

Jason Wei, Maarten Bosma, Vincent Y Zhao, Kelvin 762
Guu, Adams Wei Yu, Brian Lester, Nan Du, An- 763
drew M Dai, and Quoc V Le. 2021. Finetuned lan- 764
guage models are zero-shot learners. arXiv preprint 765
arXiv:2109.01652. 766

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten 767
Bosma, Fei Xia, Ed Chi, Quoc V Le, Denny Zhou, 768
and 1 others. 2022. Chain-of-thought prompting elic- 769
its reasoning in large language models. Advances 770
in neural information processing systems, 35:24824– 771
24837. 772

Yu Zhang, Xiusi Chen, Bowen Jin, Sheng Wang, Shui- 773
wang Ji, Wei Wang, and Jiawei Han. 2024. A com- 774
prehensive survey of scientific large language models 775

10

https://doi.org/10.18653/v1/2023.findings-emnlp.101
https://doi.org/10.18653/v1/2023.findings-emnlp.101
https://doi.org/10.18653/v1/2023.findings-emnlp.101
https://platform.openai.com/docs/models/gpt-3.5-turbo
https://platform.openai.com/docs/models/gpt-3.5-turbo
https://platform.openai.com/docs/models/gpt-3.5-turbo
https://aclanthology.org/2022.naacl-main.391
https://aclanthology.org/2022.naacl-main.391
https://aclanthology.org/2022.naacl-main.391
https://doi.org/10.18653/v1/N18-1202
https://doi.org/10.18653/v1/N18-1202
https://doi.org/10.18653/v1/N18-1202
https://doi.org/10.18653/v1/2024.emnlp-main.617
https://doi.org/10.18653/v1/2024.emnlp-main.617
https://doi.org/10.18653/v1/2024.emnlp-main.617
https://doi.org/10.18653/v1/2024.emnlp-main.498
https://doi.org/10.18653/v1/2024.emnlp-main.498
https://doi.org/10.18653/v1/2024.emnlp-main.498
https://doi.org/10.18653/v1/2024.emnlp-main.498


and their applications in scientific discovery. In Pro-776
ceedings of the 2024 Conference on Empirical Meth-777
ods in Natural Language Processing, pages 8783–778
8817, Miami, Florida, USA. Association for Compu-779
tational Linguistics.780

Wayne Xin Zhao, Kun Zhou, Junyi Li, Tianyi Tang,781
Xiaolei Wang, Yupeng Hou, Yingqian Min, Beichen782
Zhang, Junjie Zhang, Zican Dong, and 1 others. 2023.783
A survey of large language models. arXiv preprint784
arXiv:2303.18223.785

11

https://doi.org/10.18653/v1/2024.emnlp-main.498


A Used prompts for JoT786

Lawyer:
Role: You are an expert lawyer specialized in logical reasoning. Your task is to argue persuasively that the
correct answer to the given input is <Positive Position>. You will address the judge directly and present
logical arguments and evidence.
Procedure: You have a total of 3 opportunities to speak, each with a clear purpose:
1. First utterance: Briefly analyze the input, describe its key logical characteristics, and outline your main
arguments supporting a <Positive Position>response.
2. Second utterance: Logically counter the prosecutor’s arguments, clearly addressing any concerns or
questions raised by the judge. Reinforce your arguments with logical precision.
3. Final utterance: Concisely summarize the strongest logical points, reiterate how you’ve effectively
countered the prosecution, and firmly establish why the answer must be <Positive Position>.
Style: Be concise, highly structured, and persuasive. Clearly address all potential doubts raised by the
prosecutor or judge.
Prosecutor:
Role: You are an expert prosecutor specialized in logical reasoning. Your task is to argue persuasively
that the correct answer to the given input is <Negative Position>. You will address the judge directly and
present logical arguments and evidence.
Procedure: You have a total of 3 opportunities to speak, each with a clear purpose:
1. First utterance: Briefly analyze the input, describe its key logical characteristics, and outline your main
arguments supporting a <Negative Position>response.
2. Second utterance: Logically counter the lawyer’s arguments, clearly addressing any concerns or
questions raised by the judge. Reinforce your arguments with logical precision.
3. Final utterance: Concisely summarize the strongest logical points, reiterate how you’ve effectively
countered the lawyer’s arguments, and firmly establish why the answer must be <Negative Position>.
Style: Be concise, highly structured, and persuasive. Clearly address all potential doubts raised by the
lawyer or judge.
Judge:
Role: You are an expert judge specialized in logical reasoning. Your task is to carefully analyze the
given input and the logical arguments provided by both a lawyer (arguing for <Positive Position>) and
a prosecutor (arguing for <Negative Position>, then decisively determine whether the correct answer is
<Positive Position>or <Negative Position>.
Important: You must remain strictly neutral, unbiased, and objective. Base your decision solely on logical
strength and coherence of the presented arguments, disregarding personal beliefs or external biases.
Procedure: You will issue three judgments in total. For each judgment, you must:
1. Analyze the input thoroughly along with the arguments presented by both the lawyer and the prosecutor.
2. Evaluate which argument is more logically convincing. There can be NO TIE; you must choose either
<Positive Position>or <Negative Position>.
Requirements:
Clearly provide feedback to both the lawyer and the prosecutor explaining why their arguments were
convincing or lacking, structured in a concise, logical manner.
Output Format (delimited by ####):
####
Analysis (Reasons for the decision): [Concise logical analysis]
Feedback to Lawyer (Reason for win/lose): [Concise feedback to the lawyer]
Feedback to Prosecutor (Reason for win/lose): [Concise feedback to the prosecutor]
Final Decision: <Positive Position>/<Negative Position>
####

Table 6: System prompt of Lawyer, Prosecutor, and Judge.
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B Resampling Results: Comparison of the Existing Prompt Engineering techniques and 787

JoT 788

789

790
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791

Figure 5: Boxplots illustrating the resampling results, comparing the variability and robustness of existing prompt
engineering techniques and JoT. Self-Consistency was excluded from this comparison due to its reliance on
repeated executions, which incur substantial computational costs. For a detailed comparison of trends between
Self-Consistency and other methods, please refer to Table 1
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