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Abstract

Image segmentation is a crucial vision task that groups pixels within an image into
semantically meaningful segments, which is pivotal in obtaining a fine-grained
understanding of real-world scenes. However, an increasing privacy concern exists
regarding training large-scale image segmentation models on unauthorized private
data. In this work, we exploit the concept of unlearnable examples to make im-
ages unusable to model training by generating and adding unlearnable noise into
the original images. Particularly, we propose a novel Unlearnable Segmentation
(UnSeg) framework to train a universal unlearnable noise generator that is capa-
ble of transforming any downstream images into their unlearnable version. The
unlearnable noise generator is finetuned from the Segment Anything Model (SAM)
via bilevel optimization on an interactive segmentation dataset towards minimizing
the training error of a surrogate model that shares the same architecture with SAM
but is trained from scratch. We empirically verify the effectiveness of UnSeg
across 6 mainstream image segmentation tasks, 10 widely used datasets, and 7
different network architectures, and show that the unlearnable images can reduce
the segmentation performance by a large margin. Our work provides useful insights
into how to leverage foundation models in a data-efficient and computationally
affordable manner to protect images against image segmentation models.

1 Introduction

With the growing popularity of large models, more and more data are being crawled and curated
“freely" into massive pre-training datasets to support large-scale pre-training. This has raised public
concerns about the unauthorized usage of private data posed on the web for training large-scale deep
learning models or even illegal purposes [1]. For example, it has been found that the startup company
Clearview Al developed its commercial facial recognition models by illicitly scraping vast amounts
of personal images from online social networks [23]. This has motivated researchers to develop
proactive defense measures to prevent deep learning models from exploiting private data.

One promising technique is called unlearnable examples (UEs) [25] which adds small unlearnable
noise into images to make them unexploitable to deep neural networks (DNNs). In the context of
image classification, the unlearnable noise was generated to reduce the error (or difficulty) of an
image so as to trick the model into believing that there is nothing to learn from the image. When
all the samples in a dataset are modified by unlearnable noise, they will become unexploitable to
DNN training and thus are protected. Data protection techniques with a similar objective are also
known as availability attacks [58] or indiscriminate poisoning attacks [19]. Although UEs have been
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extensively studied in image classification tasks, their effectiveness for more complex vision tasks
such as image segmentation remains unclear.

In this work, we aim to develop an effective UE
generation method for image segmentation, a
fine-grained vision task that segments the de-
tailed elements in an image. Our work is largely
motivated by the recent progress of the Segment
Anything Model (SAM) [31] which demon-
strates the possibility of large-scale object seg-
mentation from daily images. Meanwhile, the
recent advancement of vision-language models
(VLMs) also alerts the risk of segmenting and
interpreting the semantic content within the im-
ages we posted online [62, 5, 6, 54, 57]. These
potential risks highlight the imperative to de-
velop effective UEs against image segmentation
models. Moreover, there is also an increasing Figure 1: An illustration of UnSeg pipeline which
need to protect sensitive objects such as faces, transforms images into unlearnable examples with
persons, buildings, or locations from being uti- mask prompt to prevent the exploitation of segmen-
lized to train commercial or even illegal segmen- tation models.

tation models for malicious purposes.
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There exist three key challenges for generating UEs for image segmentation: 1) data efficiency
challenge, 2) generation efficiency challenge, and 3) transferability challenge. First, an effective
UE generation method should learn to craft effective UEs based on a small number of images
rather than existing large-scale image segmentation datasets, which refers to the data efficiency
challenge. Second, when applied to protect private images, the method should be able to craft
UEs directly without the need to optimize for each image, which is called the generation efficiency
challenge. As for the transferability challenge, the UE generation method should stay effective
when transferred to protect different downstream tasks and datasets. By examining existing UE
generation methods designed for image classification, we find that none of them can address all three
challenges. Specifically, gradient-based UE methods like UE [25], robust UE (RUE) [17], stable UE
(SUE) [39], and transferable UE (TUE) [48] all fail to address the generation efficiency challenge.
Generation-free UE methods like Synthetic Perturbations (SynPer) [58] are limited to classification
UEs and thus cannot be directly applied to image segmentation. Furthermore, these methods all face
transferability issues to different datasets, architectures, and training approaches, making them less
suitable for image segmentation where the images and task scenarios are diverse and complex.

In this paper, we propose a novel UE generation framework called Unlearnable Segmentation
(UnSeg) to tackle the above three key challenges. UnSeg is a generative framework that finetunes
the pre-trained SAM into a universal UE generator via bilevel min-min optimization. As shown in
Figure 1, UnSeg is the first interactive model capable of generating unlearnable noise for any object
in an image. Furthermore, different from all previous methods, UnSeg requires no additional label
information beyond the mask prompt for the object region to protect. Finetuned on a small-scale
interactive segmentation dataset, the UE generator can be immediately and effectively applied to
protect downstream image segmentation datasets.

In Summary, our main contributions are:

* We propose a novel UE generation framework UnSeg for image segmentation to finetune a
universal UE generator from pre-trained SAM. To the best of our knowledge, UnSeg is the
first UE generation method developed to protect images from image segmentation models.

* In UnSeg, we formulate the fine-tuning of UE generator as a novel interactive segmentation-
based bilevel min-min optimization, which is defined on a small-scale interactive segmenta-
tion tasks and achieved by iteratively optimize a pre-trained SAM and a train-from-scratch
SAM. We also propose an epsilon generalization technique to stabilize the finetuning using
a smaller noise budget € which can be directly scaled up to larger noise at inference time.

* We conduct extensive experiments to evaluate the effectiveness, efficiency, and transferability
of the noise generator finetuned by UnSeg across 6 image segmentation tasks, 10 datasets,
and 7 network architectures. The image datasets protected by UnSeg can effectively evade



the training of different image segmentation models, causing a significant performance drop,
e.g., a 92% performance drop on the COCO instance segmentation task.

2 Related Work

Image Segmentation There exist different types of image segmentation tasks such as instance
segmentation [2 1], semantic segmentation [9], and panoptic segmentation [30]. All these tasks group
pixels within an image into multiple semantic segments or groups [35, 44], but assign concepts
of different granularity. The segmentation models adopted for different tasks may vary, mostly
following a similar architecture. Particularly, existing image segmentation models can be categorized
into two types: 1) pixel-based classification models such as DeepLab [9], U-Net [49], PSPNet
[65], and SegFormer [55]; and 2) mask-based classification models such as Mask2Former [ 1] and
its variants [61, 26, 34]. Recently, the Segment Anything Model (SAM) [31] has emerged as a
foundation model for segmentation. Trained on the large-scale interactive dataset SA-1B [31], SAM
demonstrates strong generalization capabilities in handling various types of visual segmentation
tasks [42, 4, 33, 7]. In this paper, we leverage the zero-shot capability of SAM to train a universal
and transferable UE generator to protect images against mainstream image segmentation models.

Unlearnable Examples The concept of UEs was first introduced in [25], where small protective
noise can be injected into the training dataset to prevent machine learning models from learning useful
representations. This was achieved by generating error-minimizing noise that can remove errors
from the dataset such that the training model finds no error to minimize (learn). Targeted adversarial
poisoning [16] has also been demonstrated to be an effective approach to creating such shortcuts to
mislead model training. The working mechanism of UEs was explained by later work as creating a
“shortcut" between the input and output using linearly separable features [58]. They further introduced
the Synthetic Perturbations (SynPer) method to craft synthetic patterns as UEs. However, the linear
separability has recently been shown by Pedro et al. [52, 51] to be unnecessary for UEs. There exist
several remaining key challenges for the practical adoption of UEs for private data protection: 1)
robustness to adversarial training [43], 2) transferability from supervised to unsupervised learning, 3)
transferability to protect differently labeled data, and more importantly 4) the extension to broad vision
tasks beyond image classification. The robustness of UEs to adversarial training has been effectively
addressed by the RUE method introduced in [17] which directly minimizes the adversarial training
loss. And, the transferability challenges across different learning paradigms and labeling granularities
have been effectively addressed by the TUEs [48] and Unlearnable Clusters (UCs) [63] methods.
Despite these advances, all existing UE methods are exclusively focused on image classification tasks,
limiting their effectiveness to coarse-level vision tasks. Inspired by the potential of SAM and the
increasing demand for protecting images against fine-grained probing and learning, in this work, we
extend UEs to image segmentation tasks and propose a data-efficient and computationally affordable
approach to turn SAM into a universal data protector.

3 Proposed Method

We focus on generating UEs against image segmentation models and aim to address three key
challenges discussed in Section 1, including data efficiency, generation efficiency, and transferability
challenges. Next, we introduce our threat model and then present the proposed UnSeg framework.

Threat Model Our threat model assumes a data protection scenario where a data owner wants to
protect his/her images posted on online social media platforms from being collected and exploited
to train large-scale image segmentation models without their consent. Examples of the data include
selfies, travel photos, photos of family, friends, and pets, photos of special events and activities, or
even user-generated content. These images contain semantically rich content and appear frequently in
large-scale image segmentation datasets crawled on the web. The data owner can also be an institute
that aims to protect the sensitive information (e.g., objects, persons, or buildings) contained in the
images they release online for data transparency purposes. The data owner adds unlearnable noise
generated by a certain UE method to all the images as a type of protection before releasing them.
The images were then collected into an image segmentation dataset to train a segmentation model
without the data owner’s consent. But the data owner does not know what segmentation task it will
be used for, what models to train, nor the labels annotated to train the models. Thus, the data owner
wants the unlearnable noise to be effective, generalizable, and robust. This can be verified by the low
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Figure 2: An overview of our proposed UnSeg framework. It finetunes an interactive unlearnable
noise generator from the pre-trained SAM to generate unlearnable noise (§*) that can minimize the
training error of a surrogate model (a re-initialized SAM) via bilevel min-min optimization. After
fine-tuning, only the unlearnable noise generator is kept.

test performance of the model trained on the unlearnable (protected) dataset, across different tasks,
datasets, and model architecture.

3.1 The UnSeg Framework

Overview As illustrated in Figure 2, the proposed UnSeg framework consists of an unlearnable
noise generator and a surrogate model. The unlearnable noise generator is finetuned based on
the pre-trained SAM, while the surrogate model is a re-initialized SAM that needs to be trained
from scratch along with the noise generator. The noise generator and the surrogate model are
finetuned/trained alternately under a bilevel min-min optimization of the UE generator problem.
Le., during the training of the noise generator, the parameters of the surrogate model are frozen.
The noise generator exploits various visual prompts (such as points, boxes, and masks) to generate
error-minimizing noise of the corresponding regions of the input image. This noise is then added to
the original image to minimize the target loss. In the training of the surrogate model, the parameters
of the noise generator are frozen. The trained noise generator can be directly applied to generate
unlearnable examples for different datasets based on mask prompts. In other words, given an image
and the corresponding mask information, our noise generator can efficiently transform the masked
regions into their unlearnable versions within seconds. Next, we will introduce the unlearnable noise
generator in more detail including its design and training task.

Unlearnable Noise Generator Unlike existing UE generation methods which are all gradient-
based methods, our unlearnable noise generator takes a generative approach to tackle the generation
efficiency challenge. Intuitively, a universal generator can be readily applied to generate unlearnable
noise for any given image in one single forward pass, thus is more efficient than gradient-based
methods which need to optimize the noise for every image by multiple steps of backpropagation. To
address the transferability challenge, we finetune the pre-trained SAM to obtain the noise generator
via visual prompt tuning. As SAM has been trained on 11 million images, it has learned the generic
segmentation representations needed for universal transferability.

Specifically, we keep the parameters of the pre-trained SAM frozen and then add three new learnable
tokens (size of 3 x C, where C is the embedding dimension) to SAM’s mask decoder, which we
refer to as noise tokens. The noise tokens will be concatenated with SAM’s output tokens (size of
4 x C) and prompt tokens (size of Np,ompt X C, where Np,ompe 1 the number of input prompts)
to serve as the inputs for the mask decoder. Subsequently, the noise tokens perform self-attention



and cross-attention with image embeddings to update features. We define the updated noise tokens
as Thoise € R3*C and the image features processed by the mask decoder as F' € RE*WxC The
operation to generate the unlearnable noise can then be defined as:

6 =tanh(F @ T, ..) x e st [[0%e <€ 1)
where ® denotes the dot product operation, x represents element-wise multiplication. We highlight
that Equation (1) represents a more flexible decoupling setup than traditional clipping-based methods.
The noise of varying intensities can be generated by setting different ¢ in Equation (1). Additionally,
based on mask information, we apply a ¢; = 8/255 to the protected object regions and a €,, = 2/255
to unrelated regions to make the generator focus more on optimizing the protected areas.

3.2 Training the Unlearnable Noise Generator

Motivated by the superior generalization capabilities of SAM [3 1], we propose to adopt interactive
image segmentation (IIS) as the proxy task to train the unlearnable noise generator. Choosing IIS as
the proxy task not only allows the generator to better utilize the pre-trained knowledge in SAM (as it
was also trained on IIS), but also makes the generator promptable which offers more flexibility in
applying the generator. We will experimentally show that the noise generator trained on an IIS dataset
is fully capable of generating UEs that are universally effective against different image segmentation
tasks and models, addressing the transferability challenge. Moreover, we find that a small-scale IIS
dataset is sufficient to train an unlearnable noise generator that works reasonably well, and thus is
also training data efficient. We believe this is also attributed to the representation learning capability
of the pre-trained SAM. The proxy IIS task can be formulated as follows.

Given a clean training dataset D. = {(x;, p;, y:)}1, where x; € R¥*W>3 g the input image,

p; represents the visual prompt information related to x; (e.g., point, box, and mask), and y; €
{0, 1}H*W denotes the corresponding binary ground truth. The goal of IIS is to optimize a neural
network F(+; #) to learn the mapping from (x, p) to y, which can be formulated as:

arg mein E(m’pw)N’Dc [»Cseg (F(wv p; 0)7 y)] ’ (2)

where L, is typically the pixel-wise binary cross-entropy loss and ¢ is the trainable parameters of JF.
UEs are generated by adding imperceptible unlearnable noise 6" to images in the training dataset D..
Models trained on the unlearnable images will be misled into learning non-robust shortcuts 0 rather
than informative knowledge, thus exhibiting poor generalization performance on the test set (i.e., the
unlearnable effect). Unlearnable noise §* can be generated via bi-level optimization as follows:

argn{oinE(w’p,y)NDC rrélinﬁseg(f’(a: +0%,p;0),y)| s.t. [[0%]eo <€, 3

where F’ denotes the surrogate model used to simulate potential data exploitation, the unlearnable
noise 6" is bounded by ||0%||oo < € with || + || is the L norm, and e is set to be small for invisibility.
The parameters 6 of the surrogate model and the generator (see Equation (1)) that produces the
unlearnable noise §“ are alternately optimized to minimize L.
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Table 1: A summary of our considered evaluation tasks, datasets, models, and performance metrics.

Task Model Dataset Metric
Semantic segmentation [41] DeepLabV1 [8])/DeepLabV3 [10]/Mask2Former [11] ~ Pascal VOC2012 [14)/ADE20K [66])/Cityscapes [13] mloU [15]
Instance segmentation [21] Mask2Former [11] ADE20K [66]/COCO [37]/Cityscaptes [ ]3] AP [37]
Panoptic segmentation [30] Mask2Former [ 1 1] ADE20K [66]/COCO [37]/Cityscaptes [13] PQ [30]
Interactive segmentation [31] SAM-HQ [29] HQSeg-44K [29]/DIS [+5])/COIFT [36]/HRSOD [59)/ThinObject [36]  mloU [15]
Remote sensing instance segmentation [7] ~ Rsprompter [7] WHU [28]/NWPU [12]/SSDD [64] mAP [7]
Medical image segmentation [19] UNet++ [67] Lung segmentation [2]/Kvasir-seg [27] ToU [67]
Object detection [3] DINO [60] COCO [37] AP [37]

Equation (1) by a positive integer scaling factor v (i.e., €/v) to reduce the impact of the generator.
This can effectively reduce the error-minimizing strength of the noise, leaving more room for the
optimization of the surrogate model. When applying the trained noise generator to protect images,
we remove the scaling factor v to maintain the original value of € in Equation (1), thereby ensuring
the effectiveness of the generated noise. We call this capability that can train under a small epsilon
via proportionally scaling while inference under a large epsilon as epsilon generalization (EG). As
shown in Figure 3, the training loss of UnSeg combined with EG decreases more steadily, ultimately
reducing the target model’s mloU to around 7%. Additionally, we explore a label modification
technique to assess whether this change can induce the generator to produce noise that is more
misleading. Specifically, during generator training, we change all background labels from O to 1 to
align them with foreground labels. We empirically find that such a modification can strengthen the
unlearnable effect of the generated noise as it forces the model to focus on the entire image.

The IIS Dataset D, We employ the high-quality interactive segmentation dataset HQSeg-44K [29]
as D, to optimize the proposed pipeline. HQSeg-44K contains 44,320 images, each with extremely
precise mask annotations, and covers more than 1,000 distinct semantic categories, which enhances
the robustness of UnSeg to new data.

4 Experiments

4.1 Experimental Setup

Training Configuration The weights of the noise generator are initialized using the pre-trained
ViT-Base SAM [31]. The surrogate model adopts the same architecture as SAM but initializes its
backbone network with the MAE [22] pre-trained ViT-Base. We alternately optimize the noise
generator and surrogate model: first, training the surrogate model for one epoch, followed by training
the noise generator for three epochs. We use a total batch size of 32, a learning rate of 0.0001, and
train our framework for 27 epochs, with a learning rate decay after 20 epochs. Training UnSeg on 8
Nvidia GeForce RTX 3090 GPUs takes about 10 hours.

UEs Generation Unlike previous methods, our approach generates UEs for the mask-defined
regions. We determine the masks by selecting the classes of objects to be protected based on the
ground-truth annotations. The masks and images are then passed into the trained noise generator to
generate the unlearnable noise, which is then added back to the images to create UEs.

Evaluation Datasets and Models Table 1 summarizes the considered tasks, models, and datasets
in our experiments. For the three mainstream image segmentation tasks including semantic seg-
mentation, instance segmentation, and panoptic segmentation, we select four widely used datasets:
Pascal VOC 2012 [14], Cityscapes [13], ADE20K [66], and COCO [37]. Specifically, for semantic
segmentation, we employ the representative convolutional segmentation models, DeepLabV1 [8] and
DeepLabV3 [10], to test the effectiveness of our method on Pascal VOC 2012. We also consider
three high-resolution, real-world datasets with more complex scenes: Cityscapes, ADE20K, and
COCO02017, along with the state-of-the-art (SOTA) model Mask2Former [1 1] in this field. We follow
the same procedure in the original paper [ | 1] to train Mask2Former. For interactive segmentation,
SAM-HQ [29] is a high-quality interactive segmentation model improved upon SAM [31]. We
train SAM-HQ [29] using the generated unlearnable dataset HQSeg-44k [29] and then evaluate the
segmentation performance on four datasets (DIS [45]/COIFT [36]/HRSOD [59]/ThinObject [36]) as
described in the paper [29]. For remote sensing instance segmentation, we select three representative
datasets: SSDD [64], WHU [28], and NWPU [12]. We use the SOTA model Rsprompter [7] in the
field and test our method’s effectiveness following the training settings described in the paper [7].



For medical image segmentation, we evaluate our method using UNet++ [67] with five different
backbones (ResNet50 [20]/DenseNet169 [24]/EfficientNetB6 [53]/Res2Net [18]/RegNetX [47]) on
the Lung segmentation dataset [2] and the Kvasir-seg dataset [27]. We randomly select 80% of the
data for training and use the remaining 20% for validation. We train Unet++ for a total of 150 epochs.
Finally, we also test the cross-task effectiveness of our method on the COCO [37] dataset against a
SOTA object detection model DINO [60].

Evaluation Metrics Table 1 also summarizes our evaluation metrics for each task. Please kindly
refer to Appendix A.1 for more details about the metrics. In our experiments, lower metric values
indicate poorer model performance and thus better effectiveness of our method.
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Figure 4: (a) The mloU of DeepLabV1 trained on unlearnable Pascal VOC. (b) The mloU of
DeepLabV3 trained on unlearnable Pascal VOC. (3) The PQ of Mask2Former trained on unlearnable
Cityscapes. The values were shown over different training epochs/iterations of the models.

4.2 Main Results

Comparison to Random Noise and Synthetic Perturbations (SynPer) We first compare our
UnSeg method with two types of random noise, i.e., class-wise random noise, sample-wise random
noise, and the synthetic noise crafted by SynPer. These two types of noise have been shown to trigger
an unlearnable effect on classification datasets [25, 58]. For random noise, we sample independently
and randomly from [—e, €] for each sample (e.g., sample-wise) or class (e.g., class-wise). For SynPer,
we use a patch size of 8 to generate synthetic noise with the same resolution as our noise for a
fair comparison. We first experiment on Pascal VOC 2012 and then switch to different network
architectures to test the cross-architecture capability of different methods. The results are shown in
Figure 4 (a) and (b). As can be seen, although class-wise noise is highly effective in classification
tasks, it only reduces the clean test mIoU of models by 10%-20%. Comparing Figure 4 (a) and (b),
SynPer can reduce the mloU of DeepLabV3 to 11%, but can only reduce the mIoU of DeepLabV1
to 19%, showing its cross-architecture limitation. Our UnSeg consistently outperforms random and
synthesized noise across different models by a large margin. It can reduce the mloU to around 7%
on Pascal VOC 2012 against both DeepLabV1 and DeepLabV3. For a more complex real-world
dataset Cityscapes, our method can reduce the PQ metric of Mask2Former by 56.4% (Figure 4 (c)),
significantly outperforming SynPer across the entire training process.

Effectiveness and Transferability on Mainstream Image Segmentation Tasks We employ the
SOTA Mask2Former model with two different backbones (ResNet50, Swin-Tiny) to comprehen-
sively evaluate the effectiveness of our method across three widely-used datasets (COCO, ADE20K,
Cityscapes) and three mainstream tasks (panoptic segmentation, semantic segmentation, instance
segmentation). Here, we compare our UnSeg with three SOTA training-free unlearnable methods:
SynPer, Autoregressive Perturbations (AR) [51] and Convolution-based Perturbations (CUDA) [50].
For the AR method, we use its AR process to generate sample-wise noise of size e = 1 (L2 constraint)
for each category. For the CUDA method, we use filters of size 3 and set the blur parameter to
0.3 to generate the noise for each category. The results reported in Table 2 reveal the following
findings. (1) Our method significantly reduces the clean test performance of the models across all
tasks and datasets. Specifically, UnSeg can reduce the PQ metric of ResNet50-based models by
28%, 47.7%, and 56.4% across the three datasets, significantly outperforming SynPer and AR. (2)
When using Swin-Tiny as the backbone, our method is even more effective at reducing the model’s
performance. On the ADE20K dataset, UnSeg reduces the PQ and AP scores of the Swin-Tiny-based
model by 37.5% and 23.8%, respectively. We believe this is because UnSeg’s surrogate model
adopts a Transformer architecture. (3) Our method is particularly effective for large datasets and
large objects. For example, it can reduce the AP-L (Average Precision for Large Objects) metric



Table 2: The main results of UnSeg against the Mask2Former model in panoptic, instance, and
semantic segmentation tasks, evaluated on ADE20K val, COCO val2017, and Cityscapes val. UnSeg
can significantly reduce the test performance of the models across different tasks and datasets. The
best protection results are boldfaced. R50: ResNet50, Swin-T: Swin Transformer-Tiny.

Dataset Method Backbone Pa;lhoptlc S InstanceM . Semantic
PQ AP mloUn, | AP AP AP AP mloU
Clean RS0 39.7 26.5 46.1 26.4 104 289 43.1 472
SwinT | 41.6 27.7 493 279 10.8 298 46.2 417
ADE20k | SynPer (58] | RSO | 186 13.6 28.7 | 9.3 7.1 13.4 9.7 | 254
| AR[51] | RS0 | 378 249 431 | 254 9.4 277 433 | 439
| cUDA[50] | R50 | 107 8.4 19.6 | 120 39 14.6 25 | 196
UnSeg(Ours) R50 11.7(28.00) 7.5(19.01) 17.7(28.4]) | 6.2(20.21) 5.0(5.4)) 8.6(20.3)) 7.3(35.81)| 16.7(30.5])
g Swin-T 41(37.50) 3.402430) 10.638.7)) | 4.12381) 4.06.8)) 5.8(24.00) 3.442.8])| 7.8(39.91)
Clean RS0 519 417 617 437 234 472 64.8 -
Swin'T | 532 433 63.2 45 245 483 674 -
COCO | SynPer[58] | RSO | 113 95 11 | 108 134 152 5 | -
| CUDA [50] | R50 | 67 47 11.2 | 9.7 37 10.9 188 |-
.2(47.7 .2(38. .2(57. .0(39.7 8(17. .7(43.5 7(63.1 -
UnSeg(Ours) RSQ 4.2(47.7]) 3.2(385)) 5.2(57.51) | 4.039.7)) 5.8(17.6)) 3.743.5)) 1.7(63.11)
Swin-T 4.1(49.1)) 2.840.50) 6.0(57.2)) | 2.7(42.3)) 4.420.1)) 1.916.4]) 0.7(66.7)) | -
R50 62.1 373 715 374 79.4
Clean K
SwinT | 639 39.1 805 39.7 82.1
. | synPer [58] | R50 | 30.1 23.0 37.1 | 205 - - - | 255
Cityscapes
| AR[51] | Rs0 | 516 36.0 68.3 | 355 - - - | 68.9
| CUDA [50] | RSO | s1.6 314 69.1 | 299 - - - | 6538
N X . . 8(69. 3(35. - - - . ..
UnSeg(Ours) RS(? 5.7(56.41) 1.1336.2)) 7.8(69.70) 2.3(35.1)) 10.9(68.51)
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Figure 5: (a) The mIoU on 4 datasets of SAM-HQ [29] trained on unlearnable HQSeg-44k [29]. (b)
The mAP on 3 datasets of RSPrompter [7] trained on their unlearnable training sets. (c) The IoU on 2
datasets [2, 27] of UNet++ [67] trained on their unlearnable training sets with 5 different backbones.

of Swin-Tiny-based Mask2Former to 0.7% in the COCO instance segmentation task. (4) On the
Cityscapes dataset, our UnSeg significantly outperforms other methods across different tasks by a
considerable margin.

Effectiveness and Transferability on Related Vision Tasks Surprisingly, we found that UnSeg can
effectively generalize to other related tasks that have very different image distributions. Please refer
to Section 4.1 for a detailed description of the datasets and models used in this set of experiments. For
the interactive segmentation task, as shown in Figure 5 (a), although SAM-HQ freezes the parameters
of the pre-trained SAM during training to leverage its generalization capabilities, our method can



Table 3: The AP (%) of DINO trained on clean and Table 4: The mIoU (%) of DeepLabV3 trained using different defense methods

unlearnable COCO dataset. on unlearnable Pascal VOC 2012 crafted by our UnSeg.
Method \ AP AP-S AP-M AP-L Clean No Defense Gaussian JPEG [40] AT [43] DDC-AT [56]
Clean | 48.7 31.1 51.9 62.9 75.1 5.8 7.3 44.8 23.1 28.5

UnSeg 6.1 9.3 5.7 24

Table 5: The mIoU (%) of DeepLabV3 trained on clean vs. clean- Table 6: Parameter analysis on Pascal VOC 2012 and Cityscapes. EG: Epsilon generalization, LM:

unlearnable mixed training dataset (Pascal VOC 2012). Label modification. v//X indicates that the method is used/not used.
Clean Proportion Method Pascal VOC 2012 Semantic (mloU (%)) Cityscapes Panoptic
Method
Multi-Class Th
[ 0% 20% 40% 60% 80% 100% EG | LM | Al ‘Acroplanc Bicycle Bird Boat Bottle PQ AP, mloUp,
CleanOnly | - 715 744 749 761 762 Clean | 706 | 809 356 844 658 747 | 621 373 715
MixedDaw | 70 724 745 752 761 X | X |19 68.7 201 80.1 499 641 | 82 16 148
v X 72 42.1 31.7 679 30 49.6 9.8 2.4 22
X v | 568 81.1 36.5 83 674 746 437 17 66.1
v v 6.2 30.5 164 586 19.1 404 5.7 1.1 7.8

still degrade its test performance by a notable margin, especially on the ThinObject dataset [36].
This indicates that our method has the potential to prevent large foundation models from extracting
useful information from the protected images. For remote sensing segmentation, RSPrompter is an
improved method based on SAM and also freezes the parameters of the pre-trained SAM during
training. As illustrated in Figure 5 (b), the test performance of RSPrompter drops significantly after
training on the unlearnable training dataset crafted by our method, with the mAP metric on the
WHU dataset dropped by 60%. Our method can even be applied to protect medical images against
medical image segmentation models. And, we found that setting € = 4/255 is sufficient to drastically
reduce the model performance. As shown in Figure 5 (c), the test performance of UNet++ with 5
different backbones trained on our unlearnable datasets drops badly. The performance on the Lung
Segmentation dataset even degrades to 0%. Our method also has a strong cross-task effectiveness. To
test this, we train the SOTA object detection model DINO on the unlearnable COCO dataset initially
generated by our UnSeg for segmentation tasks. The performance of the trained DINO is reported in
Table 3, where it shows that our UnSeg can reduce the AP metric of DINO by 42.6%.

4.3 Additional Analyses

Resistance to Potential Defenses Here, we evaluate UnSeg against 4 potential defense methods,
including Gaussian filtering, JPEG Compression (JPEG) [40], adversarial training (AT) [43], and DDC
adversarial training [56] (DDC-AT, an advanced AT method specifically designed for segmentation
tasks). Following [56], we choose white-box BIM (with L., constraint) [32] to generate adversarial
samples during training. We set the adversarial perturbation size to a high value (e=0.03x255) to
demonstrate the effectiveness of our method under a more harsh condition. As shown in Table 4,
our method effectively resists DDC-AT, reducing the test mloU to 28.5%. Amongst all the defense
methods, JPEG is the most effective. However, our UnSeg can still compromise its mloU to 44.8%
which is 30.3% lower than the original clean performance.

Mixing UEs with Clean Data In practical scenarios, not all training data need to be unlearnable.
For example, only a group of users adopt this technology to protect their data while others do not. This
results in a partially unlearnable dataset with mixed clean and unlearnable examples. We simulate
this scenario on Pascal VOC 2012 and report the result in Table 5. As can be inferred, the mIoU on
the mixed dataset is consistently lower than that on the clean dataset which is 76.2%. Moreover, the
model’s performance when trained on the mixed training set is the same as it was trained on the only
the clean proportion of the training data. This implies that the UEs generated by UnSeg contribute
(almost) nothing to model training. This result aligns with previous findings [25, 58, 16].

Parameter Analysis Here, we conduct comprehensive parameter analysis with two models on two
datasets: 1) the Mask2Former model for panoptic segmentation on the Cityscapes dataset, and 2)
the DeepLabV 1 model for semantic segmentation on the Pascal VOC 2012 dataset. On the Pascal
VOC dataset, we test two settings: a) making all classes unlearnable, and b) making only a subset
of classes (e.g., the first five classes) unlearnable. We note that the latter is a more challenging
setup. As the results presented in Table 6, incorporating EG significantly reduces most model metrics
than that without EG. Meanwhile, we observe that solely relying on label modification technique to
optimize the generator fails to achieve satisfactory protection performance due to unstable training.
By integrating our EG strategy, the impact of the generator on the surrogate model can be significantly
reduced, which eventually leads to a much better performance. Our UnSeg also has limitations.



In the multi-class protection setting on the Pascal VOC dataset, for the bird and bottle categories,
which both have simple shapes and textures, UnSeg can only reduce their mIoU to 58.6% and 40.4%,
respectively. We leave the exploration of this limitation to our future work.

5 Conclusion

In this work, we propose a novel unlearnable example generation framework called UnSeg against
image segmentation. UnSeg finetunes a universal and interactive unlearnable noise generator based
on pre-trained SAM via a min-min bilevel optimization framework. The unlearnable noise generator
can be readily applied to protect images from being exploited by segmentation model training. Our
UnSeg is data efficient, generation efficient, and more importantly, highly transferable to protect any
image segmentation dataset. Our work establishes the first comprehensive baseline for unlearnable
example research in image segmentation. It also provides useful insights into leveraging SAM-like
foundational models to protect private data via unlearnable examples.
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A Appendix

A.1 More details about evaluation metrics

We first employ the trained interactive unlearnable noise generator to transform the training datasets
for each task into their corresponding unlearnable versions. Subsequently, the models are trained
on these unlearnable datasets and then evaluated on their respective clean validation datasets. For
evaluation, we employ various segmentation metrics across different tasks. For panoptic segmentation,
we utilize the standard PQ (Panoptic Quality) metric [30]. Additionally, we report APJ» , which is the
Average Precision calculated for "thing’ categories using instance segmentation annotations. We also
report mloUy,,,, representing the mean Intersection-over-Union for semantic segmentation, achieved
by merging instance masks from the same category within a model trained exclusively with panoptic
segmentation annotations. For instance segmentation, we apply the standard AP (Average Precision)
metric [37]. For semantic segmentation, we use the mIoU (mean Intersection-over-Union) metric [15].
For interactive image segmentation, we use the mIoU following [29]. For remote sensing instance
segmentation, we report mean average precision (mAP) as [7]. For medical image segmentation, we
report IoU (Intersection-over-Union). For object detection, we report AP (Average Precision). In our
experiments, lower metric values indicate poorer model performance and thus better effectiveness
of our method.

A.2 Additional Analyses

Table 7: Prompt analysis on Pascal VOC 2012 using DeepLabV 1.

Pascal VOC 2012 Semantic (mIoU (%))
Prompt Type All Multi-Class
Aeroplane Bicycle Bird Boat Bottle
Clean | 70.6 |  80.9 35.6 844 658 747
Point prompt 6.0 27.2 17.8 55.0 18.1 292
Box prompt 6.4 41.2 244 60.1 23.7 38.1
Mask prompt | 6.2 30.5 16.4 58.6 19.1 404

Prompt Comparison When using the trained UnSeg to generate unlearnable examples for down-
stream images, we consider only object masks as prompts, rather than bounding boxes or points, in
order to eliminate ambiguity. For example, in an image containing a person, if a defender clicks on a
point on the person’s face to make it unlearnable, the model would be uncertain about what the point
refers to: the entire person or just the face? It is also unclear to the defender which object/region has
been protected, leading to ambiguity. Using object masks as prompts enables precise specification of
the objects to be protected, effectively avoiding the aforementioned ambiguity. In fact, with powerful
tools like SAM, it is quite easy to obtain object masks. Here, we provide more experiments in Table 7
with different prompts on the Pascal VOC dataset using DeepLabV 1. We report two types of results:
making all classes unlearnable and making only some classes unlearnable. It shows that our method
is robust across different types of prompts, achieving excellent protection even with point prompts.

Table 8: The mloU (%) of DeepLabV1 trained on clean vs. clean-unlearnable mixed training dataset
(Pascal VOC 2012).

\ Clean Proportion

‘ 0% 20% 40% 60% 80% 100%
Clean Only ‘ - 69.0 69.6 698 70.5 70.5
Mixed Data ‘ 7.0 666 682 699 704 -

Method

Mixing UEs with Clean Data Here, we present additional experimental results obtained using the
DeepLabV1 on the Pascal VOC dataset. Then, we conduct new experiments using UNet++ with 5
different backbones on the Kvasir-seg dataset. As shown in Table 8 and Table 9, we find that: 1) The
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Table 9: The mloU (%) of UNet++ trained on clean vs. clean-unlearnable mixed training dataset
(Kvasir-seg).

Method \ Backbone \ Clean Proportion

\ | 0% 20% 40% 60% 80% 100%

Clean Only | ResNet50 - 673 701 710 716 723
DenseNet169 - 69.3 707 721 722 73.6
EfficientNetB6 - 69.7 712 735 727 74.0
Res2Net - 67.6 708 712 717 73.6
RegNetX - 68.1 692 71.1 713 72.6

Mixed Data | ResNet50 25 672 687 703 718 -

DenseNet169 60 690 695 712 724 -
EfficientNetB6 | 74 706 719 733 732 -
Res2Net 67 687 705 717 726 -
RegNetX 21 698 697 71.1 714 -

results on the mixed datasets are consistently lower than those on the 100% clean dataset. Moreover,
the model’s performance when trained on the mixed training set is the same as when trained only
on the clean portion of the training data. This implies that the UEs generated by UnSeg contribute
almost nothing to the model’s training. This result aligns with existing works (UEs, UCs, SynPer,
AdvPoison, etc.). 2) The model trained on a mixed dataset sometimes performs worse than the model
trained on only clean data. This indicates that our method may also hinder the model’s learning on
clean data to some extent.

Table 10: The results of UnSeg using different models as surrogate models.

ADE20K Panoptic Cityscapes Panoptic

Surrogate Model | Backbone PQ APg;‘n mloUpm PQ APE;‘,, mIoUpn
Clean RN50 39.7 26.5 46.1 62.1 37.3 77.5
Swin-Tiny | 41.6 27.7 49.3 63.9 39.1 80.5
MAE ViT RN50 11.7 7.5 17.7 5.7 1.1 7.8
Swin-Tiny 4.1 34 10.6 7.2 1.7 12.6
Supervised RN50 | RN50 35.6 23.4 43.5 42.5 16.5 64.8
Swin-Tiny | 28.4 19.7 39.7 342 57.2 11.6

Influence of the Surrogate Model Here, we replace the surrogate model from the ImageNet MAE
pre-trained ViT with an ImageNet supervised pre-trained ResNet50. We evaluate the performance
of the noise generator trained with different surrogate models using Mask2Former on the ADE20K
and Cityscapes datasets. As shown in Table 10, the performance of the noise generator significantly
declined when using ResNet50 as surrogate model. We believe that using the MAE pre-trained
weights can prevent the trained noise generator from being biased towards specific categories, thereby
enhancing its transferability. We agree that the surrogate model plays a crucial role in optimizing the
noise generator, and further exploration of different surrogate models would be valuable.

Table 11: The impact of different initialization methods for the generator model.

Pascal VOC 2012 Semantic (mIoU (%))
Initialization Method All Multi-Class
Aeroplane Bicycle Bird Boat Bottle
Clean \ 70.6 \ 80.9 35.6 84.4 658 747
Pretrained SAM 6.2 30.5 16.4 58.6 19.1 404
Random 4.8 28.1 6.2 421 6.5 25.9
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Figure 6: Comparison of pixel value distributions between the clean images and the unlearnable
images generated by UnSeg.

Influence of the Initialization Method Here, we employ different methods to initialize the weights
of the generator to observe their impact. Our primary consideration in using SAM is to ensure that
the noise generator possesses promptable attributes after optimization. Therefore, we initialized the
generator with the pre-trained SAM weights and kept these weights frozen during training. This
allows efficient fine-tuning of the newly added parameters. Here, we further test the use of randomly
initialized weights for the noise generator. We run the experiments on the Pascal VOC dataset using
DeepLabV1. We report two types of results in the table below: making all classes unlearnable and
making only some classes unlearnable. The results as shown in Table 11 indicate that our framework
is not sensitive to the initial weights and the noise generator with random initialization also works
well.

A.3 Broader Impacts

UnSeg presents an elegant and effective framework for generating unlearnable examples using large
foundation models, which may inspire researchers to explore similar approaches with other large
models, such as LLaVA [38] or CLIP [46]. UnSeg provides the first comprehensive benchmark
for unlearnable examples in image segmentation and introduces a method that has been experimen-
tally validated to effectively counteract segmentation models, thereby paving the way for future
research. Furthermore, UnSeg reveals that both traditional convolutional models and state-of-the-art
transformer-based segmentation models are highly vulnerable to slight perturbations and struggle to
learn generalized features when trained on unlearnable datasets. This revelation may drive further
advancements in robust training methodologies.

A.4 Visualization

In Figure 6, we plot the pixel value distribution of the clean image and its unlearnable counterpart,
where the two distributions are almost the same.

In Figure 7, we visualize the Class Activation Maps (CAMs) of DeepLabV 1 models trained separately
on clean and unlearnable datasets.

In Figure 8-17, we visualize several clean images, their unlearnable counterparts generated by UnSeg,
and the corresponding unlearnable noise from ten evaluation datasets.
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Figure 7: Visualization results of DeepLabV 1 trained on different datasets. (a) Validation images
from the Pascal VOC 2012 dataset. (b)-(c) Attention maps and predictions of DeepLabV1 trained on
the clean dataset. (d)-(e) Attention maps and predictions of DeepLabV1 trained on our generated
unlearnable dataset.

Figure 8: Visualization results on the Pascal VOC 2012 dataset. (a) Clean images. (b) Unlearnable
examples generated by UnSeg. (c) Unlearnable noise generated by UnSeg.
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Figure 9: Visualization results on the ADE20K dataset. (a) Clean images. (b) Unlearnable examples
generated by UnSeg. (c) Unlearnable noise generated by UnSeg.

Figure 10: Visualization results on the COCO dataset. (a) Clean images. (b) Unlearnable examples
generated by UnSeg. (c) Unlearnable noise generated by UnSeg.

(©

Figure 11: Visualization results on the Cityscapes dataset. (a) Clean images. (b) Unlearnable
examples generated by UnSeg. (c) Unlearnable noise generated by UnSeg.

18



Figure 12: Visualization results on the HQSeg-44K dataset. (a) Clean images. (b) Unlearnable
examples generated by UnSeg. (c) Unlearnable noise generated by UnSeg.

(a) (b) (©)

Figure 13: Visualization results on the WHU dataset. (a) Clean images. (b) Unlearnable examples
generated by UnSeg. (c) Unlearnable noise generated by UnSeg.

(b) (c)

Figure 14: Visualization results on the SSDD dataset. (a) Clean images. (b) Unlearnable examples
generated by UnSeg. (c) Unlearnable noise generated by UnSeg.
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Figure 15: Visualization results on the NWPU dataset. (a) Clean images. (b) Unlearnable examples
generated by UnSeg. (c) Unlearnable noise generated by UnSeg.

Figure 16: Visualization results on the Lung segmentation dataset. (a) Clean images. (b) Unlearnable
examples generated by UnSeg. (c) Unlearnable noise generated by UnSeg.

(a) (b) (©)

Figure 17: Visualization results on the Kvasir-seg dataset. (a) Clean images. (b) Unlearnable
examples generated by UnSeg. (c) Unlearnable noise generated by UnSeg.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The contributions of this paper are clearly presented in the abstract and
introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We note that our method still has limitations and room for improvement in our
experiments.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: This paper does not contain theoretical results.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.

The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Information related to the experiment is detailed in the experiment setup
section.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: Source code will be released to foster the community.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: All relevant settings are described in the experimental setup section.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: The experimental results in this paper require no further error analysis to be
reported.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We describe the training settings for each experiment in the experimental
section.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: This research complied fully with the NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We explore some possible societal impacts of our method in the conclusion
and appendix.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pre-trained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper proposes a new data protection method, so there is no safety risk.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Relevant sources used in this paper are appropriately cited.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: Our code will be released to foster the community.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The experiments in this paper does not include these contents.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)

approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The experiments in this article did not involve human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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