
Tree-of-Debate: Multi-Persona Debate Trees Elicit Critical Thinking for
Scientific Comparative Analysis

Anonymous ACL submission

Abstract
With the exponential growth of research facili-001
tated by modern technology and improved ac-002
cessibility, scientific discoveries have become003
increasingly fragmented within and across004
fields. This makes it challenging to assess the005
significance, novelty, incremental findings, and006
equivalent ideas between related works, par-007
ticularly those from different research commu-008
nities. Large language models (LLMs) have009
recently demonstrated strong quantitative and010
qualitative reasoning abilities, and multi-agent011
LLM debates have shown promise in handling012
complex reasoning tasks by exploring diverse013
perspectives and reasoning paths. Inspired by014
this, we introduce Tree-of-Debate (ToD), a015
framework which converts scientific papers016
into LLM personas that debate their respec-017
tive novelties. To emphasize structured, crit-018
ical reasoning rather than focusing solely on019
outcomes, ToD dynamically constructs a de-020
bate tree, enabling fine-grained analysis of in-021
dependent novelty arguments within scholarly022
articles. Through experiments on scientific lit-023
erature across various domains, evaluated by024
expert researchers, we demonstrate that ToD025
generates informative arguments, effectively026
contrasts papers, and supports researchers in027
their literature review.028

1 Introduction029

Navigating and identifying new and relevant re-030

search findings has become non-trivial with the031

popularity of open-access repositories. For exam-032

ple, arXiv received over 24,000 submissions in Oc-033

tober 2024 (arXiv, 2024), inundating researchers034

with an overwhelming volume of information. This035

astronomical surge in scholarly articles makes it dif-036

ficult to identify novel findings and discern the dis-037

tinctions between related papers, especially those038

presenting similar ideas from different angles (e.g.,039

papers from different research communities).040

Automatically generating comparative sum-041

maries of research papers has proven valuable042

for addressing these challenges (Hayashi et al., 043

2023). Existing comparative summarization works 044

(Ströhle et al., 2023) typically follow a two-step 045

pipeline: (1) construct extractive summaries for 046

each document to (2) identify their similarities and 047

differences (Lerman and McDonald, 2009; Gunel 048

et al., 2024). However, despite using large language 049

models (LLMs), these methods often focus on 050

surface-level semantic differences, which may not 051

capture the most relevant distinctions. For example, 052

when comparing pre-trained models like “BERT” 053

(Devlin et al., 2019) and “RoBERTa” (Liu et al., 054

2019), it is crucial to note that RoBERTa omits 055

next-sentence prediction, trains on ten times more 056

data, and achieves superior performance. These in- 057

sights require complex, comparative reasoning be- 058

yond basic semantics, as they rely on understanding 059

BERT’s contributions in the context of RoBERTa’s. 060

Thus, we propose the following principles: 061

Multi-persona debates elicit complex, compar- 062

ative reasoning. We explore the use of multi-agent 063

debates for inducing fine-grained, comparative rea- 064

soning. These debates simulate group discussions 065

where agents suggest diverse answers, critique one 066

another, and refine responses to produce better out- 067

puts (Chan et al., 2023; Liang et al., 2024). Recent 068

work has also introduced defining LLM agents as 069

personas with distinct characteristics or values, en- 070

abling them to generate outputs that reflect the di- 071

verse perspectives needed to solve multi-faceted 072

problems (Tseng et al., 2024; Wang et al., 2024b). 073

Inspired by this, we propose converting scientific 074

papers into personas that debate each other to fos- 075

ter critical analysis. For instance, while the papers 076

debate their respective contributions to a topic, they 077

critically evaluate each other’s novelty and signifi- 078

cance relative to their own claims. 079

Tree-structured debates allow for indepen- 080

dent assessments of different contributions at 081

varying depths. A scientific paper often makes 082

contributions (e.g., methodology, dataset, evalua- 083
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Papers A & B
Root Topic: LLM Reasoning

Backtracking Multiple PathsReasoning 
Evaluation

Automatic 
Evaluation

General Human 
Evaluation

Paper A does not include any domain-expert 
evaluators on their complex reasoning tasks.

Paper B has 5 domain-expert evaluators to judge 
their method on chemistry reasoning.

Domain-Expert 
Evaluation

Figure 1: A hierarchy of contributions made by Papers
A and B, specific to the root topic. Green check mark:
a single paper makes a unique contribution; red X: an
overlapping contribution.

tion metric) that can be deconstructed into multi-084

ple “sub-ideas.” Some sub-ideas may or may not085

be novel (e.g., uses an existing architecture, but086

proposes novel fine-tuning and evaluation mecha-087

nisms) and consequently, should be independently088

evaluated for their degree of novelty. Hence, an un-089

structured debate combining all ideas is insufficient090

for handling the complexity of scientific compara-091

tive analysis. We instead propose a tree-structured092

debate, where each node represents a specific con-093

tribution topic being debated, and an edge indicates094

unresolved points or interesting questions from the095

parent debate node which warrant further explo-096

ration in a child node. Figure 1 illustrates these097

topical relationships.098

Iterative retrieval throughout a debate im-099

proves fine-grained reasoning. Due to their100

lengthy nature, providing an entire paper in-context101

is ineffective, as details specific to the debate node102

topic may be overshadowed (Li et al., 2024). Con-103

versely, using only the title and abstract results in104

high-level comparisons based on surface-level se-105

mantic differences. To address these long-context106

challenges, we propose an iterative retrieval pro-107

cess, where retrieval queries are dynamically de-108

termined by the debate’s content. This ensures the109

retrieved content is targeted to the specific con-110

tribution in question, enabling personas to gener-111

ate more compelling affirmative or opposing argu-112

ments. For instance, as the debate progresses from113

“reasoning evaluation” to “domain-expert evalua-114

tion” in Figure 1, the evidence pool is updated to115

be more fine-grained and relevant to the subtopic. 116

We integrate these proposed principles into Tree- 117

of-Debate, a framework which dynamically struc- 118

tures a debate between paper personas, conducted 119

by a moderator. First, each persona prepares (self- 120

deliberation) by retrieving topic-relevant segments 121

from their paper, identifying their novel contribu- 122

tions, and updating their evidence pool based on the 123

opposition’s claimed contributions (Section 3.3). 124

Based on this, the moderator determines the most 125

valuable subtopics to explore (e.g., second level of 126

Figure 1). For each subtopic, a child debate node 127

is formed, where each persona presents their initial 128

arguments, responds to one another (e.g., clarify- 129

ing questions, doubts), and revises their argument 130

based on the interaction. Based on the debate, the 131

moderator determines if the debate node is worth 132

expanding and exploring deeper into (Section 3.4). 133

If so, a more fine-grained set of subtopics are deter- 134

mined for the next level of debate children (Section 135

3.2.2). Our contributions can be summarized as: 136

• We introduce Tree-of-Debate, a structured 137

multi-persona debate framework, to generate 138

fine-grained contrastive summaries. 139

• Tree-of-Debate can dynamically construct 140

a debate tree to reason about fine-grained 141

arguments discussed in scholarly articles. 142

• Through experiments on real-world scientific 143

literature, we show that Tree-of-Debates elic- 144

its informative arguments and contrasts pa- 145

pers, aiding researchers in their work. 146

Reproducibility: We provide our dataset and 147

source code1 to facilitate further studies. 148

2 Related Work 149

2.1 Persona Creation & Debate 150

Similar to how a person’s background shapes their 151

abilities, recent work has explored assigning per- 152

sonas to LLMs to capture diverse perspectives 153

and extract unique capabilities (Fu et al., 2023). 154

For instance, Portenoy et al. (2022) creates author 155

personas for author recommendation by applying 156

named entity recognition to papers and matches 157

authors based on shared terminology. As we aim 158

to highlight specific novelties and incremental con- 159

tributions between two papers, we instead define 160

a paper persona. While Portenoy et al. (2022)’s 161

1https://anonymous.4open.science/r/
tree-of-debate-5961/README.md
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personas represent the author’s multiple works and162

are used solely for comparison, ours represent the163

paper, actively debating for and defending it. Other164

studies have also leveraged persona-driven debate165

by assigning multiple personas– such as affirmative166

and negative debaters along with a judge— to syn-167

thesize diverse reasoning steps for tasks like com-168

monsense generation and arithmetic, thereby re-169

ducing confirmation bias inherent in self-reflection170

methods (Liang et al., 2024). Although our objec-171

tive differs, we similarly employ debate— not to172

serve as a means to improve the final output but,173

rather, as the outcome itself— using the tree di-174

rectly to generate refined summaries of differences175

between research papers.176

2.2 Comparative Summarization177

Generating comparative summaries is challenging178

due to the diverse ways that differences between179

two entities can be represented. Traditional graph-180

based methods (Chen et al., 2022; Ströhle et al.,181

2023) classify sentences as a claim, similarity, or182

difference and score them to produce extractive183

summaries. While we use extractive summariza-184

tion questions for self-deliberation, ultimately we185

aim to generate an abstractive summary that syn-186

thesizes the debate results. More recent works (Luu187

et al., 2021) fine-tune models to generate explana-188

tion sentences by first extracting in-text citation189

sentences that compare a principal document with190

a cited one, then maximizing the probability of gen-191

erating the explanation given the two documents;192

however, this approach typically yields only a sin-193

gle sentence, which may not fully capture the nu-194

anced differences between papers.195

2.3 Generation of Related Works Sections196

Multi-document summarization consolidates infor-197

mation from various sources, a task that grows in198

importance as scientific literature expands (Chen199

et al., 2022). Certain works within the HCI space200

(Palani et al., 2023; Lee et al., 2024), which have de-201

signed off-the-shelf, interactive systems. However,202

from a methodological standpoint, one approach203

(Shi et al., 2023) expands a paper’s abstract into se-204

mantically similar sentences to form search queries205

for retrieving relevant papers, and then uses in-206

context examples to generate related work sections.207

On the other hand, DIR (Wang et al., 2024a) em-208

ploys a structured fine-tuning process by prompting209

a language model to extract commonalities and dif-210

ferences from candidate summaries compared to a211

gold standard. However, these methods face limita- 212

tions: the former is highly dependent on the quality 213

of its in-context example without clear guidelines 214

on how to structure the related work. The latter 215

requires fine-tuning the model for each dataset and 216

relies on similarity matching that can restrict sum- 217

mary content (Liu et al., 2023; Hayashi et al., 2023). 218

In contrast, our method uses debate rounds to guide 219

the summary structure, operates at inference-time 220

without training– making it domain-agnostic– and 221

leverages the reasoning capabilities of language 222

models to identify isomorphic properties of ideas 223

beyond mere semantic similarity. 224

3 Methodology 225

TREE-OF-DEBATE aims to determine and com- 226

pare the fine-grained scientific claims of two papers 227

through a methodology inspired by formal debate. 228

Our overall framework is presented in Figure 2. 229

3.1 Preliminaries 230

3.1.1 Problem Formulation 231

We assume two papers, p1 and p2, and a topic n0 232

(e.g., “inference-time LLM reasoning methods”) 233

are provided as input by the user. Our goal is to 234

determine the specific novelties, incremental ad- 235

ditions, and equivalent contributions relevant to 236

n0 between p1 and p2, producing a debate tree 237

T with a corresponding comparative summary 238

S. In T , each node ni represents a topic (with n0 239

as the root), where topic ni guides the specific de- 240

bate occurring at that node. Topics may pertain 241

to both papers or only one (e.g., in Figure 1, only 242

pi = B includes “Backtracking”). An edge from 243

ni to ni
j indicates that nj is a subtopic of ni that 244

merits further exploration. 245

3.1.2 Segment-level Retrieval 246

An effective debate is contingent on an individ- 247

ual’s preparation before the debate and their abil- 248

ity to retrieve knowledge dynamically during the 249

debate. We employ a retrieval embedding model 250

(Xiao et al., 2023) and cosine-similarity to compute 251

and rank segment-level embeddings. We chunk 252

each paper into roughly three-sentence segments 253

such that it is easily comprehensible during the 254

debate. 255

3.2 TREE-OF-DEBATE Setup 256

We conduct a multi-persona debate between two 257

paper personas, p1 and p2, based on the high-level 258

claim, p1 is better than the p2 for topic ni. Our 259
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Input: 
-   Papers A & B
-   Root Topic

Each author self-deliberates:

1

Topic → Retrieve relevant segments

Segments → Identify novel contributions & evidence

Opposition’s novelties → do I address these?

2

3

Moderator generates subtopics:

(preemption)

Given contributions, evidence, and preemption:
→ further explore common & unique subtopics

Debate Node: (Round Format)

Present why you better address the subtopic

Respond to each other (e.g., doubts, questions)

Revise argument based on        and  1 2

Moderator, should node be expanded?
Progression of arguments in debate?
Unresolved questions or doubts? Clear winner?

yes

no

Once all debate paths have finished 
expanding, use tree to summarize 
the novelties & similarities

Output: Debate Synthesis:

Figure 2: We propose Tree-of-Debate, a novel framework which guides a multi-persona debate using a retrieval-
augmented tree. A → B within the diagram translates to the statement, “Given A, a persona arrives at B”.

goal is not to determine a final debate “winner”260

but to capture the specific reasoning induced by261

the debate format, reflected in the progression of ar-262

guments and the degree of novelty in each paper’s263

claims. While we explored novelty-specific claims264

(e.g., “p1’s contribution towards ni is more novel265

than p2’s”), this led to more surface-level argu-266

ments. Moreover, a paper often features a breadth267

of claims/ideas, motivating a debate structure that268

is flexible to explore these different angles indepen-269

dently. Thus, we propose a TREE-OF-DEBATE270

(ToD), T , where each node represents a round of271

debate (Section 3.2.2). A directed edge from par-272

ent node np to child node np
c indicates the debate273

progressing into one of np’s subtopics np
c (out of274

potentially k subtopics). Leaf nodes indicate no275

further progression in argumentation is evident.276

3.2.1 Constructing the Personas277

We leverage an LLM agent to embody each de-278

bate persona, allowing for retrieved information279

from the papers and the debate history to be easily280

integrated into its context:281

• Papers: Each paper persona is given the title, ab-282

stract, and retrieved segments relevant to the start-283

ing topic n0 (updated at each self-deliberation284

stage (Section 3.3)). Each paper persona’s pi role285

is to argue that their contributions towards the286

topic ni are better than persona pj’s.287

• Moderator: Using the same underlying model288

as the paper personas, the moderator (i) iden-289

tifies key debate subtopics for determining the290

papers’ similarities and differences, (ii) judges291

the progression of the debate based on the au-292

thors’ arguments, and (iii) synthesizes the debate293

tree into a comparative summary.294

3.2.2 Tree Node Format 295

Each tree node with topic ni undergoes a three- 296

stage debate (pre-, during, and post-debate). The 297

format is as follows: 298

1. Self-Deliberation (Section 3.3): Each persona 299

pa retrieves segments Sa
i relevant to ni, gener- 300

ates k claims Ca
i for their novel contributions, 301

cites corresponding evidence Ea
i ⊆ Sa

i , and col- 302

lects counter-evidence from their own paper Ẽa
i . 303

The moderator then selects k new subtopics for 304

the next level of k children, ni
j ∈ N i. 305

2. Debate (Prompts 13, 14, and 15): For each 306

child debate node ni
j , each persona pa (i) 307

presents an argument that pa is better than pb on 308

nj , (ii) responds to the opposing argument, and 309

(iii) revises their argument accordingly. 310

3. Determine Expansion (Section 3.4): Based 311

on the debate at ni
j , the moderator determines 312

whether the arguments progressed or intro- 313

duced any unresolved questions meriting an- 314

other round. If so, the moderator triggers self- 315

deliberation for ni → ni
j . 316

3.3 Self-Deliberation 317

Self-deliberation is an argumentative strategy (Tin- 318

dale, 2020) that enables one to “argue with oneself” 319

by considering alternative views, aiming to arrive 320

at the best, most well-justified conclusion. We 321

integrate self-deliberation into our multi-persona 322

debate for a given topic node ni and paper pa∈{1,2}: 323

1. Retrieve relevant segments Si
a from pa that are 324

closely related to ni. 325

2. Generate k claims cj ∈ Ca
i on the novel contri- 326

butions of pa toward ni. Each claim includes a 327

title, description, and a set of mapped evidence 328

Ea
(i,j) ⊆ Sa

i (see Prompt 11). 329
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3. Preempt pb’s contributions, where Cb
i is exposed330

in-context to pa and pa retrieves another round331

of evidence Ẽa
i aimed at targeting pb’s claims.332

4. The moderator then uses Ei, Ẽi, and Ci to gen-333

erate a list of subtopics for further exploration.334

Retrieving relevant segments. For each paper335

pa∈{1,2}, we retrieve the top δ segments Si
a∈{1,2}336

conditioned on node topic ni using the retrieval em-337

bedding model (Xiao et al., 2023) (Section 3.1.2).338

We embed ni using the query format: “[topic339

name] : [topic description]” (the moderator340

generates a description for each non-root node).341

These segments form two separate pools of evi-342

dence per paper to compose their novelty claims.343

Preemption. For each of paper pb’s novelty344

claims cb(i,j) ∈ Cb
i with its corresponding evidence345

Eb
i , we retrieve additional segments Ẽa

(i,j) from346

pa using the concatenated title and description of347

cb(i,j) as the query. Each retrieved segment e is348

then filtered using an LLM-based step (Prompt 12)349

that evaluates whether e (1) supports, (2) refutes,350

(3) clarifies pb’s claim, or (4) is irrelevant. While351

redundant, we notice that explicitly including (4)352

as an option helps with filtration performance. If353

either (1-3) are true or (4) is false, then e is filtered354

out. If |Ẽi
(a,j)| = 0, we indicate that pa does not355

address pb’s claim, cb(i,j). Overall, preemption al-356

lows the paper personas to be better prepared for357

their opposition’s arguments ahead of the debate.358

Subtopic Generation. Using each paper’s title,359

abstract, Ci, Ei, and Ẽi, the moderator generates k360

subtopics ni
j ∈ N i that should be further explored361

(Prompt 8). The moderator maps each subtopic362

to at least one claim ci from either p1 and/or p2,363

forming child debate nodes that explore overlap-364

ping topics (e.g., “Reasoning Evaluation” in Figure365

1) or topics potentially unique to one paper (e.g.,366

“Multiple Paths”).367

3.4 Debate Tree Expansion & Synthesis368

While we motivate the personas to examine and369

debate whether their work proposes a better idea370

than their opposition, this mechanism is intended371

to (1) emphasize the reasoning behind the idea372

and (2) provoke debate on the novelty behind the373

ideas, relative to each other. In other words, we374

hypothesize that two very similar ideas (e.g., “Rea-375

soning Evaluation” in Figure 1) will typically lead376

to a longer debate subtree on which approach is377

better. Conversely, a uniquely novel approach or378

task proposed in p1, relative to p2, may result in a 379

shorter debate as the moderator will ideally deter- 380

mine that p2 does not address p1’s claim in their 381

work and thus has a weak argument (e.g., “Back- 382

tracking” in Figure 1). To facilitate this process, 383

the moderator’s core tasks are detailed below. 384

3.4.1 Determining Round Depth Expansion 385

For debate node ni, the moderator assesses the 386

following (Prompt 9): 387

1. Argument Progression: Is there sufficient evo- 388

lution in the arguments or new, deeper concepts 389

being introduced to justify further debate? 390

2. Meaningful Questions: Have clarifying ques- 391

tions been raised that remain unanswered and 392

merit further discussion? If no questions are 393

raised, the moderator returns False. 394

3. Clear Winner: Is it clear that one paper has 395

won the debate, as their contributions are truly 396

better and do not warrant deconstruction (to de- 397

termine which subcomponents are truly better)? 398

If either (1) or (2) holds true, or if (3) does not indi- 399

cate a clear winner, the moderator proceeds to the 400

self-deliberation stage (Section 3.3) to identify new 401

subtopics and expand ni to ni
j ∈ N i. Otherwise, 402

expansion stops for that debate path. A maximum 403

tree depth is also enforced. 404

3.4.2 Debate Synthesis 405

Once ToD has converged (i.e., all debate paths have 406

been adequately expanded), the moderator synthe- 407

sizes the entire debate tree into a paragraph-long 408

comparative summary. The debate tree is provided 409

in-context, with each node ni ∈ T containing the 410

following information: node topic title, node topic 411

description, persona p1’s revised argument (at 412

the end of the debate round), and persona p2’s re- 413

vised argument. The synthesis should first explain 414

the papers’ novelty similarities and then detail their 415

differences, with greater emphasis on the latter. We 416

provide the prompt in Prompt 10 and an example 417

subtree in Appendix H. 418

4 Experimental Design 419

We choose Llama-3.1-Nemotron-70B-Instruct- 420

HF, an open-source model, as the base model for 421

all experiments. We sample from the top 1% of 422

the tokens and use the same temperature settings 423

across all samples (details on setting and hardware 424

provided in Appendix A). 425
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4.1 Dataset426

No datasets currently exist for comparing non-427

citing pairs of scientific papers— an overlooked428

setting, especially given the growing scale of lit-429

erature where not all relevant work can be cited.430

Consequently, we aimed to construct a dataset with431

papers that both cite and do not cite each other,432

in order to test the robustness of Tree-of-Debate.433

However, novelty comparison between papers is434

a highly specialized and expensive task, requiring435

rich domain expertise to verify– especially if such436

papers do not explicitly cite one another. Thus, we437

gathered five domain expert researchers (detailed438

provided in Appendix D) to construct a dataset of439

100 paper pairs across natural language processing,440

data mining, electrical engineering, and aerospace441

engineering (further details provided in Appendix442

E). Each researcher identified at least five papers443

they were highly familiar with, such that they could444

perform a detailed and informed human evaluation.445

They were instructed to annotate each pair with446

a root topic and whether: (1) the papers roughly447

focus on the same task but differ in methodology,448

or (2) they work on different tasks that are applied449

to similar motivations. Furthermore, they noted if450

the papers explicitly cited each other or not. Table451

1 shows the dataset distribution.452

Category Method Task Total

Cited 15 15 30
Not Cited 30 40 70

Total 45 55 100

Table 1: # of paper pairs/summaries per category.

4.2 Baselines453

Given that our primary goal is to demonstrate the454

difference in inference-time comparative reasoning455

capabilities between ToD and current LLMs, we de-456

sign the following prompting-based baselines: (1)457

Single Stage uses the title, abstract and introduc-458

tion sections of both papers to directly generate a459

comparative summary (Martin-Boyle et al., 2024);460

(2) Two Stage first individually summarizes each461

paper based on the title, abstract and introductions,462

and then uses the generated summaries to generate463

a comparative summary (Zhang et al., 2024).464

To contextualize improvements from each com-465

ponent in ToD, we construct the following ablative466

methods: (1) ToD (No Tree) removes the tree struc-467

ture by merging child arguments into one and con-468

sidering the combined subtopic as the debate node469

topic; (2) ToD (No SD) removes self-deliberation 470

(SD) to test the impact of iterative retrieval based 471

on debate progression. No SD relies on the title, 472

abstract, and introduction of each paper instead of 473

retrieving based on the subtopic. We use the same 474

LLM for all comparisons. Complete baseline and 475

ablation details are provided in Appendix B. 476

4.3 Evaluation Metrics 477

The same domain-experts from Section 4.1 man- 478

ually evaluate each of their chosen pairs in-depth, 479

assessing various qualities of the 100 summaries. 480

We normalize each of the scores below and scale 481

them by 100 for the final results in Table 2 (full 482

metric guidelines provided in Appendix C): 483

• Factuality: How factual is the summary? Each 484

sentence is given a 1/0 binary score for factuality, 485

and the scores are averaged across the summary. 486

• Breadth: Is the summary comprehensive and 487

complete? Each summary is rated from 0-4 (“not 488

at all” to “very”). 489

• Contextualization: Does the summary explain 490

and/or justify the posed similarities/differences 491

between the papers, as opposed to just mention- 492

ing them? Each summary is rated from 0-4 (“not 493

at all” to “very”). 494

5 Experimental Results 495

Overall Performance & Analysis. Table 2 shows 496

the performance of Tree-of-Debate (ToD) com- 497

pared with the baselines on factuality, breadth 498

of comparison (completeness), and contextualiza- 499

tion. We observe that the domain-experts found 500

ToD summaries 6.85% more complete and 25.98% 501

more contextualized compared to the most com- 502

petitive baseline. This observation indicates that 503

multi-persona debate trees help analyze pairs of pa- 504

pers to uncover more fine-grained contributions, as 505

well as identifying connections between the papers. 506

Given that all samples were carefully annotated and 507

evaluated by domain-experts, we are able to draw 508

several interesting insights, which we list below: 509

Structured debate is necessary for eliciting 510

contextualized comparative summaries. Our re- 511

sults show that TREE-OF-DEBATE significantly 512

improves contextualization, achieving an average 513

score of 95.21% across all settings, compared to 514

75.57% for the strongest baseline (Two-Stage). 515

Our domain-expert evaluators frequently observed 516

that the LLM-generated summaries (Single and 517

Two Stage) at face value mention a breadth of 518
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Table 2: We showcase TREE-OF-DEBATE’s strong performance across all comparison settings. Bolded values
indicate the top score; underlined indicates second-highest. We include two ablations which remove the tree
structure (No Tree) and self-deliberation (No SD), respectively.

Baseline Method + Cite Method + Not Cited Overall (Method)
Breadth Context Factuality Breadth Context Factuality Breadth Context Factuality

Single Stage 93.33 80.00 93.48 89.81 73.15 94.90 91.07 75.59 94.39
Two Stage 85.00 71.67 91.42 87.03 72.22 94.74 86.31 72.02 93.69

Tree-of-Debate 96.67 93.33 92.80 93.52 93.52 96.80 94.64 93.45 95.37
ToD (No Tree) 81.67 63.33 91.25 79.63 70.37 89.46 80.36 67.86 89.82
ToD (No SD) 91.67 76.67 82.33 86.11 94.44 76.33 88.10 88.10 78.21

Baseline Task + Cite Task + Not Cited Overall (Task)
Breadth Context Factuality Breadth Context Factuality Breadth Context Factuality

Single Stage 81.82 65.91 94.44 88.46 71.15 92.31 87.00 70.00 92.78
Two Stage 89.29 82.14 97.14 86.84 78.29 94.18 87.22 78.89 94.54

Tree-of-Debate 92.86 100 87.89 96.05 96.05 94.02 95.19 97.11 92.36
ToD (No Tree) 67.86 67.86 61.11 83.55 73.03 91.43 81.11 72.22 89.74
ToD (No SD) 96.43 96.43 75.00 81.58 94.08 82.27 83.89 94.44 81.79

Table 3: Debate Round for Tree of Thoughts (ToT) vs. Chain-of-Thought (CoT); turns are summarized.

Stage Dialogue for Subtopic: “Generalizability and Flexibility of Prompting Methods”

Present ToT: ToT enhances flexibility via deliberate reasoning by exploring multiple paths, self-evaluation of choices,
and lookahead/backtracking capabilities– shown on a diverse set of tasks like Game of 24 and Creative Writing.
This is in contrast to CoT’s lack of deliberate reasoning and adaptability.

CoT: CoT excels in generalizability through its simplicity, requiring minimal examples to achieve strong results
across tasks. Unlike ToT, it avoids complex setups and can generalize to unseen tasks, making it more adaptable
with fewer computational demands.

Respond ToT: While CoT is simpler, ToT’s added complexity is a necessary trade-off for deeper reasoning tasks, requiring
non-trivial planning and search. CoT’s ability to handle deeply nested or conditional reasoning remains unproven.

CoT: ToT may help in specific tasks, but CoT’s simplicity deliberately ensures broader applicability without
overfitting to specific task requirements. Though direct evidence for nested reasoning is lacking, CoT’s state-of-
the-art GSM8K performance suggests complex reasoning robustness. A future study can compare both methods
on nested reasoning to settle this question empirically.

Revise ToT: ToT has enhanced flexibility via adaptive reasoning path exploration– exploring multiple reasoning paths
and leveraging self-evaluation and lookahead/backtracking to tackle complex tasks– as shown on our diverse
problem domains. Our deliberate decision-making is advantageous for tasks with deeply nested or highly
conditional reasoning paths, where CoT may falter.

CoT: CoT maintains strong generalizability by balancing simplicity and effectiveness– including those with
complex reasoning requirements– without overfitting to specific task needs. This is demonstrated through its
SoTA performance on GSM8K.

specific contributions made by each paper, noting519

them as either similarities or differences. How-520

ever, these tend to resemble extractive summaries,521

where phrases that are semantically similar or dis-522

similar are extracted from the papers’ abstracts and523

introduction and are posed as similarities and dif-524

ferences respectively, with no context provided on525

why this is the case. We further analyze this finding526

in Section 5.1. Moreover, we see that without the527

tree-structure, the debate’s analysis quality dete-528

riorates. Specifically, for our “No Tree” ablation529

study (Table 2), we modify our method to combine530

all proposed subtopics by the moderator (Section531

3.3) into a single high-level topic. This leads to532

lower contextualization and breadth of contribu- 533

tions discussed, due to reasoning difficulty in disen- 534

tangling the contributions during the debate. Thus, 535

structuring the debate is necessary to experience 536

its contextualization benefits. 537

Retrieval-augmented debate ensures factual- 538

ity and breadth of comparison. In Table 2, we 539

compare the performance between ToD and “No 540

SD”, where the latter ablation replaces the itera- 541

tive retrieval step with simply providing the paper’s 542

title, abstract, and introduction as in-context evi- 543

dence across the entire debate tree (same setting 544

as the two baselines). We observe that No SD still 545

experiences the strong benefits of the structured de- 546
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Model Comparative Summary Excerpts
Two
Stage

MEGClass focuses on mutually-enhancing text granularities, iteratively refining its model through feedback between
document, sentence, and word levels, and requires an initial set of weakly labeled data. In contrast, LOTClass
innovates by relying solely on label names to train its model, employing a language model self-training approach
that obviates the need for any labeled documents, achieving high accuracy without human-labeled data.

ToD Both papers leverage limited labeled data to achieve robust performance. Both MEGClass and LOTClass also
employ iterative refinement techniques, with MEGClass using iterative feedback and LOTClass utilizing self-training
on unlabeled data. MEGClass uniquely leverages mutually-enhancing text granularities, capturing both coarse-
and fine-grained context signals to provide a more comprehensive understanding of class labels. In contrast,
LOTClass relies solely on label names, leveraging pre-trained language models to drive a self-training mechanism.
Furthermore, MEGClass’s adaptive granularity balancing approach provides robustness to label name selection,
whereas LOTClass’s reliance on label names alone may introduce biases.

Table 4: Case study on two weakly supervised text classification works (Kargupta et al., 2023; Meng et al., 2020).

bate, evident through its similarly high contextual-547

ization score (91.37%, compared to ToD’s 95.47%548

and Two Stage’s 75.57%). We note a drop in the549

factuality and breadth of the summary. The in-550

formation present in the abstract and introduction551

is not detailed or deep enough to facilitate fine-552

grained discussion of the paper. This leads to more553

noise, and hallucinations, which negatively impacts554

No SD’s breadth and factuality scores. Therefore,555

iterative evidence retrieval is necessary for explor-556

ing in breadth and minimizing hallucinations.557

TOD is robust to all comparison settings. We558

analyze four different comparison settings (as de-559

tailed in Section 4.1), where two papers may or may560

not cite each other and differ in either their task or561

method. We can see through Table 2 that regardless562

of their comparison type, ToD demonstrates con-563

sistently high performance– with only an average564

standard deviation σ = 2.49 across breadth and565

soundness, while Single Stage’s σ = 5.32 and Two566

Stage’s σ = 3.39. While there are no consistent567

trends across the different settings, studying them568

allows us to ensure the consistency of ToD.569

5.1 Qualitative Case Study570

Evolution via Critical Reasoning. Our approach571

enables paper personas to refine their comparisons572

by addressing counterarguments elicited through573

debate. Table 3 illustrates this through a debate574

round between Tree of Thoughts (ToT) and Chain-575

of-Thought (CoT) on their generalizability and flex-576

ibility. ToT initially highlights its flexibility through577

deliberate reasoning, exploring multiple paths with578

lookahead/backtracking. However, CoT counters579

that ToT’s complexity hinders broad applicability,580

whereas CoT can easily generalize to a multitude of581

tasks with minimal setup while still achieving state-582

of-the-art results. In the revision stage, both refine583

their arguments: ToT emphasizes adaptive explo-584

ration for complex reasoning, while CoT maintains 585

its simplicity, now citing empirical success in com- 586

plex tasks. It is interesting to note that during the 587

Respond stage, CoT suggests a future study that 588

would help validate the claims made in the debate. 589

Contextualized Summaries. The baselines’ 590

summaries tend to be extractive, not explaining 591

why certain comparisons are important and also 592

mistaking similarities for differences if their word- 593

ing is semantically dissimilar. Table 4 demonstrates 594

this finding; Two Stage mistakenly states that MEG- 595

Class “requires an initial set of weakly labeled data” 596

while LOTClass “innovates by relying solely on 597

label names”. However, this is false– both methods 598

only require the class label names. This similarity 599

is identified by ToD, which uses it to contextualize 600

the methods’ differences: both use label names, 601

however MEGClass considers all three levels of 602

text granularity, while LOTClass solely relies on 603

the label names. ToD also provides further insight 604

into LOTClass’s over-reliance on label names po- 605

tentially introducing biases. ToD’s debate format 606

elicits critical reasoning and allows for a more in- 607

sightful, contextualized comparison. Appendices 608

H and F include in-depth qualitative analyses on an 609

additional sample’s tree and output summaries. 610

6 Conclusion 611

Automatic summarization is essential for manag- 612

ing the growing volume of research. We intro- 613

duce TREE-OF-DEBATE, a structured approach 614

that models papers as personas engaging in a debate 615

to extract their key similarities and differences. Our 616

method organizes debates into a hierarchical struc- 617

ture to produce abstractive and contextualization 618

summaries while preserving their factuality. With 619

thorough domain-expert empirical evaluation and 620

qualitative case studies, we demonstrate that Tree- 621

of-Debate significantly outperforms baselines. 622
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7 Limitations & Future Work623

We explore some limitations of our work. Within624

each debate round (each persona presenting their625

arguments, responding to one another, and revising626

their arguments), we note that a crucial element to a627

productive debate round is each persona providing628

meaningful feedback (e.g., doubts, clarifying ques-629

tions) within the “respond” stage. However, the630

quality of this critical response may vary based on631

the difficulty of the task (e.g., a more fine-grained632

topic that has no presence within the model’s ex-633

isting pre-training dataset) and/or the size of the634

model.635

We also observe a slight trade-off between con-636

textualization and factuality. Especially in more637

challenging comparisons where the overlap be-638

tween the papers may not be explicit (e.g., task-639

based comparisons), ToD must take more of a leap640

with respect to its reasoning to identify similari-641

ties and differences between the papers, which may642

lead to further hallucinations. Furthermore, we643

notice that as a debate path progresses to deeper644

levels, if certain evidence is not present to support645

a paper’s fine-grained claims, the personas begin to646

suggest potential future studies or even new meth-647

ods (e.g., combining certain strengths of the two648

methods). While this does introduce some noise649

(as we can see through our competitive factual-650

ity scores, this is minimal) to our output summary,651

these types of “hallucinations” present exciting new652

paths for research to explore.653

Tree-of-Debate can be extended to other gen-654

eral, complex reasoning tasks which can exploit655

our tree-based decomposition and debate-based656

critical feedback. For instance, complex quan-657

titative reasoning problems can often be decom-658

posed into several sub-problems, which can be rep-659

resented within our tree structure. Each persona660

can instead represent a different approach to solve661

that specific sub-problem. We can also consider662

extending this to a negotiation setting, where there663

are various aspects to consider when determining664

the optimal compromise. For example, two parties665

can negotiate on a price of a car with respect to its666

make, model, mileage, etc. Each of these can be667

explored within their own respective subtrees.668
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to trade-off between deterministic and creative841

generation based on the nature of the given task842

(same setting across all samples):843

• Paper generates arguments: 0.3844

• Paper whether evidence is relevant: 0845

• Paper presents its argument: 0.1846

• Paper responds to the opposition’s argument:847

0.4848

• Paper revises its argument: 0.4849

• Moderator generating subtopics: 0.3850

• Moderator determines whether to expand the851

debate note: 0.1852

• Moderator summarizes a debate path: 0.4853

We set the number of retrieved segments δ = 5854

so that we can gather a sufficient amount of ev-855

idence while not overwhelming the debate with856

long-context. We set the number of generated857

subtopics k = 3, for covering a reasonable breadth858

of topics while minimizing redundancy. Finally,859

we set the maximum debate tree depth l = 3 for860

adequate exploration. We use vLLM (Kwon et al.,861

2023) for distributed and constrained generation on862

four NVIDIA A100 GPUs.863

B Baselines864

We compare Tree-of-Debate (ToD) with the follow-865

ing prompting-based baseline methods. We use the866

same base language model for all comparisons.867

• Single-stage: We prompt an LLM with the title,868

abstract and introduction sections of both focus869

and opposition papers. We prompt the model to870

directly generate a contrastive summary of the871

two papers (Martin-Boyle et al., 2024).872

• Two-stage: We first instruct an LLM to individ-873

ually summarize each paper based on the title,874

abstract and introductions. We then use the gener-875

ated summaries to prompt the model to generate876

a contrastive summary (Zhang et al., 2024).877

To contextualize improvements from each com-878

ponent in Tree-of-Debate we construct the follow-879

ing ablative methods:880

• ToD (No Tree): We remove the tree structure 881

from Tree-of-Debate by merging child argu- 882

ments into one. We do so by concatenating the 883

topics and descriptions of the child subtopics 884

and tag them to distinguish the topics. In each 885

debate round, the model is prompted with the 886

combined subtopic and its corresponding de- 887

scription. 888

• ToD (No SD): We remove self-deliberation 889

(SD) to test the impact of iterative retrieval 890

based on debate progression. We do so by 891

prompting the model with title, abstract, and 892

introduction of each paper instead of retriev- 893

ing based on the subtopic. 894

C Evaluation Metrics 895

The same domain-experts from Section 4.1 manu- 896

ally evaluate each sample in-depth, assessing vari- 897

ous qualities of the summaries: 898

• Factuality: How factual is the summary? 899

Each sentence is given a 1/0 binary score for 900

factual or not, and the scores are averaged 901

across the summary. 902

• Completeness: Is the summary comprehen- 903

sive and complete? This is evaluated using 904

the following Likert scale: 905

0. Not at all, the summary misses (MULTI- 906

PLE) major points. 907

1. No, the summary misses a (SINGULAR) 908

major point. 909

2. Somewhat, the summary misses minor 910

points. 911

3. Yes, the summary covers the major 912

points, but still is not what I would ex- 913

pect. 914

4. Very comprehensive, the summary cov- 915

ers the major points. 916

• Contextualization: Does the summary ex- 917

plain and/or justify the posed similari- 918

ties/differences between the papers, as op- 919

posed to just mentioning them? 920

0. Not at all, the summary is simply 921

extractive– it just seems to take different 922

subtopics from each paper and doesn’t 923

synthesize them– no justification behind 924

similarities and differences. 925

1. No, the summary attempts at some level 926

of synthesis, but it is not meaningful. 927
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2. Somewhat, the summary attempts at syn-928

thesizing at most one point.929

3. Yes, the summary contains meaningful930

synthesis but only for a minority of931

points.932

4. Strongly contextualized, the summary933

contains meaningful synthesis across all934

major points.935

D Domain-Expert Profiles936

Given that novelty comparison between papers is937

a highly specialized and expensive task, we gather938

five domain experts to both collect and annotate our939

dataset, as well as evaluate Tree-of-Debate’s gener-940

ated summaries based on their respective samples.941

Each domain expert is a graduate student with 3+942

years of research experience in a specialized area:943

1. Domain Expert #1: A third-year PhD in com-944

puter science with ten publications; research945

expertise is text mining and data mining.946

2. Domain Expert #2: A third-year PhD in947

aerospace engineering with two publications;948

research expertise is in electric propulsion.949

3. Domain Expert #3: A second-year PhD (with950

two years of a research-track Masters) in elec-951

trical engineering with four publications; re-952

search expertise is in in-memory computing953

and wireless communications.954

4. Domain Expert #4: A first-year PhD (with955

two years of a research-track Masters) in com-956

puter science with six publications; research957

expertise is data-efficient natural language pro-958

cessing.959

5. Domain Expert #5: A first-year PhD (with960

two years of a research-track Masters) in com-961

puter science with twenty-five publications;962

research expertise is large language model963

training and efficiency.964

E Dataset Specifications965

As mentioned earlier, TREE-OF-DEBATE’s966

dataset contains 100 samples, and Table 1967

specifies the breakdown. Each sample con-968

tains the following:969

(a) Topic: a short, vague description of the970

theme of the two papers971

(b) Paper #1 arXiv Link972

(c) Paper #1 Title 973

(d) Paper #1 Abstract 974

(e) Paper #1 Introduction 975

(f) Paper #2 arXiv Link 976

(g) Paper #2 Title 977

(h) Paper #2 Abstract 978

(i) Paper #2 Introduction 979

(j) Method/Task: 0 if the papers differ in 980

methodology (but have the same task) 981

and 1 if the papers differ in the task (but 982

the methodology is generally the same) 983

(k) Cite/No: 0 if the papers do not cite each 984

other, and 1 if the papers cite each other. 985

We provide the dataset (as a tab- 986

separated file) in our code repository: 987

https://anonymous.4open.science/r/tree-of- 988

debate-5961/dataset/tree_of_debate_dataset.tsv. 989

5 contains a few rows from the dataset. 990

F Qualitative Case Study: 991

TreeInstruct vs. BRIDGE 992

Tables 6 and 7 contain summaries from the 993

baseline, ablations, and our final method. 994

Below, we qualitatively compare each sum- 995

mary (comparing TreeInstruct (Author 0) 996

and BRIDGE (Author 1)), pointing out the 997

weaknesses and strengths, and show how 998

our method is able to address all the issues 999

brought up in the baseline summaries. 1000

The top left contains the Two-Stage baseline. 1001

The Two-Stage baseline tends to contain near- 1002

copy phrases from the paper, resulting in an 1003

overly specific, extractive and unnatural 1004

summary (an example is the first line high- 1005

lighted in red: “Methodological Approach: 1006

Author 0 employs...”). As a result, the differ- 1007

ences that are extracted are not explained very 1008

well, requiring more work to understand the 1009

terminology-heavy summary. It also makes 1010

vague claims near the end of summaries (ex- 1011

ample is the second line highlighted in red: 1012

“Despite overlapping in their pursuit of enhanc- 1013

ing educational experiences...”). The overall 1014

structure results in a suboptimal summary. 1015

Next, the top right box contains the summary 1016

for ToD (No Tree). The use of the debate 1017

format improves the quality of the generated 1018

claims. Unlike in the Two-Stage summary, 1019

it does not contain many extractive phrases, 1020
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Table 5: Snapshot of 5 rows of the dataset. The table is transposed in order to display it on the full page. Notice the
diversity in topics, not just in machine learning, but also in other disciplines.

Index 1 2 3 4 5

Topic helping students un-
derstand their mis-
takes and misunder-
standings

Continual pretrain-
ing of Bert for re-
trieval tasks

contrastive learning
on graphs

hall thruster erosion massive MIMO
baseband process-
ing

Paper
#1
arXiv

https://arxiv.org/
pdf/2406.11709

https://arxiv.org/
pdf/2004.12832

https://arxiv.org/
pdf/2103.00113

https://deepblue.lib.
umich.edu/bitstream/
handle/2027.42...

https://arxiv.org/
pdf/2407.06755

Paper
#1 Title

Instruct, Not Assist:
LLM-based Multi-
Turn Planning and
Hierarchical Ques-
tioning for Socratic
Code Debugging

ColBERT: Efficient
and Effective Pas-
sage Search via
Contextualized Late
Interaction over
BERT

Anomaly Detec-
tion on Attributed
Networks via
Contrastive Self-
Supervised Learn-
ing

An Investigation of
Factors Involved in
Hall Thruster Wall
Erosion Modeling

A 46 Gbps 12 pJ/b
Sparsity-Adaptive
Beamspace Equal-
izer for mmWave
Massive MIMO in
22FDX

Paper
#1 Ab-
stract

Socratic question-
ing is an effective
teaching...

Recent process in
Natural Language
Understanding...

Anomaly detection
on attributed net-
works attracts

A hydrodynamic
description of the
plasma flow...

We present a Glob-
alFoundries 22FDX
FD-SOI...

Paper
#1
Intro-
duction

With the rapidly ex-
panding conversa-
tional...

Over the past few
years, the Informa-
tion...

Attributed networks
(a.k.a. attributed
graphs...

As lifetime require-
ments desired for
Hall thruster...

Fifth generation
(5G) and beyond-
5G wireless...

Paper
#2
arXiv
Link

https://arxiv.org/
pdf/2310.10648

https://arxiv.org/
pdf/1810.04805

https://arxiv.org/
pdf/2310.14525

https://electricrocket
.org/IEPC/IEPC-
2007-151.pdf

https://arxiv.org/
pdf/1910.00756

Paper
#2 Title

Bridging the
Novice-Expert
Gap via Models of
Decision-Making:
A Case Study on
Remediating Math
Mistakes

BERT: Pre-training
of Deep Bidirec-
tional Transformers
for Language Un-
derstanding

Graph Ranking
Contrastive Learn-
ing: A Extremely
Simple yet Efficient
Method

Investigation of the
SPT operation and
discharge chamber
wall erosion rate un-
der increased dis-
charge voltages

Beamspace Chan-
nel Estimation for
Massive MIMO
mmWave Systems:
Algorithm and
VLSI Design

Paper
#2 Ab-
stract

Scaling high-quality
tutoring remain a
major challenge...

We introduce a new
language represen-
tation...

Graph contrastive
Learning (GCL)
has emerged as...

New results of the
thruster operation
specifics

Millimeter-wave
(mmWave) commu-
nication

Paper
#2
Intro-
duction

Human tutoring
plays a critical
role in accelerating
student...

Language model
pre-training has
been shown to be
effective...

Graph Neural Net-
works (GNNs) have
become the stan-
dard

Nowadays it is rea-
sonable to develop
SPT with increased

Millimeter-wave
(mmWave) commu-
nication [2], [3]

Method
/Task

1 1 1 0 1

Cite/No 1 1 0 0 0

however the structure of the debate is still1021

fine-grained to coarse-grained. Intuitively,1022

the summaries should develop coarse-grained1023

claims into fine-grained arguments. Moreover,1024

there are slight hallucinations (examples are1025

in the second and third lines highlighted in1026

red: “Bridge on continuous expert...” and1027

“TreeInstruct is designed...”). Still, the conclu-1028

sion (last sentence) of the summary is not as1029

vague as the conclusion from Two-Stage, but1030

it still does not capture the intricacies of the1031

two methods well enough.1032

Subsequently, the summary for ToD (No SD) 1033

is on the bottom left. The benefits of the 1034

tree are drastic, as the summary starts by dis- 1035

cussing the high-level summaries, and breaks 1036

down the individual fine-grained differences. 1037

This is much less extractive and more abstrac- 1038

tive. Using the tree structure along with the 1039

debate allows each argument to be explored 1040

further– this is evident as after each claim, 1041

an explanation of why it matters follows (ex- 1042

ample is the line highlighted in green: “While 1043

Author 0’s approach excels in...”). Still, a few 1044
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Table 6: Summaries from two methods: ToD (No Tree) – the TREE-OF-DEBATE ablation – and the Two-Stage
baseline. The papers being compared are TreeInstruct and BRIDGE: they develop LLM-based instructors that guide
students towards the answers to their questions rather than give away the answers. The rest of the table follows in 7.

Two-Stage ToD (No Tree)

Both papers focus on enhancing educational experi-
ences through innovative technological approaches.
Both utilize novel methodologies to address specific
learning challenges (code debugging for Author 0
and math remediation for Author 1). Both papers
emphasize the importance of real-world validation
and case studies to assess the effectiveness of their
proposed solutions. Topic Focus: Author 0 focuses
on code debugging with TreeInstruct, while Author 1
addresses math mistake remediation with the Bridge
method. Methodological Approach: Author 0 em-
ploys state space estimation and dynamic tree-based
questioning, whereas Author 1 utilizes cognitive task
analysis and decision-making models. Evaluation
Metrics: Author 0 measures performance on debug-
ging datasets and student engagement, whereas Au-
thor 1 assesses the preference for LLM responses
with expert decisions and conducts lexical analysis.
Target Audience: Author 0’s work is geared towards
students of varying skill levels in code debugging,
whereas Author 1 focuses on 1st-5th grade students in
Title I schools for math tutoring. While both papers
contribute to the educational technology landscape,
Author 0’s TreeInstruct offers a novel approach to
code debugging through adaptive Socratic question-
ing, and Author 1’s Bridge method innovatively em-
beds expert thought processes into LLMs for math
remediation. Despite overlapping in their pursuit
of enhancing educational experiences, the papers di-
verge significantly in their topics, methodologies, and
target audiences, indicating a broad and diverse land-
scape in educational technology research.

Papers on adaptive guidance systems debate simi-
larities and differences for effective Socratic ques-
tioning. While both papers aim to enhance adaptive
guidance, they differ in approach: TreeInstruct (Au-
thor 0) emphasizes adaptive, expert-agnostic plan-
ning, leveraging dynamic question trees and state
space-based planning to address interdependent er-
rors, whereas Bridge (Author 1) focuses on expert-
informed decision-making, incorporating domain-
specific expert knowledge for more effective Socratic
questioning. A key difference lies in their handling
of unforeseen errors, with TreeInstruct relying on
dynamic adaptation and Bridge on continuous expert
annotation and model fine-tuning. Another distinc-
tion is their applicability: TreeInstruct is designed
for diverse educational domains, while Bridge ini-
tially focused on math education, later expanding to
other domains. Both authors eventually converge on
a hybrid approach, combining expert guidance with
adaptive planning for a more comprehensive solution.
Despite this, their initial differences in methodology
and error handling strategies remain a focal point
of the debate. The debate highlights the importance
of both adaptive planning and expert guidance in ef-
fective adaptive guidance systems. Ultimately, the
synthesis of both approaches offers a more robust so-
lution for personalizing student learning experiences.
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Table 7: Summaries from two methods: ToD (No SD) – the TREE-OF-DEBATE ablation – and TREE-OF-DEBATE.
The papers being compared are TreeInstruct and BRIDGE: they develop LLM-based instructors that guide students
towards the answers to their questions rather than give away the answers. The rest of the table follows in 6.

ToD (No SD) ToD (Final)

The papers share similarities in their focus on adap-
tive, student-centered approaches for mistake correc-
tion, leveraging AI-driven tools to enhance person-
alized learning experiences. Both papers emphasize
the importance of context-aware feedback and ex-
pert guidance in promoting deeper understanding.
However, the papers diverge in their novelties. Au-
thor 0’s paper, ’Instruct, Not Assist,’ uniquely inte-
grates adaptive, multi-turn Socratic questioning with
state space estimation, providing a more holistic and
adaptable learning experience. In contrast, Author
1’s paper, ’Bridging the Novice-Expert Gap,’ focuses
on modular, expert-guided decision-making, offering
a more explicit and scalable approach to address-
ing complex, interdependent mistakes. While Au-
thor 0’s approach excels in handling ambiguous stu-
dent responses, Author 1’s method provides more
nuanced, human-centric guidance. The papers also
differ in their evaluation metrics, with Author 0 em-
phasizing robust state space estimation and Author 1
highlighting the importance of contextual relevance.
Ultimately, the papers present complementary ap-
proaches, with Author 0’s work prioritizing adaptabil-
ity and Author 1’s work emphasizing expert-driven
contextualization.

The papers by Author 0 and Author 1 share simi-
larities in their focus on adaptive error resolution
strategies, emphasizing the importance of context-
sensitive decision-making and expert knowledge in
enhancing student learning outcomes. Both papers
also highlight the limitations of current LLMs in ed-
ucational settings and propose novel methodologies
to address these challenges. However, the papers
diverge in their approaches to achieving these goals.
Author 0’s paper, ’Instruct, Not Assist,’ uniquely inte-
grates dynamic planning and hierarchical questioning
to provide a more nuanced understanding of student
thought processes, scaling to accommodate diverse
student populations. In contrast, Author 1’s paper,
’Bridging the Novice-Expert Gap,’ leverages expert
decision-making models to inform adaptive error res-
olution strategies, offering a more domain-agnostic
framework. The papers also differ in their evaluation
frameworks, with Author 0’s approach utilizing a
state space-based planning algorithm and Author 1’s
method incorporating transfer learning and domain-
specific expert annotations. Furthermore, Author
0 emphasizes the importance of adaptive Socratic
questioning, while Author 1 highlights the value of
expert-guided decision-making in enhancing educa-
tional support. Ultimately, the papers present distinct
novelties in addressing the novice-expert gap, with
Author 0 focusing on adaptive structured planning
and Author 1 on context-aware expert decision em-
bedding.
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of these explanations are vague and do not re-1045

veal the true underlying motivation of the1046

claims (highlighted in red).1047

Finally, the summary for ToD (our final1048

method) is in the bottom right box. With1049

the self-deliberation, it was able to extract1050

a short phrase of the motivation behind both1051

works (the “limitations of current LLMs in1052

educational settings”). The arguments are de-1053

veloped from high-level claims to low-level,1054

technical concepts. The facts are correctly1055

identified and do not contain any hallucina-1056

tions. Moreover, the explanations preceding1057

the claims also reveal the underlying motiva-1058

tion behind the specific novelty. Finally, the1059

concluding sentence explains the exact differ-1060

ence between the two works.1061

G Prompts1062

In this appendix, we provide each of the prompts.1063
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You are a fair and balanced moderator of a debate between two authors determining their respective
novel contributions towards the following topic:
Topic: <topic>
Topic Description: <topic description>

Here are the two papers and their claimed novel contributions with corresponding evidence:

Author 0 Paper Title: <Author 0 Paper Title>
Author 0 Paper Abstract: <Author 0 Paper Abstract>
Author 0 Paper’s Contribution #1: <contribution statement>: <contribution topic>
Author 0 Paper’s Contribution #1 Evidence: <contribution evidence>
... (more evidence and contributions)
Author 1 Paper Title: <Author 0 Paper Title>
Author 1 Paper Abstract: <Author 0 Paper Abstract>
Author 1 Paper’s Contribution #1: <contribution statement>: <contribution topic>
Author 1 Paper’s Contribution #1 Evidence: <contribution evidence>
... (more evidence and contributions)

Based on each of the author’s claimed novelties, evidence, and counter-evidence to each other’s
arguments, you must determine the most meaningful, diverse set of subtopics within the parent topic,
"Topic", which best cover the types of contributions each of the papers make. Remember that for each
of your selected topics, the papers will be debating which of them makes the better contribution towards
the topic. Hence, for each of your subtopics, cite the integer IDs of any relevant contributions from
Author 0 or Author 1. At least one of these lists should be non-empty. Overall, our goal is to identify
how novel Author 0’s paper’s contributions towards topic "Topic" are by individually considering their
contributions towards your subtopics.

Output your list subtopics (up to k) in the following format: "topic_title": <should be a brief, 10-15
word string where the value is the title of your subtopic>,
"topic_description": <1-2 sentence string explaining the subtopic and what you feel would be most
helpful for the papers to debate within the subtopic>,
"author_0_relevant_contributions": <list of integer IDs citing which contribution(s) from Author 0
would be most relevant to this subtopic; can be empty>,
"author_1_relevant_contributions": <list of integer IDs citing which contribution(s) from Author 1
would be most relevant to this subtopic; can be empty>

Table 8: Moderator prompt to generate new topics.
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You are a moderator facilitating a debate in which two paper are debating who makes the better
contribution towards the following topic:
Topic: <topic>
Topic Description: <topic description>

<conversation history between Author 0 and Author 1>

Below, you are given the previous set of arguments and the current set of arguments.
previous arguments: <set of arguments before debate>
current arguments: <set of arguments after debate>

You must determine whether progress is being made. DO NOT focus on the language being used.
Focus on the content of the arguments. Specifically, determine the following (True or False for each):
1. progression_of_arguments: Are these arguments sufficiently different enough to necessitate further
debate? Are there new, deeper concepts being discussed between the two sets of arguments?
2. meaningful_questions: Within the debate history, each author acknowledges each other’s arguments
and may ask clarifying questions accordingly. Do you believe that the clarifying questions have not
been sufficiently addressed already and would be important to answer through further debate? If there
are no questions raised in the debate history by either author, return False.
3. clear_winner: Do you believe that it is clear that one author has won the debate, and it does not
need to be further deconstructured (in order to determine which components within each author’s
contributions are truly better)?

Output your argument in the following format:
"explanation": <2-5 sentence string to explain your reasoning about whether further debate is necessary
when comparing the previous arguments and the current arguments>,
"progression_of_arguments": <output a boolean; pick only one of "True" or "False" depending on the
history, arguments, and your explanation above>,
"meaningful_questions": <output a boolean; pick only one of "True" or "False" depending on the
history, arguments, and your explanation above>,
"clear_winner": <output a boolean; pick only one of "True" or "False" depending on the history,
arguments, and your explanation above>

Table 9: Moderator prompt on whether to expand a debate node.

Two authors are debating their respective novelties with respect to the following topic:
Topic: <Topic>
Author 0’s paper title is: <Author 0 paper title>
Author 1’s paper title is: <Author 1 paper title>
Here is a breakdown of their debates in tree format. At each tree node, we provide the "topic_title" :
"topic description", Author 0’s corresponding argument and Author 1’s corresponding argument:

<tree (example in Appendix H)>

Based on the debate breakdown, output a paragraph-long synthesis of the debate which summarizes the
similarities and differences between the papers. Structure your summary with initially their similarities
(which ideas/aspects overlap between the two papers?) to their differences (what makes the papers
unique) in novelties. Focus more on the differences than the similarities.

Table 10: Moderator prompt to summarize the debate into a paragraph.
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You are the author of the paper, ’self.paper.title’. The abstract of your work is: <Paper Abstract>.
You are debating another author on the novel contributions your work makes towards the following
topic: <Topic>.
Below is a list of relevant evidence retrieved from your paper:<Evidence in the form of sentence
excerpts from papers>. Based on the evidence, output a list of 1 to <k> DIVERSE, specific
arguments for your position that are all supported by the evidence. Each argument should have a
corresponding "argument_title", which is a brief statement of your argument (e.g., Better Efficiency
for Training), a "description" explaining your argument and mentioning specific excerpts from your
evidence pool, and finally, a list of all "evidence" IDs, which are the integers of the evidence in the
input list, that best support your argument. For example, if Evidence #1 and #2 best support your
argument, then evidence should be [1,2] (depending on your argument, this list can have more or less
than two items). Each argument should make a unique point.

Output your list of arguments in the following format:
"argument_title": <should be a brief, 10-15 word string where the value is the argument_title>,
"description": <1-2 sentence string explaining the argument, including specific excerpts from the
evidence pool>,
"evidence": <list of integer IDs citing which evidence from the input list best support your argument>

Table 11: Persona prompt to generate arguments during the debate.

Your objective is to check if a given evidence is relevant to a claim or not (relevancy means evidence
that helps either support, refute, or clarify the given claim).
Claim: Argument
Description of Claim: Argument Description
Evidence: Evidence supporting the argument.

Fill out the following schema:
"supports_claim": <"Yes"/"No" if the evidence supports the claim>,
"refutes_claim": <"Yes"/"No" if the evidence refutes the opposition’s claim>
"clarifies_claim": <"Yes"/"No" if the evidence clarifies the claim>,
"irrelevant_to_claim": <"Yes"/"No" if the evidence is irrelevant to the claim>,

Table 12: Persona prompt to determine relevant and irrelevant evidences.
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You are the author of the paper, ’<Paper Title>’. The abstract of your work is: <Paper Abstract>.

You are debating another author (Opposition), whose work is titled, ’<Opposition Paper Title>’,
and abstract is: Opposition Paper Abstract". You are debating the other author on how and why
your paper makes a better contribution towards the following topic:
Topic: <topic>
Topic Description: <topic description>

Here are your claimed contributions towards the topic:
Author 0 Paper’s Contributions #1: <argument>: <argument description>
Author 0 Paper’s Contribution Evidence #1: <evidence towards argument>
Author 1’s relevant evidence to potentially counter the quality of this contribution: <counter
evidence>
... (more contributions and counter-evidence)

Given the above, make an argument for a specific reason why your contributions towards the topic,
Topic: <topic>, are better than the opposition’s. If you feel that you do not contribute to the given
topic or your contributions ARE NOT better than the opposition’s, then state so by conceding to the
opposition (e.g., ’I do not believe my paper makes a better contribution than yours’) and explain why.

Table 13: Persona prompt to present its arguments.

You are the author of the paper, ’<Paper Title>’. The abstract of your work is: <Paper Abstract>.

You are debating another author (Opposition), whose work is titled, ’<Opposition Paper Title>’,
and abstract is: Opposition Paper Abstract". You are debating the other author on how and why
your paper makes a better contribution towards the following topic:
Topic: <topic>
Topic Description: <topic description>

Here are your claimed contributions towards the topic:
Author 0 Paper’s Contributions #1: <argument>: <argument description>
Author 0 Paper’s Contribution Evidence #1: <evidence towards argument>
Author 1’s relevant evidence to potentially counter the quality of this contribution: <counter
evidence>
... (more contributions and counter-evidence)

Here is your conversation debate history with the opposition paper. You must respond to the last
argument presented by your opposition in debate. A response may consist of (1) an acknowledgment of
the opposition’s previous response, (2) answering any of the questions about your paper brought up by
the opposition, (3) asking any clarifying questions based on the opposition’s claims and reasoning, (4)
any clarifications of your own presented arguments based on the opposition, and/or (5) if you feel that
the opposition’s claim is strong and you do not have sufficient grounds to refute it, then a concession to
your opposition.

conversation_history: <conversation history>

Table 14: Persona prompt to respond to an argument.
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You are the author of the paper, ’<Paper Title>’. The abstract of your work is: <Paper Abstract>.

You are debating another author (Opposition), whose work is titled, ’<Opposition Paper Title>’,
and abstract is: Opposition Paper Abstract". You are debating the other author on how and why
your paper makes a better contribution towards the following topic:
Topic: <topic>
Topic Description: <topic description>

Here are your claimed contributions towards the topic:
Author 0 Paper’s Contributions #1: <argument>: <argument description>
Author 0 Paper’s Contribution Evidence #1: <evidence towards argument>
Author 1’s relevant evidence to potentially counter the quality of this contribution: <counter
evidence>
... (more contributions and counter-evidence)

Based on the debate history and your/your opposition’s arguments and evidence, you must construct a
new, stronger argument related to the topic. This consists of an argument that addresses/is robust to any
doubts or clarifying questions made by the opposition which you feel are valid. If based on the debate,
you feel that you do not contribute to the given topic or your contributions ARE NOT better than the
opposition’s, then state so by conceding to the opposition (e.g., ’I do not believe my paper makes a
better contribution than yours’) and explain why.

conversation_history: <conversation history>

Table 15: Persona prompt to revise to an argument.
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H Tree Example1064

Below, we provide an example of a path that we use in our prompts. Given input topic: Helping Students1065

Fix their Mistakes.1066

1. Level 1 Child Argument: Personalized Error Resolution Strategies: Debate the effectiveness of1067

adaptive, student-centered approaches in resolving errors, focusing on the role of dynamic question1068

trees and expert decision-making models. This subtopic encourages discussion on the importance of1069

tailoring guidance to individual students’ needs and knowledge gaps.1070

• Author 0’s Argument: Adaptive Guidance Enhances Personalization via Nuanced Student1071

Modeling. By integrating TreeInstruct’s dynamic question tree with a nuanced student modeling1072

framework, our approach provides more effective personalized error resolution strategies1073

than Bridge. This integration enables TreeInstruct to capture the complexities of student1074

thought processes, addressing both independent and dependent mistakes concurrently, while1075

also scaling to accommodate large, diverse student populations. In contrast, Bridge’s reliance1076

on predetermined error types and remediation strategies may limit its versatility in complex,1077

multi-bug scenarios.1078

• Author 1’s Argument: Expert-Guided Decision-Making for Adaptive, Context-Sensitive1079

Error Resolution. Our approach leverages expert decision-making to inform adaptive, context-1080

sensitive error resolution strategies, demonstrated through the extension of our Bridge model1081

to accommodate complex, multi-bug scenarios. By incorporating nuanced expert thought pro-1082

cesses, our method provides more effective personalized guidance than TreeInstruct’s adaptive1083

question tree approach. This integration of expert guidance and adaptability addresses the oppo-1084

sition’s concerns regarding versatility and scalability in handling diverse student populations.1085

(a) Level 2 Child Argument: Adaptive Guidance in Error Resolution: Debate the effectiveness of1086

adaptive guidance in error resolution strategies, focusing on how each approach tailors feedback1087

to individual students’ knowledge states. Discuss the benefits and limitations of each method.1088

• Author 0’s Argument: Adaptive Guidance with Latent Expertise for Personalized Error1089

Resolution. By integrating the strengths of both approaches, our revised argument proposes1090

a hybrid model that combines the adaptive guidance of TreeInstruct with the latent thought1091

processes of expert decision-making. This fusion enables a more nuanced understanding1092

of individual student needs, providing targeted support while maintaining scalability and1093

adaptability. Ultimately, this hybrid approach offers a more effective and personalized1094

error resolution strategy, surpassing the limitations of both adaptive guidance and expert1095

decision-making alone.1096

• Author 1’s Argument: Expert-Infused Adaptive Guidance for Error Resolution. Our revised1097

approach integrates expert decision-making processes into adaptive guidance frameworks,1098

enabling a more nuanced understanding of individual student needs and providing targeted1099

support while maintaining scalability and adaptability. This hybrid model combines the1100

strengths of both approaches, offering a more effective and personalized error resolution1101

strategy. By incorporating expert-informed decision-making into adaptive guidance, we1102

bridge the novice-expert knowledge gap more effectively than either approach alone.1103
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