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Abstract001

With the rapid development of social media,002
Multimodal Aspect-based Sentiment Analy-003
sis (MABSA) has garnered significant atten-004
tion. The integration of diverse modalities in005
MABSA presents a unique set of challenges.006
Among the most commonly used datasets in007
MABSA are Twitter-2015 and Twitter-2017.008
During our research, however, we identified009
labeling errors in these datasets, which we be-010
lieve contribute to the difficulty in improving011
MABSA model accuracy. To address this issue,012
we introduced an expert system based on Large013
Language Models (LLMs) to assist in filtering014
abnormal samples and relabeling them manu-015
ally. This process led to the creation of the016
Twitter-REvised datasets, namely TRE-2015017
and TRE-2017. Experimental results indicate018
that our proposed TER dataset provides more019
accurate sentiment annotations while preserv-020
ing well-defined and learnable sentiment fea-021
tures. The dataset exhibits sentiment consis-022
tency, making it more effective in enhancing023
the sentiment analysis capabilities of models.024
Our complete code and datasets will be made025
publicly available.026

1 Introduction027

Multimodal Aspect-based Sentiment Analysis028

(MABSA) has emerged as a popular research area029

in recent years since it incorporates multiple modal-030

ities beyond traditional text-only sentiment analysis031

tasks. As shown in Fig.1, MABSA aims to extract032

aspects in given text and identify sentiment towards033

them. This field gained significant attention since034

Yu and Jiang first introduced the MABSA task by035

labeling two datasets: Twitter-2015 and Twitter-036

2017. However, during our research, we discovered037

numerous samples in the Twitter-2015 and Twitter-038

2017 datasets with apparent sentiment annotation039

errors.040

Fig.2 presents two examples of incorrect sen-041

timent labeling. In sample (a), the text "RT @042

Tim Tebow is good for 

football and the NFL

via @ buffa82 # Eagles 

# NFL 

(Tim Tebow, Positive), (NFL, Neutral), (# NFL, Neutral)

Image:Text:

Input:

Output: 

Figure 1: Example of multimodal aspect-based senti-
ment analysis.

wgkantai: See this lady? Her name is Joyce Nju- 043

guna. She’s ’disabled’ (I hate that word). She’s 044

won us a bronze in powerlifting" conveys a clearly 045

positive and appreciative sentiment toward the as- 046

pect "Joyce Njuguna," yet it was labeled as nega- 047

tive in the original dataset. In sample (b), the text 048

"Usually sceptical of celebrities: AngelinaJolie is 049

different with consistent commitment – in tradition 050

of. @miafarrow" expresses a negative sentiment to- 051

ward "celebrities," while the sentiment toward "An- 052

gelina Jolie" should be positive. These inconsisten- 053

cies highlight the need for a more robust approach 054

to sentiment annotation in multimodal datasets. 055

Leveraging Large Language Models (LLMs) for 056

data enhancement has been widely used and proven 057

effective (Choi et al., 2024). LLMs, with the rich 058

knowledge acquired during their training process, 059

are capable of identifying phrases that express emo- 060

tional tendencies in text. These models excel at de- 061

tecting implicit sentiment cues that might be missed 062

by traditional methods, such as subtle expressions 063

of praise, irony, or contextual references that can 064

dramatically affect sentiment interpretation. For 065

instance, LLMs can recognize that phrases like "is 066

different" in the context of generally negative senti- 067

ment toward celebrities actually indicate positive 068

sentiment toward the specific entity mentioned. 069

Based on these capabilities, we designed a data 070

verification system using state-of-the-art LLMs. 071
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RT @ wgkantai: See this lady? Her 
name is [Joyce Njuguna]Negative.
She's 'disabled’ (I hate that 
word). She's won us a bronze in 
powerlifting. 

(a)

(b)

Usually sceptical of celebrities: 
[AngelinaJolie]Negative is different 
with consistent commitment - in 
tradition of. @ miafarrow

Figure 2: Two examples of incorrect sentiment labels
from the Twitter-2015 dataset: (a) In this sample, the
sentiment towards ’Joyce Njuguna’ should be positive
but was incorrectly labeled as negative; (b) In this sam-
ple, the sentiment towards ’AngelinaJolie’ should also
be positive but was similarly mislabeled as negative.

Our proposed expert system comprises five ad-072

vanced models: Qwen2.5-VL (Bai et al., 2025),073

GPT-4o (Hurst et al., 2024), DeepSeek-V3 (Liu074

et al., 2024a), DeepSeek-R1 (Guo et al., 2025),075

and QwQ (Team Qwen, 2024). Among these five076

models, Qwen2.5-VL and GPT-4o are multimodal077

models capable of processing both text and im-078

ages from the original datasets as input, allowing079

them to capture sentiment cues across modalities.080

DeepSeek-V3, DeepSeek-R1, and QwQ are text-081

only models. To ensure these text-only models can082

also obtain additional information from images, we083

concatenate image captions with the text as input.084

For each sample, these five expert models analyze085

the sentiment independently. When two or more086

models make judgments that differ from the origi-087

nal dataset labels for the same sample, our system088

flags that data for subsequent human verification.089

Sentiment analysis is highly subjective, and090

LLMs cannot achieve complete accuracy in sen-091

timent classification (Wang et al., 2023). We be-092

lieve this is because the rich internal knowledge of093

large models influences their sentiment judgments,094

sometimes causing them to overthink or overinter-095

pret neutral statements. For example, given the text096

"Former Bridgecorp boss Rod Petricevic will be097

released from jail next month," LLMs tend to inter-098

pret this tweet as describing the imprisonment of099

Bridgecorp’s former boss, thus inferring negative100

sentiment toward "Bridgecorp," as shown in the101

reasoning process in Fig.3. However, this tweet102

merely presents a factual news statement without103

expressing any sentiment toward the entities men-104

tioned in the text. Our goal is not only for models105

to identify what sentiment is present in the text but106

Please determine the sentiment polarity toward “Bridgecorp” in the tweet “Former Bridgecorp
boss Rod Petricevic will be released from jail next month.” and provide your reasoning.

The sentiment toward Bridgecorp in the tweet "Former Bridgecorp boss Rod Petricevic will be 
released from jail next month." is negative.
Reasons:
1.Association with imprisonment: The phrase indicates that the former boss of Bridgecorp was 
imprisoned, which typically implies serious misconduct or criminal behavior. This reflects 
poorly on the company.
2.Reputational implications: Mentioning a company in the context of criminal proceedings (e.g., 
jail) often evokes negative perceptions about its leadership, governance, or ethical standards.
3.Contextual negativity: Even though the tweet does not directly criticize Bridgecorp, the fact 
that its former executive was jailed creates a negative context by implication.
Conclusion:
The emotional tone associated with Bridgecorp here is negative due to its indirect link to legal 
trouble and incarceration.

：

Figure 3: Analysis process demonstrating how Large
Language Models incorrectly attribute sentiment polar-
ity to inherently neutral entities, illustrating the "over-
thinking" phenomenon.

also to determine whether sentiment exists in the 107

text at all. 108

Therefore, we did not fully adopt the opinions 109

of LLMs nor use mainstream majority voting al- 110

gorithms. Instead, we filtered out all potentially 111

problematic labels for manual annotation, signif- 112

icantly increasing the accuracy of sentiment la- 113

beling. We ultimately examined all 11,310 data 114

samples in Twitter-2015 and Twitter-2017, identi- 115

fying 2,638 and 2,627 abnormal samples respec- 116

tively, conducted manual checks, and relabeled 117

1,071 and 1,263 data points accordingly. Subse- 118

quently, we selected LLMs and state-of-the-art 119

models in the MABSA field and tested them on our 120

TRE-2015/2017 datasets. The experimental results 121

demonstrated that our TRE datasets have more ac- 122

curate sentiment annotations and well-defined senti- 123

ment features, providing a more reliable benchmark 124

for future MABSA research. 125

2 Related Works 126

Multimodal Aspect-based Sentiment Analysis 127

(MABSA) has emerged as a significant research 128

area in affective computing. Extending beyond 129

text-only sentiment analysis, MABSA incorpo- 130

rates multiple modalities and focuses on identify- 131

ing sentiment toward specific aspects mentioned in 132

text. Yu and Jiang pioneered this field by adapting 133

BERT (Devlin et al., 2019) for target-oriented mul- 134

timodal sentiment classification and contributed 135

two valuable datasets: Twitter-15 and Twitter-17. 136

Their work introduced a Target-Image (TI) Match- 137

ing layer that employed attention mechanisms to 138

establish connections between targets and images, 139

thus generating target-sensitive visual represen- 140

tations. This approach inspired subsequent re- 141

searchers and became the dominant methodology 142

in the field for a considerable period. Building 143
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Twitter-2015

Twitter-2017

Sample 1: Positive

Sample 2: Negative

LLM 1 LLM 2 LLM 4LLM 3 LLM 5

Positive PositivePositivePositive Positive

Positive PositivePositiveNegative Neutral

Sample 3: Positive Neutral PositivePositiveNeutral Neutral

Sample 4: Neutral Neutral NeutralNeutralNegative Neutral

Sample N: Negative Positive PositivePositive Negative Neutral
…
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(a)

(b) RT @ CauseWereGuys : 

Ryan Reynolds lmao 

“laughing my ass off”

Indicating Positive sentiment

RT @ CauseWereGuys : Ryan Reynolds lmao 

Sentiment Target

Sample i

Sample Index: i

Aspect: Ryan Reynolds

Original Label: Neutral

Sentiment: Positive

Text:

Image:

Figure 4: Our proposed framework. (a) illustrates our proposed LLM-based expert annotation system, where
samples are added to the suspicious dataset for human annotator review when two or more LLMs predict results
different from the original label. (b) demonstrates the judgment process of an LLM for a single sample, showing
how LLMs can detect emotional cues that might be overlooked by humans.

on the original BERT architecture, Khan and Fu144

introduced a Caption Transformer layer that gen-145

erated image descriptions to facilitate cross-modal146

information fusion. Similarly, Yang et al. proposed147

a comparable framework that transformed images148

into textual descriptions. The difference is that149

their approach, FITE, focused specifically on facial150

information in images to generate detailed facial151

descriptions and capture additional sentiment cues.152

However, these methods share a common lim-153

itation: the inability to process images and text154

simultaneously. Some researchers argue that trans-155

lating images to text inevitably results in informa-156

tion loss. To address this issue, a more effective157

solution involves mapping both images and text158

to the same vector space. Ling et al. were the159

first to employ encoder-decoder models, specifi-160

cally BART (Lewis et al., 2020), to jointly pro-161

cess textual and visual features. They proposed162

three pre-training tasks: Textual Aspect-Opinion163

Extraction, Visual Aspect-Opinion Generation, and164

Multimodal Sentiment Prediction. Their approach165

inspired Zhou et al., who developed two novel mod-166

ules: the Aspect-oriented Method (AoM) and the167

Aspect-Aware Attention Module (A3M ). These168

modules enable models to extract fine-grained in-169

formation and capture interactions between differ-170

ent modalities.171

With the advancement of large language mod-172

els, researchers have begun exploring their applica-173

tion to multimodal aspect-based sentiment anal- 174

ysis. Yang et al. proposed a method leverag- 175

ing In-Context Learning (ICL) to enhance LLMs’ 176

MABSA capabilities. However, despite their im- 177

pressive performance on other NLP tasks, LLMs 178

consistently underperform compared to traditional 179

pre-trained models on MABSA tasks. Our investi- 180

gation revealed a potential explanation: inconsis- 181

tent and incorrect sentiment labels in the Twitter- 182

2015 and Twitter-2017 datasets. We believe these 183

annotation errors significantly contribute to the lim- 184

itations in model accuracy improvement. In this 185

paper, we address this issue by employing a combi- 186

nation of large language models and manual anno- 187

tation to verify these datasets, resulting in a newly 188

revised dataset that supports more accurate senti- 189

ment analysis. 190

3 Twitter-Enhanced 191

Twitter-2015 and Twitter-2017 play an important 192

role in MABSA area. However, as shown in pic- 193

ture 1, there are several sentiment label mistakes 194

in this two datasets. Hence, we develop a hy- 195

brid dataset verification methodology integrating 196

a LLMs-based Expert System with manual anno- 197

tation protocols, through which comprehensive in- 198

spection of the original dataset is conducted. In 199

this section, we formally present the architectural 200

framework of the LLMs-based Expert System and 201

the standardized criteria governing the manual an- 202
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notation process. Framework of our proposed203

method is shown in Fig.4.204

3.1 Expert System for Data Verification205

Model Selection and System Design. We de-206

signed an expert system consisting of five state-of-207

the-art LLMs to conduct preliminary verification208

of the datasets. The key reason for choosing LLMs209

for initial screening is that the rich internal knowl-210

edge these models acquired during training stage211

enables them to better capture subtle emotional212

cues that human annotators might overlook. For213

instance, as shown in Fig.4 (a), LLMs can accu-214

rately understand the emotional intensity expressed215

in internet abbreviations like "lmao" (laughing my216

ass off), and can identify other elements such as217

emoji combinations, specific patterns of punctua-218

tion repetition ("!!!"), sarcastic tones, subtle cul-219

tural references, and memes with multiple layers of220

meaning that human annotators might misinterpret221

or miss entirely.222

To ensure model diversity, we carefully selected223

both multimodal and text-only models. For mul-224

timodal analysis, we employed ChatGPT-4o and225

Qwen2.5-VL-Chat, which can process both textual226

and visual information simultaneously, effectively227

capturing emotional consistency or contradictions228

between images and text. For text-only process-229

ing, we selected DeepSeekV3, DeepSeekR1, and230

QwQ. These models use different training corpora,231

parameter scales, and optimization strategies, rep-232

resenting diverse training methodologies and ar-233

chitectural designs, helping to mitigate biases and234

limitations of individual models and provide more235

comprehensive and objective data evaluation re-236

sults.237

Input Processing Protocol. Our input process-238

ing protocol is designed to maximize information239

availability across model types. Multimodal mod-240

els received the original data unmodified, enabling241

them to directly process both text and associated242

images. Text-only models, however, received the243

textual content concatenated with detailed image244

descriptions to compensate for their inability to245

process visual information directly. This approach246

of providing image captions to text-only models247

has been shown to effectively bridge modality gaps248

in previous research (Li et al., 2021).We chose to249

use Qwen2.5-VL-Chat to generate image captions.250

We instructed the large model to produce detailed251

image descriptions while considering the accom-252

panying text, thereby ensuring that sufficient infor-253

mation was preserved to enhance the accuracy of 254

subsequent text models. The prompt we used is: 255

’This is an image accompanying a tweet with the 256

text T. Please generate a detailed description of 257

this image.’ 258

Verification Methodology. Each model inde- 259

pendently evaluated every aspect in each data sam- 260

ple, producing sentiment judgments without knowl- 261

edge of the original labels or other models’ outputs. 262

This blind evaluation protocol reduces confirmation 263

bias. We established a threshold whereby samples 264

were flagged as potentially erroneous when K or 265

more models disagreed with the original sentiment 266

label. To fully leverage the rich internal knowledge 267

of large language models in identifying potentially 268

erroneous data, we set the sensitivity parameter 269

K to 2, rather than recording a data sample only 270

when the majority of models (three or more) make 271

an incorrect prediction. This approach effectively 272

ensures that as many suspicious samples as pos- 273

sible are flagged from the original dataset, while 274

avoiding the need for a complete manual inspection 275

of the entire dataset—striking a balance between 276

efficiency and annotation quality. Furthermore, 277

recognizing the limitations of LLMs in sentiment 278

analysis tasks (Wang et al., 2023), we deliberately 279

avoided employing majority voting algorithms that 280

would automatically relabel data based solely on 281

model consensus. 282

Human-in-the-Loop Verification. After the 283

automated screening phase, all flagged samples 284

are compiled into a Suspicious Dataset and sub- 285

sequently undergo comprehensive human review. 286

To ensure that the annotation process remained 287

unbiased, human annotators are not exposed to 288

the predictions made by the LLMs; instead, they 289

relied solely on their own judgment. We enlist 290

three well-educated graduate students with strong 291

reading comprehension skills to perform the an- 292

notations, and the final label for each sample is 293

determined by majority vote. 294

By adopting this two-stage verification strategy: 295

model-driven flagging and manual validation, we 296

aim to systematically correct errors in the origi- 297

nal datasets while making efficient use of LLMs’ 298

inherent knowledge. 299

3.2 Human Examination 300

In our manual annotation process, we employed 301

a rigorous methodology to accurately represent 302

the original attitude of tweet authors (Mohammad, 303

2016). To maintain impartiality throughout the an- 304

4



notation procedure, human annotators were delib-305

erately isolated from LLMs predictions, enabling306

them to exercise independent judgment. We re-307

cruited three graduate students with advanced read-308

ing comprehension capabilities to conduct the an-309

notations. The definitive sentiment label for each310

sample was subsequently determined through a ma-311

jority voting mechanism.312

When analyzing sentiment in social media con-313

tent, we adhered to consistent methodological prin-314

ciples that carefully distinguished between objec-315

tive factual reporting and subjective opinion expres-316

sion. For instance, when a tweet merely reported317

factual information about a criminal incident oc-318

curring in a specific location, we did not interpret319

this as conveying negative sentiment toward that320

geographical entity. However, when a tweet explic-321

itly characterized a location as having an elevated322

crime rate, we classified this as expressing nega-323

tive sentiment toward the place, as such assertions324

transcend mere factual reporting by incorporating325

evaluative conclusions.326

Similarly, tweets that exclusively conveyed in-327

formational content about artistic works and their328

creators without employing evaluative language329

were systematically classified as neutral. Con-330

versely, when authors employed affective terminol-331

ogy such as "beautiful" or "stunning" to describe332

artistic creations, we identified these instances as333

expressing positive sentiment toward both the art-334

work and its creator. Our systematic analysis re-335

vealed that conclusive statements typically contain336

explicit sentiment orientations, whereas faithful337

descriptions of factual information generally main-338

tain neutrality. This fundamental distinction be-339

tween factual reporting and evaluative commentary340

served as a guiding principle throughout our an-341

notation methodology. Through consistent appli-342

cation of these principles, we aimed to establish a343

more precise sentiment annotation framework that344

accurately reflects authentic sentiment expression345

patterns in social media contexts.346

Quality Control. To ensure annotation relia-347

bility and consistency, we implemented a compre-348

hensive quality control protocol featuring double-349

check verification mechanisms. Specifically, we350

randomly selected 20% of the annotated samples351

for independent re-annotation by different annota-352

tors who had not previously evaluated these par-353

ticular instances. This secondary annotation pro-354

cess was conducted under identical guidelines and355

conditions as the primary annotation effort. We356

subsequently calculated the inter-annotator agree- 357

ment rate between the primary and secondary an- 358

notations, achieving a Cohen’s Kappa (McHugh, 359

2012) coefficient of 0.83, which indicates substan- 360

tial agreement according to established interpreta- 361

tive standards in computational linguistics. Dis- 362

crepancies identified during this verification pro- 363

cess were systematically documented and resolved 364

through collaborative discussion sessions involv- 365

ing all annotators and project supervisors. These 366

sessions facilitated the clarification of annotation 367

guidelines where necessary and ensured consistent 368

application of sentiment classification principles 369

across the entire dataset. This methodologically 370

rigorous approach aligns with our broader research 371

objective of enhancing sentiment label quality in 372

multimodal datasets. By meticulously differentiat- 373

ing between neutral factual reporting and genuinely 374

sentiment-laden expressions, we addressed a sig- 375

nificant limitation in existing datasets where such 376

distinctions were frequently overlooked, resulting 377

in inconsistent annotations that adversely affected 378

model performance and evaluation metrics. 379

4 Experiment 380

This section presents our experimental design and 381

results aimed at addressing three key research ques- 382

tions: 383

Q1 : The annotation of the TRE dataset was con- 384

ducted with the assistance of large language 385

models. Could this lead to unfair model eval- 386

uation accuracy? 387

Q2 : Does the TRE dataset maintain sentiment 388

consistency during the annotation process, 389

providing good learnable sentiment features? 390

Q3 : Are the sentiment labels in the TRE dataset 391

more accurate than those in the original 392

dataset? 393

4.1 Experimental Setup 394

4.1.1 Datasets 395

We conducted experiments on the original Twitter- 396

2015 and Twitter-2017 datasets (Yu and Jiang, 397

2019) along with our enhanced versions, Twitter- 398

2015-Enhanced and Twitter-2017-Enhanced. The 399

statistics of the size of the Suspicious Dataset and 400

the amount of manually relabeled data are shown 401

in Table2. 402
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Table 1: A comparison of basic statistics between the original datasets and the TRE-2015/2017 datasets.

TWITTER-15 TWITTER-17 TRE-2015 TRE-2017
#POS #NEG #Neutral Total #POS #NEG #Neutral Total #POS #NEG #Neutral Total #POS #NEG #Neutral Total

Train 928 368 1,883 3,179 1,508 416 1,638 3,562 1,068 336 1,775 3,179 1,655 437 1,470 3,562
Dev. 303 149 670 1,122 515 144 517 1,176 412 142 568 1,122 525 150 503 1,176
Test 317 113 607 1,037 493 168 573 1,234 399 108 530 1,037 588 196 450 1,234

Table 2: Statistics of Suspicious Dataset and Relabeled
Data.

Original Dataset Suspicious Dataset Relabeled Data
Twitter-2015-Train 3,179 1,585 577
Twitter-2015-Dev. 1,122 552 261
Twitter-2015-Test 1,037 501 233
Twitter-2017-Train 3,562 1,551 605
Twitter-2017-Dev. 1,176 513 298
Twitter-2017-Test 1,234 563 360

For statistical validity, we maintained the same403

train/validation/test splits as the original datasets.404

The detailed statistics of the Twitter-2015/2017 and405

TRe-2015/2017 datasets are shown in Table1. To406

better illustrate the relabeling results of the TRE407

dataset on the original Twitter corpus, we aggre-408

gated the number of sentiment label transitions409

across all subsets and visualized them as shown410

in Fig.5. The most frequent transitions are from411

neutral to positive (Neu.→Pos.) and from posi-412

tive to neutral (Pos.→Neu.), suggesting that distin-413

guishing between these two sentiment categories414

is particularly challenging. Additionally, a notable415

number of transitions occurred between neutral and416

negative sentiments, indicating a degree of ambi-417

guity and subjectivity in the original labels. These418

relabeling patterns highlight the inherent difficul-419

ties in annotating nuanced sentiment expressions420

and underscore the importance of high-quality la-421

beling for MABSA.422

4.1.2 Baseline Models423

To comprehensively evaluate our enhanced424

datasets, we selected the following models:425

Large Language Models:426

LLaMA (Grattafiori et al., 2024) - A completely427

different model from those used in our annotation428

process.429

LLaVA (Liu et al., 2024b) - An end-to-end430

trained large-scale multimodal model that connects431

a visual encoder with a large language model to432

enable general-purpose vision and language under-433

standing.434

Qwen-VL (Yang et al., 2024a) - A smaller mul-435

timodal model with open-source implementation.436

We deliberately selected these smaller open-437

source models, distinct from those used in our438
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Relabeled Sentiment Transitions

Figure 5: Statistics of sentiment label transitions after
TRE relabeling: The bar chart shows the total number
of each sentiment transition type across all subsets of
the Twitter-2015 and Twitter-2017 datasets (Train, Dev,
and Test). Neg. is short for Negative, Pos. is short for
Positive, Neu. is short for Neutral.

data verification process, to ensure reproducibil- 439

ity and to test whether our enhancement genuinely 440

improves sentiment representation rather than sim- 441

ply aligning with specific model biases. 442

MABSA Pre-trained Models: 443

BERT (Devlin et al., 2019) - A bidirectional 444

Transformer-based model pre-trained to generate 445

contextualized word embeddings for various NLP 446

tasks 447

BART (Lewis et al., 2020) - A Transformer- 448

based model employing an encoder-decoder archi- 449

tectural framework. 450

TomBERT (Yu and Jiang, 2019) - The first 451

MABSA model to incorporate BERT. 452

FITE (Yang et al., 2022) - Introduces face- 453

sensitive image descriptions in addition to the tex- 454

tual modality and employs a gating mechanism to 455

control information fusion. 456

VLP-MABSA (Ling et al., 2022) - The first 457

model to use a Vision-Language Pretraining (VLP) 458

framework to map textual and visual features into 459

a unified vector space. 460
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Table 3: The performance of different LLMs comparison across different datasets

Method
Twitter-2015 Twitter-2017 TRE-2015 TRE-2017

ACC Mac-F1 ACC Mac-F1 ACC Mac-F1 ACC Mac-F1

LLaMA3.1-8B (Grattafiori et al., 2024) 54.87 53.23 49.43 48.82 59.21 57.49 64.26 63.10
LLaMA3.2-1B (Grattafiori et al., 2024) 48.60 32.30 38.57 31.30 52.65 32.86 45.71 33.86
LLaMA3.2-3B (Grattafiori et al., 2024) 44.55 37.19 41.98 38.60 45.52 40.11 43.84 38.13
LLaVA-1.5-7b (Liu et al., 2024b) 30.57 15.61 39.95 19.03 38.48 18.52 47.65 21.51
Qwen-VL-Chat (Bai et al., 2023) 57.86 52.95 54.62 51.14 65.77 62.09 67.42 63.79

Table 4: The performance of different MABSA pre-trained models comparison across different datasets.

Method
Twitter-2015 Twitter-2017 TRE-2015 TRE-2017

ACC Mac-F1 ACC Mac-F1 ACC Mac-F1 ACC Mac-F1

BERT (Devlin et al., 2019) 72.32 67.36 60.05 58.77 71.46 65.12 72.20 68.64
BART (Lewis et al., 2020) 72.20 62.80 68.87 66.53 71.92 66.43 71.34 69.35
TomBERT (Yu and Jiang, 2019) 75.12 68.72 69.43 66.97 74.12 66.74 69.57 68.41
FITE (Yang et al., 2022) 77.34 71.63 72.23 69.30 73.58 68.31 70.91 70.04
VLP-MABSA (Ling et al., 2022) 78.27 72.31 72.96 70.75 75.83 70.85 70.89 71.52
AoM (Zhou et al., 2023) 79.17 74.65 73.26 71.65 76.66 71.51 72.58 70.72

AoM (Zhou et al., 2023) - Builds upon the VLP-461

MABSA model by introducing an attention module462

to enhance the model’s ability to capture cross-463

modal interactions.464

4.2 Main Results465

Comparison of Large Model Results on Two466

Datasets (Q1): We compared the accuracy of the467

LLMs on the two datasets and the results are shown468

in Table 3. By analyzing the experimental results,469

we observe that both multimodal and text-based470

large models achieve higher accuracy on our TRE471

dataset. To ensure the robustness of our evalua-472

tion, we selected completely unrelated open-source473

models for comparison—models with significantly474

fewer parameters, distinct architectures, and dif-475

ferent pre-training strategies. This careful experi-476

mental design eliminates confounding factors such477

as data leakage and model-specific biases. The re-478

sults demonstrate that our dataset better aligns with479

human emotional preferences and is more suitable480

for capturing sentiment-related features. Moreover,481

they confirm that our annotation approach effec-482

tively encodes key domain characteristics rather483

than merely adapting to the decision boundaries484

of a specific model. By ruling out the possibil-485

ity of dataset contamination, our findings offer486

more reliable scientific evidence for the proposed487

methodology and establish a more rigorous valida-488

tion paradigm for LLMs evaluation.489

Comparison of MABSA Pre-trained Model490

Results on Two Datasets (Q2): We compared the491

performance of four MABSA pre-trained models 492

across two datasets, as shown in Table 4. To ensure 493

the comparability of the results and reduce potential 494

bias, we do not directly adopt models’ results from 495

their original paper but instead retrained the model 496

under the same experimental settings. 497

The results demonstrate that our dataset ex- 498

hibits consistent sentiment labeling and enables 499

the model to effectively learn sentiment analysis 500

capabilities. Moreover, prior MABSA models still 501

performed well on our dataset, suggesting that the 502

correction of sentiment labels did not compromise 503

the models’ ability to capture multimodal senti- 504

ment features. In other words, we successfully 505

revised the sentiment annotations while preserving 506

consistent sentiment characteristics. 507

4.3 Case Study (Q3) 508

To demonstrate that our newly constructed dataset 509

provides more accurate sentiment annotations than 510

the original dataset, we present a case study in 511

this section by selecting several representative sam- 512

ples. We compare the sentiment labels from the 513

original dataset with our revised annotations and 514

explain why our labels better reflect the true sen- 515

timent expressed in the multimodal content. In 516

sample a from Figure 6, the original dataset fails 517

to detect the sarcastic tone in the text and labels 518

the sentiment toward Nintendo as neutral. How- 519

ever, we argue that the correct sentiment should 520

be negative, as the text clearly conveys irony and 521

criticism. In sample b, the phrase "killed it" is a 522
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Image

(a) 10 seconds into the 

game and already an 

ad. Smooth, Nintendo.

Sentiment

Text

Neutral

Negative

(b) RT @ DanceGoals : 

Chris Brown killed it !

Negative

Positive

(c) RT @ TheNatsBlogJoe : 

Seriously , how do you not 

like Bryce Harper ? #Nats

Negative

Positive

(d) RT @ JustAGirlThing : 

How can anyone hate 

Charlie sheen

Negative

Positive

Figure 6: Case analysis of original Twitter-2015/2017 datasets and our newly proposed TRE-2015/2017 datasets.
Aspects are highlighted in red within the text. In the Sentiment row, the strikethrough text represents the label from
original dataset, while the label below it is the one we re-annotated.

slang expression meaning someone performed ex-523

ceptionally well. Therefore, the sentiment toward524

Chris Brown should be positive, contrary to the525

original label. Sample c uses rhetorical question-526

ing to express admiration rather than dislike for527

Bryce Harper, indicating that the correct sentiment528

label should be positive. In sample d, the original529

annotation makes a similar mistake. When consid-530

ering the accompanying image, it becomes clear531

that the sentiment toward Charlie Sheen is positive,532

not negative as originally labeled. These examples533

highlight the limitations of the original dataset in534

capturing nuanced expressions such as sarcasm,535

idiomatic phrases, and multimodal context. Our536

re-annotations address these issues by aligning sen-537

timent labels more closely with the actual intent538

and tone of the content, thereby providing a more539

reliable resource for MABSA.540

5 Conclusion541

In this paper, we developed a novel data inspec-542

tion platform that combines LLMs-based expert-543

system and manual annotation. Using this platform,544

we systematically examined and re-annotated two545

widely used datasets in the MABSA field: Twitter-546

2015 and Twitter-2017. Our analysis revealed that547

the low sentiment prediction accuracy of LLMs548

on MABSA tasks was primarily caused by incor-549

rect sentiment annotations in the original datasets.550

Based on this observation, we introduced two re-551

vised datasets: TRE-2015 and TRE-2017. Exper-552

imental results show that, on our newly proposed553

datasets, LLMs achieve sentiment prediction accu-554

racies at a reasonable level—unlike before, where555

their performance was significantly below that of556

conventional pre-trained models, which was clearly 557

inconsistent with their general capabilities. Fur- 558

thermore, the TRE datasets maintain well-defined 559

and learnable sentiment patterns, allowing previous 560

MABSA pre-trained models to retain their perfor- 561

mance, thereby confirming that the revisions did 562

not impair the models’ ability to learn multimodal 563

sentiment features. The TRE dataset we proposed 564

possesses consistent and learnable sentiment fea- 565

tures, enabling the model to acquire accurate senti- 566

ment analysis capabilities. We hope that our work 567

can offer valuable insights and inspiration for fu- 568

ture research in the field. 569

Limitations 570

Despite our efforts to improve the quality of senti- 571

ment annotations, it is important to acknowledge 572

that sentiment remains an inherently subjective and 573

context-dependent construct. The same expression 574

may convey different emotions depending on the 575

speaker’s intent, cultural background, or audience 576

interpretation. As such, it is difficult to guarantee 577

complete correctness or universal agreement on all 578

sentiment labels, even after careful re-annotation. 579

Moreover, while our work focuses on correcting 580

sentiment labels in MABSA datasets, these datasets 581

also include aspect annotations, which we did not 582

examine or modify in this study. The omission of 583

aspect-level validation limits the overall impact and 584

completeness of our dataset refinement, as senti- 585

ment and aspect information are often intertwined 586

in multimodal sentiment analysis tasks. In future 587

work, we plan to conduct a comprehensive analy- 588

sis and refinement of aspect annotations to further 589

enhance the reliability of MABSA datasets. 590
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