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Abstract

This paper addresses the challenge of aspect-001
based summarization in education by introduc-002
ing Reflective ASPect-based summarization003
(ReflectASP), a novel dataset that summarizes004
student reflections on STEM lectures. Despite005
the promising performance of large language006
models in general summarization, their appli-007
cation to nuanced aspect-based summaries re-008
mains under-explored. ReflectASP eases the009
exploration of open-aspect-based summariza-010
tion (OABS), overcoming the limitations of011
current datasets and comes with ample human012
annotations. We benchmarked different types013
of zero-shot summarization methods and pro-014
posed two refinement methods to improve sum-015
maries, supported by both automatic and hu-016
man manual evaluations. Additionally, we an-017
alyzed suggestions and revisions made during018
the refinement process, offering a fine-grained019
study of the editing strategies employed by020
these methods. We will make our models,021
dataset, and all human evaluation results avail-022
able at urlannonymized_for_review.023

1 Introduction024

Real-world documents often contain various as-025

pects (Titov and McDonald, 2008), necessitating026

summaries that respond to specific user interests.027

While aspect-based summarization (ABS) focuses028

on shareable subtopics across documents, such029

as summaries of customer reviews emphasizing030

the room and location aspects of hotels (Angelidis031

et al., 2021a), the emergence of open-aspect-based032

summarization (OABS) (Tan et al., 2020; Yang033

et al., 2023; Amar et al., 2023) enables the identi-034

fication of unique aspects for each document and035

the generation of tailored summaries.036

This paper argues for domain-specific aspect037

construction and appropriate evaluations, focus-038

ing on opinions in the educational domain in the039

form of student reflections. Student reflections040

provide valuable insights into students’ learning041

(Menekse et al., 2011; Menekse, 2020; Kim, 2024) 042

and help instructors identify student misconcep- 043

tions (Aslan et al., 2019; Alrajhi et al., 2021; Jacobs 044

et al., 2022), thereby enabling them to strategize 045

suitable follow-up actions. In the example in Fig- 046

ure 1, 26 students wrote reflections after a physics 047

lecture, which covered different aspects such as 048

Grounding, Current and Circuit, etc. While a prior 049

corpus in this domain (REFLECTSUMM (Zhong 050

et al., 2024)) provides human-written generic sum- 051

maries, when focusing on a specific aspect such as 052

Grounding, this generic summary merely notes that 053

“these aspects were found interesting”. It thus fails 054

to provide instructors with meaningful insights into 055

how students engage with these aspects. For exam- 056

ple, details like "they enjoyed how grounding sim- 057

plifies calculations" would help instructors better 058

prepare for future lectures and ensure that students 059

are following the material effectively. Similarly, for 060

reflections on confusing points, the aspect-based 061

summaries can pinpoint the major sources of confu- 062

sion. This allows instructors to revisit these topics 063

or provide additional practice examples. Additional 064

examples contrasting generic versus aspect-based 065

reflection summaries are provided in Appendix A. 066

Student reflections offer a robust domain for 067

OABS research due to their inherent complexity. 068

The aspects can vary across disciplines, e.g., “sort- 069

ing algorithms” is highly relevant to Computer Sci- 070

ence while “in class activities” is relevant across 071

course disciplines. This diversity tests the sum- 072

marizing model’s capability in capturing aspect- 073

specific information within different contexts. Fur- 074

thermore, students may articulate their reflections 075

differently, even on the same aspect. The model 076

must discern and synthesize both the shared under- 077

lying challenges and the distinctive insights unique 078

to each student’s perspective. Additionally, evalu- 079

ating and improving the capabilities of large lan- 080

guage models (LLMs) for generating aspect-based 081

summaries in the educational domain is strategi- 082
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Human-annotated Cluster marked w/ Aspect：Current
Summary:

Human-annotated Cluster marked w/ Aspect：Grounding
Summary:

Section 2: ReflectASP
INPUT：All Reflections: (26 students)
• I found it interesting using the loop rule to solve the last problem because it made the problem 

more simple than I initially thought. 

• i liked that no matter which path you took to find current in a circuit, you'll get the same value. 

• I thought that the applications of grounding and how that could simplify complicated circuits 

was interesting

• Grounding and how it changes the calculation for current

• I found the part where the professor left the class as funny. It really gave us all a break in the 

middle

• Learning the paths circuits take and what way the current flows I found to be very interesting. 

It's cool to see how current flows in real wires and in real life. 

•  I found the videos explaining the concepts most interesting.

•  The grounding was very interesting. 

•  I thought grounding was interesting. I never understood what grounding meant before. 

• Current here split up when you add grounded points to a circuit 

• Batteries and circuits are intriguing. I like to learn about currents and how energy within 

batteries work

• The circuit analysis about the voltage in loops summing to 0. 

• I thought your explanation of ammeters and voltmeters was very well done …  how current runs 

through a wire and why each of these have to have very different resistances.

• How you can use instruments to measure voltage and current and how these instruments can 

affect these values

• I thought it was interesting that all grounded points are connected to each other.

• Voltmeters and ammeters are really interesting in that I think it's cool that we can actually 

measure these concepts (voltage and current) pretty easily.

•  …Omitted the remaining 

Many students found the topic of current to be interesting. Students specifically mention how current flows 
in real life and how grounding changes calculation for current to be interesting. Students also found using 
instruments such as ammeters and voltmeters to measure current to be interesting, and how these instruments can 
affect current values.

Grounding was a topic that many students found interesting in today's lecture. Students also enjoyed how 
grounding simplified calculations. Students enjoyed seeing the concept apply to circuit analysis. Finally, the 
idea that all grounded points are connected to each other was found to be interesting by several students.

Prompt: Please write a short summary with no more than 100 words, focusing on the topic of Current based on below reflections

Prompt: Please write a short summary with no more than 100 words, focusing on the topic of Grounding  based on below reflections

Prompt: Given student’s responses, create a 
short summary using your own words.

Prior Work (ReflectSUMM)  
 (general abstractive summary)

The students today found circuits and its components really interesting. They also found ammeters and 
voltmeters extremely interesting with their applications. The students also found the concept of grounding 
and current really interesting, and a couple of students found the loop rule interesting.

Figure 1: An example from our ReflectASP dataset. For a given collection of reflections and a specified aspect,
we provide human-annotated clusters of aspect-related reflections (highlighted in the input) and human-written
aspect-based reference summaries (top right). Unlike prior work (REFLECTSUMM), which produces a single
generic summary (bottom right), our annotated dataset includes individual summaries for each aspect, accounting
for cases where multiple aspects exist within a single input. These aspect-based summaries capture more detailed
elements of students’ reflections (italicized) such as enjoyed how grounding simplified calculations in the second
summary, offering valuable insights that can help instructors enhance their teaching.

cally critical. Unlike other text domains potentially083

compromised by training data leakage (Zhou et al.,084

2023), the educational data, collected from real-085

world scenarios and excluded from web sources,086

offer a more rigorous assessment of model perfor-087

mance. Once more capable LLMs are validated on088

the task, they can be deployed to real-world learn-089

ing systems, helping instructors improve lectures090

and providing platforms for peer learning.091

We introduce Reflective ASPect-based summa-092

rization (ReflectASP), a novel dataset containing093

313 manually annotated data instances, including094

aspect, source student reflections, annotated aspect-095

based clusters of student reflections, and human-096

written abstractive aspect-based summaries. Our097

dataset addresses the lack of open aspect-based098

summarization resources in education. Built on099

real-world application data, it avoids potential data100

contamination and provides a fairer evaluation and101

is of similar scale when compared to the test split102

of similar manually curated datsets (Amplayo et al.,103

2021; Takeshita et al., 2024), thus suffice for robust104

performance validation. It also features human-105

annotated abstractive summaries, ensuring natural106

and coherent text, as well as high-quality annota-107

tions of supporting aspect clusters, providing fur-108

ther validation of summary quality.109

Using this corpus, we benchmark various zero-110

shot summarization approaches and propose two111

refinement methods that leverage LLMs’ capabil-112

ity to self-critic and improve (Madaan et al., 2023;113

Huang et al., 2023; Welleck et al., 2023). Our 114

experiments, covering multiple LLM backbones, 115

include diverse automatic evaluations and human 116

evaluations to validate the benefits of each ap- 117

proach and provide suggestions for future work 118

in this novel domain and related aspect-based sum- 119

marization tasks. Finally, we conduct a data-driven 120

analysis of both the refinement suggestions and pre- 121

/post-refinement summaries to identify common 122

strategies used by LLMs to improve aspect-based 123

summary generation, shedding insights for future 124

work in the aspect-based summarization task. 125

2 Constructing the REFLECTASP Corpus 126

Dataset Curation. The student reflections in RE- 127

FLECTASP are a subset of those in REFLECT- 128

SUMM (Zhong et al., 2024), which comes with 129

phrase-based, extractive and generic abstractive 130

summaries. For each lecture, the dataset provides a 131

collection of student reflections focusing on inter- 132

esting or confusing points. Annotators are directed 133

to extract five noun-phrases summarizing the re- 134

flections, and mark original student reflections as 135

evidence for their annotated noun phrases. Out of 136

the 782 reflections-summary pairs in the dataset, 137

we construct our dataset by treating all reflections 138

as the multi-document summarization input and 139

the annotated phrases as the aspects. We removed 140

lectures where the number of students was small 141

(fewer than ten students, so summarization isn’t 142
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Domain Collect. Sum. Rew. Incl. Ext # Test Set Wordinput Docinput Aspect Wordsum. Novelty-n(1/2/3) Comp. Ratio

FACETSUM Scientific A No ✗ 6,000 6,827 - 4 290 - -
ASPECTNEWS News M No ✗ 400 248 - 4 115 - -
SPACE Reviews M Yes ✓ 150 14,335 100 6 26 0.02/0.23/0.50 704:1
OPOSUM+ Reviews M Yes ✓ 120 1,002 10 18 30 0.11/0.49/0.69 30:1
ACLSUM Scientific M Yes ✓ 300 915 - 3 22 0.16/0.58/0.76 41:1

OASUM Wikipedia A No ✗ 112,005 1,612 - - 40 - -
OPENASP News M No ✗ 596 6,860 26 576 82 0.11/0.49/0.74 68:1
LEXABSUMM Legal A No ✗ 148 14,357 - 50 251 0.07/0.49/0.70 66:1

REFLECTASP (ours) Education M Yes ✔ 313 817 43 280 69 0.19/0.63/0.84 12:1

Table 1: Descriptive statistics comparing prior datasets (top) to REFLECTASP with their test split. The first five
are on ABS, and the others belong to OABS. For the Collection method of aspect-based summaries, A denotes
“Automatic” and M denotes “Manual.” We distinguish human-rewritten aspect-based summaries (Sum. Rew.)
from those extracted from the input or generic summaries. Incl. Ext. refers to human-annotated content extracted
from the input to support the abstractive summary. # Test Set is the number of instances in the test split (doc-
ument set + aspect + summary). Docinput measures the average number of input reflections/documents/articles.
We also report the number of unique aspects (Aspect), input length (Wordinput) and summary length (Wordsum.)
in words. We also report the proportion of novel n-grams absent from the input (Novelty-n) and the input-to-
summary length ratio (Comp. Ratio). The dash (-) indicates that the metric is not applicable. Gray rows are
comparable to our corpus given the bold features in the last row.

needed) and selected aspect-reflection pairs where143

at least five students mentioned the phrase. This144

reduced the total amount of data points from 3908145

to 1096, which was further reduced to 1064 by re-146

moving phrases on “No Confusion”. There exists147

767 distinct aspects, highlighting the open-aspect148

nature of the dataset compared to other corpora.149

Our further analysis reveals several distinct groups150

of phrases. The primary group consists of course-151

specific terminologies, which vary across differ-152

ent courses and are dependent on the lecture and153

subject matter (i.e., Newton’s Laws in a Physics154

course). There are also multiple clusters of phrases155

that are shareable across different lectures, such as156

“Assignment related problems”, “Quiz and exam-157

ination”, along with “Other Statements” and “No158

Confusions”. We include details in Appendix B.159

Gold Reference Summaries. We recruit two in-160

house annotators to annotate a subset of 313 unique161

aspect-lecture pairs. Annotators were first trained162

in two batches to understand and grasp the tasks163

before beginning assigned real jobs. We explored164

two approaches in constructing the summaries: (1)165

clustering all reflections and drafting the summary166

from scratch and (2) extracting aspect-related input167

and revising on top of a GPT-4 generated summary.168

A pilot study on ten samples suggested that the169

second option retained good quality through man-170

ual inspection and significantly reduced the time171

needed to write the summary (from 40 mins to172

15 mins per data point). We thus apply the sec-173

ond option to produce the full corpus, with full174

details in Appendix C. We measure inter-annotator175

performance in ROUGE (Lin, 2004) (R-1/R-2/R-176

L), which are 48.1/21.9/35.1 among 90 doubly- 177

annotated instances (of the 313 instances). 178

Dataset Analysis. We discuss properties of 179

REFLECTASP that emphasize its underlying di- 180

versity from several angles. The input document 181

lengths vary from 39 to 2467 tokens (Figure 6 in 182

the Appendix), averaging 817 words. The summary 183

length ranges from 16 to 145 tokens, with a median 184

input-to-output (compression) ratio of 12:1. The 185

aspect label length ranges from 1 to 8 words, show- 186

casing the diversity of aspects. The measurement 187

on novelty-n (See et al., 2017) further confirmed 188

that summaries contain a certain level of attractive- 189

ness by using new words not present in the input 190

(0.19/0.63/0.84 for 1/2/3 grams respectively). Over- 191

all, REFLECTASP requires models to perform well 192

on abstractive forms of summarization. Details for 193

these analyses are in Appendix D. 194

Comparison to Other Datasets. Table 1 com- 195

pares our REFLECTASP to existing ABS corpora, 196

including FACETSUM (Meng et al., 2021), AS- 197

PECTNEWS (Ahuja et al., 2022), SPACE (Ange- 198

lidis et al., 2021a), OPOSUM+ (Amplayo et al., 199

2021), and ACLSUM (Takeshita et al., 2024), as 200

well as to OABS corpora, including OASUM 201

(Yang et al., 2023), OPENASP (Amar et al., 2023), 202

and LEXABSUMM (T.y.s.s. et al., 2024). We high- 203

lighted the datasets that are comparable to ours, 204

focusing on the key features of manual collection, 205

human-rewritten summaries, and including anno- 206

tated extractive supporting sentences. Among cor- 207

pora with human-rewritten summaries (which guar- 208

antees the coherence of the reference), our dataset’s 209

size is comparable or larger, making it sufficient for 210
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evaluation purposes. In the domain of OABS, our211

dataset is the only one that includes high-quality212

human-rewritten summaries along with support-213

ing annotations on the source side. In contrast,214

OpenASP bypasses the source document, relying215

instead on manually extracting portions of generic216

summaries. This approach not only limits its qual-217

ity to that of the original summaries but also risks218

compromising text coherence when extracting con-219

tent from different locations. Additionally, unlike220

prior work that often relies on extreme compression221

(e.g., SPACE compressing 14k words into sum-222

maries averaging 26 words), our dataset strikes a223

balance between quality and abstractiveness. Our224

dataset uniquely focuses on the under-explored ed-225

ucational domain, offering potential real-world ap-226

plications to enhance teaching performance.227

3 Aspect-based Summarization Task228

Given course reflections from one lecture and an229

aspect such as “Integration”, we experiment with230

large language models and test how well they can231

pick up the salient reflections to generate an ab-232

stractive aspect-based summary of the reflections.233

LLM Backbones. For LLM backbones, we se-234

lected different versions of powerful open-sourced235

models: LLAMA 3-8B (LLAMA3), LLAMA 3.1-236

8B (LLAMA3.1) and also LLAMA 3.1-70B237

(Dubey et al., 2024), all with instructed version.238

We further add proprietary LLMs GPT-3.5, GPT-4239

and GPT-4o as strong baselines. Implementation240

details are in Appendix E.1241

Methods. Given different backbone LLMs, we242

instruct the models using combinations of differ-243

ent methods: (1) Baseline uses a basic prompt244

(see Table 8 in Appendix F). (2) Self-Refine uses245

a Generate-Suggest-Refine framework to use the246

model to improve its outputs (details and prompt in247

Appendix F.2). This design aligns with the prompt-248

chaining in Sun et al. (2024), which was proven to249

be effective. (3) DCR (Wadhwa et al., 2024) em-250

ploys a Detect-Critique-Refine pipeline with mod-251

els finetuned for each phase. We used their released252

models based on LLAMA3. (4) E2A (mimicking253

the human annotation instructions) uses an extract-254

then-abstract approach (Takeshita et al., 2024) by255

prompting the model to first extract relevant stu-256

dent reflections, then generate the abstractive sum-257

1We include additional results for two weaker backbones
(LLAMA 2-13B-chat (Touvron et al., 2023) and MISTRAL
(Mistral-Nemo) (Jiang et al., 2023)) in the Appendix.

mary. (5) E2A w/ MC-Refine harnesses a fact 258

checker to help identify the salient errors in the 259

generated summaries and refine accordingly. Given 260

the initial summary generated from E2A, we apply 261

MINICHECK (MC) (Tang et al., 2024) to evalu- 262

ate factuality of individual sentences, utilizing the 263

system-extracted aspect-relevant reflections. Next 264

we generate sentence-level error detection and revi- 265

sion suggestions among those detected sentences. 266

However, instead of relying on fine-tuned critique 267

and feedback module, we instruct the LLM to de- 268

tect the spans within the sentences and provide 269

revision suggestions accordingly. In the end, the 270

LLM is prompted to incorporate all sentence-level 271

revision suggestions to generate the final refined 272

version. We visualize different methods in Figure 273

2 and include prompts in Appendix F. 274

Evaluation Metrics. Given the gold references, 275

we measure ROUGE F1s (Lin, 2004) (ROUGE- 276

1 (R-1), ROUGE-2 (R-2), ROUGE-L (R-L)) and 277

BERTScore F1 (Zhang* et al., 2020) (BS). To 278

assess factual accuracy, we report the proportion 279

of summary sentences supported by the docu- 280

ments using the SOTA fact-checker MINICHECK 281

(Tang et al., 2024). We report MCEXT and 282

MCINPUT, which evaluate factuality based on anno- 283

tated aspect-related reflections and the full lecture 284

reflections as grounding documents, respectively. 285

Metric details can be found in Appendix G. 286

4 Results 287

This section addresses two research questions: 288

RQ1. How well do LLMs generate aspect-based 289

summaries of reflections in a zero-shot setting? 290

RQ2. How does different refinement help with 291

the summarization? We conducted automatic and 292

human evaluations to validate our findings. 293

4.1 Automatic Reference-based Evaluation 294

RQ1. Table 2 shows models’ performance with 295

different LLM backbones. Comparing among the 296

baseline prompt method (lines 1, 7, 13), we observe 297

that stronger and more advanced models generally 298

obtained higher R1, R-L and BS. This is also evi- 299

dent in the factuality evaluation scores (MCEXT and 300

MCINPUT). We also note that proprietary LLMs ob- 301

tain lower automatic scores than the open-sourced 302

LLMs, indicating that their wording might not align 303

with human-written references (rows 19-21). Dif- 304

ferent from the findings in ACLSUM(Takeshita 305

et al., 2024), we observe that E2A can help con- 306
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Students found the concept of current in circuits to be intriguing, particularly how it can be measured using ammeters and 
voltmeters, and how these instruments can affect the circuit itself. Many were interested in learning about how current flows 
through a wire and how it can be split when grounded points are added to a circuit. The idea that all grounded points are 
connected to each other was also a notable point of interest. Additionally, students appreciated the simplicity of using the loop 
rule to solve problems and how it can make complex circuits more manageable.

Section 5: Revision Analysis 

Baseline 
Summary

Refined 
Summary

Students found the concept of current in circuits to be intriguing, particularly how it can be measured using ammeters and 
voltmeters, and the idea that all grounded points are connected to each other. Students were interested in learning about how 
current flows and splits in a circuit, particularly when grounded points are added.

Black: no change     Red: removed non-aspect-related texts,   Orange: Additional texts not relevant to the aspect

Section 3,4: Benchmarking and Evaluation

Sec 3,4: Refinements

All Reflections

Direct Prompt (Baseline)

Extract-then-Abstract (E2A)

Gen. Summary

Gen. Summary

Reference-based 
Evaluation

E2A w/ MC-RefineSelf-Refine

Generate 
suggestions: 

1. … 2. …  3. …

Step 2 

Step 1

Fact 
Checker 
（MC)

Step 1

Step 2

Step 3

Suggested sent 
revision

GPT-based 
Evaluation

Human 
Evaluation

Paired GPT-based 
Evaluation

Summary Examples
Baseline (see below)

E2A w/
MC-

Refine

E2A

Self-
Refine

Students found the concept of current in circuits to be intriguing. Many were interested in learning about how current flows through a wire 
and how it can be split when grounded points are added to a circuit. The idea that all grounded points are connected to each other was also 
a notable point of interest. Additionally, students appreciated the simplicity of using the loop rule to solve problems.

Students found the concept of current in circuits to be intriguing, particularly how it can be measured using ammeters and voltmeters, and 
the idea that all grounded points are connected to each other. Students were interested in learning about how current flows and splits in a 
circuit, particularly when grounded points are added.

 Students found the concept of current in circuits fascinating, particularly how current splits when grounded points are added, and how it 
can be measured using ammeters and voltmeters. They appreciated the explanation of how these instruments work and how they can affect 
the circuit's values. Some students also found the relationship between current and internal resistance interesting. Overall, the topic of 
current sparked curiosity and engagement among the students.

 Students found the concept of current in circuits fascinating, particularly how it flows through wires, splits when grounded points are 
added, and can be measured using ammeters and voltmeters. They appreciated the explanation of how these instruments work and how 
they can affect the circuit's values. Some students also found the relationship between current and internal resistance interesting. Overall, 
the topic of current sparked curiosity and engagement among the students

R-2/L: 14.0/37.1    GPT-paired rating: 3   Human: 2.3 

R-2/L: 10.5/34.8   GPT-paired rating: 4   Human: 2.7

DCR

Figure 2: Left: the exemplification of different approaches on leveraging LLMs in zero-shot open-aspect-based
summarization task (§3 and §4). Top Right: the outputs of different refining approaches (DCRand Self-Refine),
as well as our proposed approaches (E2A and E2A w/ MC-Refine). Bottom Right: an analysis of the revision
process, showing the evaluation discrepancies among reference-based evaluation, GPT-based evaluation, and
human evaluation.

solidate the aspect-relevant information. We posit307

that this is due to the differing compression ra-308

tios of the summaries: ours are longer and include309

aspect-specific details, making them sufficient to310

evaluate the behavior of different approaches, un-311

like ACLSUM extremely short, one-sentence sum-312

maries. Among different variants of LLAMA3 and313

LLAMA3.1 models (row 1 vs. 4, row 7 vs. 10,314

and row 13 vs. 16), the E2A approach obtained315

significant improvements across different metrics.316

Such gain is more salient in smaller models such317

as LLAMA3. Additional results are in Appendix H.318

RQ2. We first assess the revision effects of the319

Self-Refine and DCR methods (the second and320

third rows in each block) across all three LLM back-321

bones. Overall, both obtained worse ROUGE and322

BERTScore results compared to human-written ref-323

erences. However, while the performance gap for324

Self-Refine narrows as the model improves (rows325

1/2 vs. rows 13/14), DCR exhibits greater perfor-326

mance degradation. The analysis of generated sum-327

mary length (last two columns in Table 2) shows328

that DCR tends to aggressively shorten the origi-329

nal summary, likely due to the domain mismatch330

between its training data (meeting summarization)331

and our education dataset. 2 Our proposed E2A w/332

MC-Refine overall generate better summaries com-333

pared to the baseline prompting on Llama3.1 and334

LLama3.1-70B (rows 12/18 vs. 7/13). Moreover,335

it obtained highest factuality scores on LLAMA3.1-336

2The differences in content length impact MCEXT and
MCINPUT so we omit DCR’s MC scores in the table.

70B (row 16 vs. 18) through revision. We attribute 337

it to the strong extractive capability of the LLM 338

(LLAM3.1-70B obtains 79.6 R-L in extracting the 339

supporting aspect-based reflections, comparable to 340

human extracting performance).3 341

Prior studies have shown that some models, de- 342

spite achieving higher human ratings, may under- 343

perform on reference-based metrics (Zhang et al., 344

2023; Wadhwa et al., 2024). This motivates us 345

to pursue further evaluations, incorporating both 346

human assessments and analyses assisted by large 347

language models (LLMs) in the following section. 348

4.2 Automatic GPT-based Evaluation 349

To overcome the drawbacks of lexical-based met- 350

rics, following Wadhwa et al. (2024), we included 351

multiple GPT-4 based evaluation metrics: GPT-4 352

Factuality Likert Scale Score (G), which uses 353

GPT-4 to score generations when provided a well- 354

defined rubric (Li et al., 2024). We scored the re- 355

fined/new generation and the initial/baseline output 356

individually and also report the score differences 357

∆G. Additionally, we compute the the pairwise 358

score difference (Pair ∆G) between refined/new 359

generations and initial/baseline outputs, and use 360

them to determine the fractions of Wins (W), Same 361

Scores (S), and Losses (L). The order of responses 362

is randomized during the evaluation. Scoring 363

prompts and metric details are in Appendix G. 364

We report the GPT-based evaluation results for 365

LLAMA3 and LLAMA3.1-70B in Table 3 to com- 366

pare between the weakest and strongest open- 367

3We include detailed analysis in Appendix H.3.
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ID Model R-1 R-2 R-L BS MCEXT MCINPUT # Sents # Words

1 LLAMA3 45.99 18.32 41.29 89.89 39.31 83.04 4.15 105.8
2 w/ Self-Refine 44.16 15.87 39.03 89.58 36.87 79.45 3.28 88.6
3 w/ DCR 38.67 13.66 34.88 89.68 56.61 85.49 2.74 47.2
4 E2A 48.43* 19.51* 42.83* 90.22* 56.59* 89.35* 3.12 74.3
5 w/ DCR 35.02 14.13 31.53 89.70 71.17 91.27 1.86 30.9
6 w/ MC-Refine 44.69 17.02 41.88 90.01 53.87* 87.59* 2.48 60.9

7 LLAMA3.1 46.21 17.57 41.02 89.89 40.72 85.11 3.49 94.8
8 w/ Self-Refine 43.68 15.29 38.41 89.53 38.98 79.10 3.18 90.1
9 w/ DCR 37.95 13.70 34.09 89.75 56.74 86.38 2.39 42.5
10 E2A 48.08* 18.97* 42.78* 90.12* 57.79* 90.44* 3.32 78.7
11 w/ DCR 34.97 13.78 31.59 89.70 72.70 92.60 1.94 32.4
12 w/ MC-Refine 46.99* 18.13* 41.88* 89.16 57.35* 88.85* 3.25 75.9

13 LLAMA3.1-70B 47.54 18.64 42.12 90.04 53.97 89.48 3.55 94.9
14 w/ Self-Refine 46.05 16.88 40.37 89.90 55.74* 86.58 2.93 82.6
15 w/ DCR 38.25 14.08 34.22 89.89 71.08 91.77 2.45 42.2
16 E2A 48.75* 18.79* 43.17* 90.08 69.55* 88.20 3.51 84.7
17 w/ DCR 34.84 13.47 31.25 89.83 82.43 93.37 1.94 32.1
18 w/ MC-Refine 47.80 18.44 42.40 90.34* 71.79* 90.50* 3.43 79.9

Proprietary LLMs

19 GPT3.5-turbo 35.72 9.95 32.05 88.04 44.85 91.25 4.96 100.8
20 GPT4 33.51 7.08 29.06 87.50 51.30 89.82 4.05 97.3
21 GPT4o 34.15 7.93 30.48 87.52 58.07 91.57 4.89 102.9

32 Human (Oracle) N/A 76.97 87.42 3.49 69.2

Table 2: Experimental results on REFLECTASP. All results are averaged over three runs. Gray rows indicate the
baseline models, and * means the score is significantly better than the baseline models within each block. The
best score for each backbone are bold. Light colored cells are not directly comparable to other cells.

sourced models.4 A more complete table can be368

found in Appendix H.2. Regarding RQ1, similar to369

the findings in §4.1, according to the scoring rubric,370

LLMs can generate summaries that are “overall fac-371

tually consistent, with a few inconsistencies with372

the source materials” (rounded to 3), and E2A ap-373

proaches can further improve. On RQ2, unlike the374

trend observed in reference-based methods, all re-375

fined approaches are found to bring performance376

gains when compared to the baseline with sim-377

ple prompt (as evidenced by the positive values of378

Pair ∆G and Win rate W). These improvements379

are more profound in the smaller model. While380

DCR tends to truncate contents more aggressively,381

it enhances the factuality of generated summaries,382

as indicated by the significant value on Pair ∆G383

and Win rate. However, it is also worth noting on384

the larger Lose rate compared to other refinement385

approaches, suggesting that this approach can not386

constantly improve the summary’s quality. Our387

proposed E2A w/ MC-Refine approach obtained388

the highest GPT-4 rating, and pair-wise test (last389

block) indicated sigificant improvements.390

4.3 Human Evaluation391

We conduct human evaluations on the generated392

summaries. Using Amazon Mechanical Turk, we393

randomly selected 50 samples from ReflectASP394

and collect annotations on summaries generated395

4Due to the high cost of calling GPT-4o APIs (each
model evaluation costs more than 5 dollars), we opt for one
run and report the significance through paired bootstrap test.

Model G↑ ∆G↑ Pair ∆G↑ W↑ S L

Pairwise Comparison with Baseline Summary as the Original Input

LLAMA3 2.74 - - - - -
w/ Self-Refine 2.74 0.00 0.10* 0.19 0.71 0.10
w/ DCR 2.78 0.02 0.25* 0.40 0.46 0.14

E2A 2.85✝ 0.11* 0.28* 0.35 0.57 0.08
E2A w/ MC-Refine 2.87 0.11* 0.31* 0.35 0.59 0.06

LLAMA3.1-70B 2.85 - - - - -
w/ Self-Refine 2.84 -0.04 0.14* 0.24 0.65 0.11
w/ DCR 2.88 0.03* 0.17* 0.39 0.42 0.20

E2A 2.87 0.02 0.11* 0.19 0.73 0.09
E2A w/ MC-Refine 2.91✝ 0.04* 0.14* 0.20 0.73 0.07

Pairwise Comparison with E2A Summary as the Original Input

LLAMA3 E2A 2.85 - - - - -
w/ MC-Refine 2.87 0.02 0.10* 0.18 0.74 0.08

LLAMA3.1-70B E2A 2.87 - - - - -
w/ MC-Refine 2.91✝ 0.02 0.10* 0.13 0.84 0.03

Table 3: GPT-related evaluation results of different
methods. Within each block, pairwise metrics com-
pare the outputs of the given system to those in the
highlighted rows. A ✝ indicates significant improve-
ment over the previous row (p<0.05) based on a paired
bootstrap test, while * denotes that the absolute value
is significantly different from zero.

by ten different systems. For each sample, three 396

annotations were obtained (thus in total of 1500 397

annotations), with document-level metrics (Rele- 398

vance to Aspect and Consistency) reported as av- 399

erages and sentence-level annotations determined 400

by majority vote. We selected two baseline models 401

LLAMA3-8B and LLAMA3.1-70B. To investigate 402

the effects of different approaches, we conducted 403

a comparative analysis of summaries generated 404

by the raw baseline, E2A, Self-Refine and E2A 405

w/ MC-Refine outputs. We additionally include 406
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ID Model Rel. to A Consis. Asp. Factual.
(1-3) (1-3) Fully Part. Not

1 LLAMA3 2.57 2.56 75.7% 24.3% N/A
2 w/ Self-Refine 2.61 2.56 76.1% 23.9% 0.6%
3 E2A 2.60 2.58 77.2% 22.1% 0.7%
4 w/ MC-Refine 2.63 2.69 77.6% 22.4% N/A

5 LLAMA3.1-70B 2.52 2.52 73.3% 26.7% N/A
6 w/ Self-Refine 2.63 2.56 76.7% 23.3% N/A
7 E2A 2.59 2.63 77.7% 22.3% N/A
8 w/ MC-Refine 2.66 2.67 78.5% 21.5% N/A

9 GPT3.5 2.70 2.72 76.6% 22.6% 0.8%
10 GPT4 2.61 2.60 84.5% 15.0% 0.5%

Table 4: Human evaluation results. Relevance to
Aspect (Rel. to A.) assesses whether the summary
discusses the aspect exclusively (3), partially (2), or
not at all (1). Consistency determines whether the
facts in the summary are consistent with the facts in
the original input from fully (3) to not supported (1).
Additionally, we report the aspect-based sentence-
level factuality (Asp. Factual.), which measures the
proportion of sentences that are Fully/Partially/Not
supported by the annotated aspect-focused reflections.

GPT3.5 and GPT4. All systems are anonymized.407

Annotation details and interface are in Appendix I.408

Table 4 shows the performance of different ap-409

proaches. Consistent with the results in Table 2410

and Table 3, different approaches improved the411

initial summary. The E2A approach obtained per-412

formance gains on all three metrics (row 1/5 vs.413

row 3/7). Unlike the drastic reference-based per-414

formance gap between the original and self-refined415

version, human raters assigned higher relevance416

scores to self-refined summaries, suggesting that417

the revisions can help improve the aspect-relevance418

(rows 2 and 6). Our introduced E2A w/ MC-Refine419

(rows 4 and 8) obtained the best performances on420

both backbone LLMs, improving both relevance421

and consistency of the contents, which aligns with422

the observations from the factuality metrics (Table423

2) and GPT-4 based evaluations (Table 3). We ob-424

served that sentence-level aspect-based factuality425

evaluations across different models show similar426

distributions. This differs from the automatic fac-427

tuality scores in Table 2, where applying E2A on428

MCEXT (rows 1-3) improved scores by over 17429

points, compared to a 1.5% gain in "Fully Sup-430

ported" scores for LLAMA3. We attribute this dis-431

crepancy to the complexity of sentence-level anno-432

tations and the relatively small sample size used in433

human evaluations compared to the full test set.434

5 Analysis of Summary Revisions435

GPT-based and human evaluations suggested that436

revised summaries become more relevant to the437

Figure 3: An illustration of edits analysis. Summaries
are also in bottom right of Figure 2.

aspect, but how do different refinement approaches 438

help with it? In this section, we present a data- 439

driven study on document-level revisions, aiming 440

to understand what common strategies LLMs use 441

in different refinement approaches. To examine 442

the modifications made by different refinement ap- 443

proaches, we run an automated system (Jiang et al., 444

2022) to extract edits and determine their under- 445

lying intentions. This model (trained on scientific 446

paper revisions) compromises sentence alignment, 447

edit extraction, and intention classification modules. 448

The taxonomy and model details are in Appendix 449

J.1. Figure 3 provides an illustrative example. 450

We start by exploring the dynamics of sentence- 451

level edit operations, aiming to understand how 452

LLMs modify sentences during refinement. As 453

shown in Figure 4, an individual LLM exhibits 454

different behaviors with different refinement strate- 455

gies. On Llama3.1-70B, DCR favors more propor- 456

tion of deletions compared to the other approaches 457

(more than 50% of edit operations), which ex- 458

plains its reduced performance on automatic met- 459

rics and the shorter content length. For the smaller 460

LLAMA3, Self-Refine makes more adding edits 461

compared to the other approaches, potentially in- 462

troducing details from the original reflections that 463

are not covered by the human reference summaries. 464

When comparing LLAMA3.1-70B and LLAMA3, 465

our proposed E2A w/ MC-Refine approach demon- 466

strates differing proportions of deletion and addi- 467

tion edits, which we attribute to the varying capa- 468

bilities of LLMs. We include additional analysis 469

on the refinement suggestions and the linguistic 470

features of summaries in Appendices J.2 and J.3. 471

We also analyzed the edit intentions on all re- 472

vised sentences between original and refined sum- 473

maries. The distribution of the intentions is visu- 474

alized in Figure 5. Most edits are categorized as 475

content updates. Notably, DCR exhibits the fewest 476

edits overall (i.e. for LLAMA3.1-70B, DCR con- 477

tains 856 edits, way less than the other two ap- 478
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Figure 4: Distribution of edit actions among revised
sentences.

Figure 5: Distribution of span-level edit intentions
during different refinements. We include the count of
edits in parenthesis.

proaches with around 1900 edits). This matches479

with previous findings that DCR tends to remove480

content. Additionally, DCR contains higher propor-481

tion of style improvements compared to the other482

two methods, which does not alter the meaning.483

Self-Refine instead contains the least proportion484

of content updates, and includes more grammar485

typo fixes. The E2A w/ MC-Refine approach has486

smaller portion of edits for improving the simplic-487

ity (4.5% and 4.2%) and improve format (4.3% and488

3.4%), which aligns with the goal of enhancing the489

quality of aspect-based summaries.490

6 Related Work491

Open Aspect-based Summarization. Recent492

work introduced multiple OABS datasets (Tan et al.,493

2020; Amar et al., 2023; Guo and Vosoughi, 2024),494

where aspects are document-based. Our corpus495

is the first to have the unique combination of am-496

ple human-annotated sentences from the source497

document with carefully crafted, human-rewritten498

aspect-based summaries. While proprietary LLM499

(GPT-3.5) started demonstrating zero-shot capabil-500

ity in performing OABS task (Amar et al., 2023;501

Guo and Vosoughi, 2024; Mukku et al., 2024), the 502

capabilities of more accessible open-sourced LLMs 503

remains under-explored. Additionally, much of the 504

prior work focuses on domains like news and prod- 505

uct reviews, which could potentially be influenced 506

by contamination in the LLMs’ training process. 507

Our study explores the use of open-source LLMs 508

for OABS on a novel dataset featuring diverse, 509

document-dependent aspects in the educational do- 510

main, evaluating their performance through com- 511

prehensive approaches beyond basic prompting.. 512

LLM Feedback and Refinement. Generating 513

feedback at inference-time is essential for LLMs to 514

refine their answers (Madaan et al., 2023; Welleck 515

et al., 2023; Zheng et al., 2023a). More recently, 516

researchers (Huang et al., 2023; Kamoi et al., 2024; 517

Palmeira Ferraz et al., 2024) noticed that LLMs 518

may struggle with self-correction without external 519

guidance. In summarization, prior work (Zhang 520

et al., 2023) leverages GPT-3.5 to iteratively revise 521

summaries to improve the factuality and control- 522

lability in news articles. Wadhwa et al. (2024) 523

proposed a specialized "Detect-Critique-Refine" 524

pipeline, which incorporates fine-tuned critique and 525

feedback models to enhance the factuality of re- 526

fined summaries. We employ open-sourced LLMs 527

to generate feedback based on minimal instructions, 528

leveraging the extractive power of the model and 529

an external fact-checker to better localize errors, 530

to produce better summaries on a given aspect. 531

7 Conclusion 532

In this work, we contribute REFLECTASP, the first 533

open-aspect-based summarization dataset in the 534

educational domain, with 313 high-quality aspect- 535

based summaries and annotated supporting clusters. 536

This dataset offers rich coverage of various aspects, 537

diverse inputs and outputs, and an abstractive na- 538

ture to enhance human understanding. We exten- 539

sively test open-sourced LLMs in zero-shot fash- 540

ions. Our introduced extract-then-abstract (E2A) 541

and refinement approaches improved LLMs’ capa- 542

bility in generating more focused summaries, of 543

which results are verified through rigorous auto- 544

matic and human evaluations. Lastly, our analy- 545

sis of revisions across different text versions re- 546

veals the techniques used by various refinement 547

approaches, offering insights for future innovations 548

in aspect-based summarization. 549
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Limitations550

Methodologies This study leverages existing551

student-written reflections and utilizes the genera-552

tive power of LLMs to produce and refine aspect-553

based summaries. Although this approach was ef-554

fective for the specific educational dataset we used,555

it may not be readily applicable to different datasets.556

Also, our reliance on conducting experiments in557

a zero-shot manner may hinder the model from558

comprehensively understanding the meaning of the559

prompts and thus fail to produce higher-quality re-560

visions.561

Generalizability of the proposed approaches562

We evaluated our proposed approaches on the563

SPACE (Angelidis et al., 2021a) dataset, where the564

MC-Refine approach substantially outperformed565

other methods (details in Appendix K). However,566

we identified a bottleneck in the E2A approach,567

where LLMs are constrained by the context win-568

dow size when processing long inputs (e.g., over569

10k original reviews) and often fail to adhere to the570

extract-then-abstract instruction. We would like571

to include the results in the main texts once more572

spaces are allowed.573

Is GPT-based Evaluation Reliable? While574

there exists a rigorous line of work on prompting575

GPT models to rate the summaries (Liu et al., 2023;576

Zhang et al., 2023; Dubois et al., 2023; Wadhwa577

et al., 2024), we acknowledge that leveraging LLM578

as an evaluator may carry biases and the model579

could favor its own output (Zheng et al., 2023b;580

Panickssery et al., 2024). In our experiments, we581

use the proprietary LLM, GPT4o as the evaluator582

to measure the quality of open-sourced models like583

LLAMA to avoid the potential self-preference. The584

evaluation prompts are adopted from previous work585

(Wadhwa et al., 2024).586

Manual Annotation Challenges Curating587

human-annotated datasets presents challenges.588

As summarized in Table 1, an examination of589

existing datasets reveals a reliance on automatic590

collection and alignment methods, such as the591

heuristic selection of Wikipedia abstracts for592

OASUM (Yang et al., 2023). This approach593

often results in incoherent reference summaries.594

While some work, such as AspectNews (Ahuja595

et al., 2022) and OpenASP (Amar et al., 2023),596

repurposed the generic summary through human597

annotations on aspect labels of sentences, they598

acknowledged the high cost of such annotations. 599

SPACE (Angelidis et al., 2021a) produced 600

abstractive summarization, proposing a multi-stage 601

pipeline to identify salient sentences and then 602

produce generic/aspect summaries with the help 603

of off-the-shelf classifiers. They reported low 604

inter-annotator agreement. Instead, our dataset 605

came with human-annotated aspect-based clusters 606

with aspect values, which provide more grounding 607

for our collected high-quality human-based 608

abstractive summaries. 609

Dataset Scale We acknowledge that our dataset 610

only has a test set but no training split. We carefully 611

compared our dataset to many ABS and OABS cor- 612

pora in §2 Table 1, showing that our dataset is larger 613

than most manually curated corpora for evaluation 614

purpose. Additionally, we want to emphasize that 615

our dataset is derived from real-world scenarios and 616

represents a low-resource setting compared to other 617

domains, such as news and Wikipedia. Collecting 618

annotations from in-house annotators is both time 619

consuming (15 mins per instance) and expensive 620

(suppose the annotator is paid under the minimum 621

wage of $15 per hour, each annotated summary cost 622

around $4). To enhance the future work, we plan 623

to include continuing annotation on the remainder 624

751 unannotated portion of the 1064 aspect-lecture 625

pairs curated in §2, as well as employing LLMs 626

in synthesizing large scale training data leveraging 627

similar educational datasets. 628

Utilization of LLM output as the Summary Ref- 629

erence Draft LLMs have been proven to produce 630

high-quality summaries from a human perspective. 631

Goyal et al. (2022) found that summaries crafted 632

by GPT-3 are preferred over those from state-of- 633

the-art (SOTA) fine-tuned models, despite the latter 634

achieving higher scores in reference-based evalua- 635

tions against human-produced summaries. Further- 636

more, Pu et al. (2023) found that human evaluators 637

significantly prefer summaries generated by GPT- 638

4, outperforming human-generated summaries and 639

summaries generated by fine-tuned models from 640

multiple perspectives. Our dataset is created as a 641

hybrid of LLM output and human revision, com- 642

bining the precision of human judgment with the 643

generative capabilities of LLMs to streamline the 644

lengthy process of initial drafting, similar to Liu 645

et al. (2024). 646

Other Perspectives of Human-Evaluated Text 647

Quality Recent advanced LLMs like GPT-4 are 648
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found to produce fluent texts. Besides the men-649

tioned “Relevance to Aspect” annotation, in an650

older version of the annotation, we prompted the651

annotators to provide a binary label for fluency,652

observing that two in-house annotators annotated653

over 95% of summaries as fluent. This finding654

aligns with Zhang et al. (2024) and Amar et al.655

(2023), who found that LLMs generated fluent656

texts. In our reported human annotation, we in-657

troduced both Consistency and Aspect-based Fac-658

tuality (Sentence-level) to account for the much659

more challenging aspect of assessing the factuality660

of AI-generated summaries. Recent work (Hosking661

et al., 2024) also demonstrated that human prefer-662

ence scores can under-represent aspects such as663

factuality, presenting the challenges in better evalu-664

ating text qualities in the era of LLMs.665

Open-Aspect Extraction for OABS We ac-666

knowledge that aspect-based summarization, query-667

based summarization, and keyword-controlled sum-668

marization are intermingled and hard to separate669

apart fully. While we agree that one can treat the as-670

pect as a keyword that is extracted from the source671

reflections, open-aspect summarization fits better in672

this case, as the aspects can be either specific to the673

source document (i.e., course concepts) or general-674

izable across different documents such as “Home-675

work” or “Exams.” More details on aspect analysis676

are documented in Appendix B. Similar to the677

aspect-based summarization setup in OASUM678

(Yang et al., 2023), Space and OPPSUM+ (Am-679

playo et al., 2021), we provided the model with680

pre-extracted (high-quality human-annotated)681

aspects in our dataset to guide the generation.682

For future work, we would like to add baselines that683

prompt the model to extract aspects independently684

before generating aspect-based summaries, though685

it may introduce another layer of complexity. This686

approach could lead to more contentious evalua-687

tions, given the need to guarantee that differing688

Large Language Models (LLMs) would need to ex-689

tract consistent aspects with the human-annotated690

aspects.691

Regarding the aspect extraction for real world692

applications, the ReflectSumm (Zhong et al., 2024)693

dataset came from a real-world application that694

has been deployed in real universities. We used695

their publicly-released dataset to conduct our ex-696

periments. The process of aspect extraction, con-697

ceptualized as phrase-based summarization, has698

been addressed in existing literature. Luo et al.699

have outlined systems for phrase-based summariza- 700

tion comprising candidate phrase extraction, phrase 701

clustering, and phrase ranking (Luo and Litman, 702

2015; Luo et al., 2016). More recent work has 703

also explored applying LLMs to generate phrase 704

summaries from lecture reflections with promising 705

performances (Zhong et al., 2024). Our research 706

primarily investigates LLMs’ capability to produce 707

aspect-based summaries. Thus, we leave the refine- 708

ment of aspect mining methodologies for future 709

exploration. 710

Ethical Considerations 711

Abstractive summarization models have been found 712

to contain hallucinated artifacts that do not faith- 713

fully represent the source texts. Regarding the user- 714

sensitive information within the dataset, we do not 715

see concerns about applying our model, as user- 716

specific information will not be included in the 717

students’ reflections. The original ReflectSumm 718

dataset was created with students’ consent, ensur- 719

ing their responses could be collected and used 720

for research purposes. We acknowledge the poten- 721

tial for bias in human annotation, particularly in 722

the context of abstractive summaries and crowd- 723

sourced summary evaluations. This is due to the 724

majority of our crowd-sourcing annotators being 725

based in the U.S. However, no private information 726

is collected from the annotators. We only collect 727

annotator’s input on the refined summary, as well 728

as evaluations on the qualities. Lastly, the authors 729

acknowledge the use of Grammarly and GPT-4o 730

for correcting sentences that are less fluent but not 731

for generating or drafting new content. 732
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A Examples on Comparing Prior Work1122

and Our Aspect-based Summaries1123

In Table 5, we provide more examples in our1124

datasets, where students reflections on “what they1125

find most interesting / confusion” are well summa-1126

rized in the aspect-based summaries.1127

B Aspect Analysis1128

Out of the 1096 phrases collected in Data Cura-1129

tion, 778 are unique. To examine the variations1130

among aspects, we encoded them using Phrase-1131

BERT (Wang et al., 2021), followed by the ap-1132

plication of the K-means unsupervised clustering1133

algorithm, to organize them into clusters. Our anal-1134

ysis reveals several distinct groups of phrases. The1135

primary group consists of course-specific termi-1136

nologies, which vary across different courses and1137

are dependent on the lecture and subject matter1138

(i.e., Newton’s Laws in a Physics course). There1139

are also multiple clusters of phrases that are share-1140

able across different lectures, such as “Assignment1141

related problems”, “Quiz and examination”, along1142

with “Other Statements” and “No Confusions”.1143

The variability of aspects in the first group neces-1144

sitates open aspects in aspect-based summarization1145

to satisfy the user’s need to learn about interest-1146

ing/confusing points. Moreover, we observe that1147

reflections tagged with “No Confusion” carry the1148

least amount of information and are deemed su-1149

perficial. Thus, we excluded the data points with1150

aspects annotated as “No confusion,” reducing the1151

total number of data points to 1064. This refine-1152

ment helps to focus on more substantive aspects.1153

The K-means algorithm we used is from the1154

scikit-learn package (Pedregosa et al., 2011)5. The1155

parameters for K-means are { "init": "k-means++",1156

"n_init": 3, "max_iter": 300}. We search for the1157

best N based on the SSE of cosine similarities. Ta-1158

ble 6 is one example of clustering results, with 51159

aspects per cluster.1160

C Human Annotation Details on1161

Reference Summaries1162

We recruited two in-house annotators (not the au-1163

thors) to annotate the 313 data points. Both anno-1164

tators are funded by the project and have taken the1165

courses / possessed the knowledge of course mate-1166

rials covered in the ReflectSumm dataset (Zhong1167

5https://scikit-learn.org/stable/modules/
generated/sklearn.cluster.KMeans.html

et al., 2024). One of the annotator is a PhD stu- 1168

dent and the other one is pursing the undergraduate 1169

degree. 1170

Two annotation strategies are explored on a first 1171

batch of five examples: 1172

(1) Given all the reflections, the annotator needs 1173

to first cluster them into different clusters and as- 1174

sign the focused aspect (in noun-phrases). After- 1175

wards, given an assigned aspect, the annotator is 1176

tasked to utilize the clusters they built and write a 1177

aspect-focused summary from scratch. 1178

(2) Alternatively, the annotators are presented 1179

with an AI model generated aspect-summary (here 1180

we used the generated version of GPT-4), together 1181

with the original aspect. The first step of the anno- 1182

tation is to identify the subset of student reflections 1183

that are related to the aspect. Then, the annota- 1184

tors are instructed to check and revise the system 1185

summaries to make them aspect-based (focusing 1186

on talking about the aspects). The revision also 1187

includes removing nonfactual contents that do not 1188

exist in the original student reflection, as well as 1189

adding contents if they feel are important. 1190

We employed OpenAI’s ChatGPT (GPT-4) as 1191

our LLM to execute zero-shot aspect-based sum- 1192

marization, similar to Zhang et al. (2023). For each 1193

case in the REFLECTASP dataset, we prompted 1194

the ChatGPT model to produce a focused summary 1195

centered around the aspect. (We include the prompt 1196

in Appendix F.1). The instructions emphasized 1197

minimal requirements and explicitly requested the 1198

avoidance of unrelated text inclusions. 1199

For the first strategy, the average time spent by 1200

the annotators on each instance is 40 min, since 1201

assembling and drafting from scratch takes a long 1202

time. In contrast, the second strategy took on aver- 1203

age 15 min, as the annotators are more focused at 1204

identifying the weaknesses of the system summary 1205

and focused on producing a high-quality revised 1206

version. 1207

D Dataset Analysis Details 1208

D.1 Metric Details 1209

Here we describe the linguistic metrics and would 1210

encourage the reader to read the original papers if 1211

interested in more technical details. 1212

Content diversity (Grusky et al., 2018) is a joint 1213

measure for extractiveness of coverage and density. 1214

Grusky et al. (2018) first proposed an algorithm to 1215

compute a set of extractive components between 1216

the input and target. Coverage measures the per- 1217
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General Summary (REFLECTSUMM) Aspect Aspect-based Summary (REFLECTASP)

Many of the students today seemed to
struggle with the concepts regarding
flux and gauss’ law, as well as gaussian
surfaces. Some students also struggled
with mathematical calculations, while
others struggled with the examples that
they were doing in class.

Gauss Law/Surface Students found the topic of Gauss Law and Gaussian surface to be confusing.
Although they said that the lesson on flux and Gaussian surface was tied
together seamlessly and easier to understand than their high school
lessons, students still struggle on certain aspects of the topic. Specifically,
students expressed difficulty in choosing a proper Gaussian surface that
produces symmetry to allow certain components to cancel out. Students
requested more explanations on the topic to help them understand the topic
better.

Most of the responses today included
topics about potential and how it con-
fused the students, as well as integrating
and setting up their problems that they
are given in class. They also had some
trouble with some electric field concepts.

Problem Setup Students struggled with the problem set up in this lecture. On the topic of
integrals, students said that solving the integration was understandable and
not difficult, but they were having problems with setting up the integral.
Students were specifically confused about the limits and variables of
integration, and how the limit can change midway through the problem.
Students stated that they could use more clarity and examples of setting up
integrals in different situations.

Most students were confused about com-
ing up with designing algorithms and
writing pseudo-code for the algorithms.
Some students were confused about
logistics and content of Milestone 2 and
graphing in Matlab. A few students were
confused about velocity calculations
with regression and the contents of the
concept quiz.

Milestone 2 Many students reported feeling confused about the coding aspect of Mile-
stone 2, specifically regarding which MATLAB functions to use and
how to write the pseudo code for the in-class activity. Some students
also expressed confusion about the noise aspect of the graphs and how
to start the coding for the project. Students were also confused about
approaching the project and how to best complete the Milestone, and would
have appreciated more clear instructions.

Table 5: Aspect-based summary examples in ReflectASP. In each sample, we highlight the details extracted
from students’ reflections, which are helpful for the instructor to better assist students’ learning.

ID Cluster Size Example Aspects

0 32 [’excel’, ’No Confusion’, ’No Confusion’, ’No Confusion’, ’No Confusion’]
1 61 [’In-Class Problems’, ’In-Class Problems’, ’Exam Prep’, ’In-class assignments’, ’Syl-

labus’, Structure of Class’]
2 69 [’Other Statements’, ’Other Statements’, ’Other Statements’, ’Other Statements’, ’Other

Statements’]
3 85 [’Teamwork/Breakout Rooms’, ’Capital Investment’, ’Groupwork’, ’New Project’,

’Groupwork’]
4 88 [’Electric/Uniform Field’, ’Energy Calculations and Units’, ’Car Carbon Emissions’,

’Electric Charges’, ’Current/Resistance’]
5 108 [’Evaluating and citing reliable resources’, ’Phone book activity’, ’Downloading the

file’, ’Introduction to the new project’, ’Last example question’]
6 32 [’Assignment 17’, ’Assignment 8, A08’, ’Assignment 8, A08’, ’Assignment 8 OR 5’,

’Assignment 13’]
7 127 [’Redefining Systems’, ’Prototyping/Creating Prototypes’, ’Engineering Majors’, ’Cod-

ing’, ’Pseudocode and Algorithm’]
8 62 [’Related to Trig’, ’Related to Functions’, ’Related to the Quiz’, ’Related to the Project’,

’Related to Induction’]
9 50 [’RB BST/Red-Black tree/red-black BST/Red Black BST’, ’excel/Excel’, ’1 vs 100

Sheets Question’, ’A10’, "Red Black BST’s"]
10 118 [’Matlab/matlab/MATLAB’, ’Backtracking’, ’Porblem scope of the project’, ’Breakout

Rooms’, ’Deck of cards/poker problem’]
11 107 [’When to use certain graphs’, ’Comparing Excel & MatLab’, ’Free Body Diagrams’,

’Difference between data types (categorical/numerical, nominal/ordinal, discrete/continu-
ous)’, ’Histograms’]

12 47 [’In-Class Demonstrations’, ’Meeting People/Professor’, ’Videos shown in Class’, ’In-
Class Demonstrations’, ’In-Class Activity or In-Class Assignment’]

13 19 [’Taum Salk reservoir power activity’, ’The Tom Sauk Reservoir’, ’Hydropower and
Hydroelectricity’, ’Hydroelectric dams, power, and reservoirs’, ’Taum Sauk Project or
Reservoirs’]

14 91 [’Related to Flux’, ’Related to Concepts (Gaussian Surfaces, Faraday Cages, E Fields)’,
’Related to Loops’, ’Related to Circuits & Graphs’, ’Related to Linear Regression’]

Table 6: K-Means clustering results of aspects, K =15.

centage of words in the summary that come from1218

the source document, while density quantifies how1219

well the word sequence of a summary can be de-1220

scribed as a series of extractions, given that word1221

orders can be rearranged to construct new contents. 1222

Compression ratio measures the length ratio be- 1223

tween the source and target summary, and Novelty- 1224

n denotes the ratio of new n-grams present in the 1225

16



Figure 6: ReflectASP input length distribution.

Figure 7: ReflectASP summary length distribution.

Figure 8: ReflectASP summary’s compression ratio.

Figure 9: ReflectASP content diversity (Grusky et al.,
2018). The area of the plot indicates that, when com-
paring to the other two corpora, ReflectASP’s sum-
mary is less extractive (repeating the exact words) but
remains faithful based on the high coverage.

summary that are included in the input. 1226

Novelty-n (See et al., 2017) denotes the ratio of 1227

new n-grams present in the summary that are not 1228

in the input. 1229

D.2 Statistics 1230

Figure 6 and Figure 7 present the distribution of to- 1231

ken lengths (measured by word) in input documents 1232

and human written summaries. The compression 1233

ratio is plotted in Figure 8. Figure 9 compared Re- 1234

flectASP to the ABS (OPOSUM+) and OABS cor- 1235

pus (OpenASP), showing that ReflectASP contains 1236

less direct copying of long spans from the source 1237

(lower density) while still retains good enough cov- 1238

erage. 1239

E Model Implementation Details 1240

All of our experiments are conducted on Nvidia 1241

L40S GPUs, each with 48 GB RAM. To tackle the 1242

memory limitation and speed up the inference with 1243

LLMs, we utilize the vLLM (Kwon et al., 2023) 1244

to conduct experiments. The Llama3.1-70B needs 1245

four cards for inference, and all other models use 1246

one card. 1247

E.1 LLMs 1248

We employ LLAMA 2-13B-chat (Touvron 1249

et al., 2023)6, and Mistral-Nemo (Jiang et al., 1250

2023)7 models for experiments. We addi- 1251

tionally include the Llama3-8B-Instruct and 1252

Llama3.1-8B-Instruct (https://huggingface. 1253

co/meta-llama/Meta-Llama-3-8B-Instruct) 1254

as well as Llama3.1-70B-Instruct with the quan- 1255

tized version from neuralmagic/Meta-Llama-3. 1256

1-70B-Instruct-quantized.w8a8. We set the 1257

temperature at 0.3 and the max new token at 1258

8000 for generation. We manually evaluated the 1259

aspect-based summaries generated during a brief 1260

manual tuning of the prompt text to determine the 1261

appropriate prompt. We include all model outputs 1262

in Appendix F. 1263

For the GPT-3.5 model, we used GPT3.5- 1264

turbo 1106 from https://platform.openai. 1265

com/docs/models/gpt-3-5-turbo as one strong 1266

baseline. We additionally included the GPT-4 1267

(gpt4-turbo-0125-preview) and GPT4o (gpt-4o- 1268

2024-08-06) models. The temperature is set as 1269

0.5, and the max_token length is set to 256. 1270

6https://huggingface.co/meta-llama/
Llama-2-13b-chat-hf

7https://huggingface.co/nvidia/
Mistral-NeMo-12B-Instruct

17

https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct
neuralmagic/ Meta-Llama-3.1-70B-Instruct-quantized.w8a8
neuralmagic/ Meta-Llama-3.1-70B-Instruct-quantized.w8a8
neuralmagic/ Meta-Llama-3.1-70B-Instruct-quantized.w8a8
https://platform.openai.com/docs/models/gpt-3-5-turbo
https://platform.openai.com/docs/models/gpt-3-5-turbo
https://platform.openai.com/docs/models/gpt-3-5-turbo
https://huggingface.co/meta-llama/Llama-2-13b-chat-hf
https://huggingface.co/meta-llama/Llama-2-13b-chat-hf
https://huggingface.co/nvidia/Mistral-NeMo-12B-Instruct
https://huggingface.co/nvidia/Mistral-NeMo-12B-Instruct


Role Content

system: You are a responsive abstractive summarizer
that summarizes the collection of student
lecture reflections by focusing on a specific
topic.

user: Please write a short summary with no more
than 100 words, focusing on the topic of
{topic} based on below reflections:

Table 7: GPT-4 prompt used to generate first draft of
reference aspect-based summaries for human revision.

Role Content

system: You are a TA for a undergraduate-level course, you are given a collection
of student reflections after taking one lecture and tasked to write a
summary to present to the instructor

user: Given the students’ responses and a focused topic {aspect}, create a
short summary using your own words (no more than 100 words). The
summary needs to be a coherent paragraph and should include the major
points. The summary should focus on the provided topic only, contain
only information about reflections, and avoid adding irrelevant sentences
or suggestions such as ’make sure to bring this up in next class’, or
’Consider this for future lectures’, etc...
REFLECTION: {reflections}
FOCUSED TOPIC: {aspect}
SUMMARY:

Table 8: The baseline prompt used for aspect-based
summarization given an aspect.

F Approaches and Prompt Templates1271

F.1 GPT-4 Prompt for Human-Annotation1272

We use the prompt in Table 7 to generate system-1273

summaries as the initial draft for human revision.1274

F.2 Self-Refine Method1275

Inspired by the success of recent lines of study1276

on self-correction (Madaan et al., 2023; Welleck1277

et al., 2023), we employ a Generate-Suggest-Refine1278

framework to use the model to improve its out-1279

puts. More specifically, after generating an initial1280

aspect-based summary, we prompt the model to1281

provide suggestions to improve the summary by1282

making it more concise and concentrated on the1283

topic. We carefully craft the prompts to ensure1284

the suggestions are grounded in the original reflec-1285

tions, whilst the revision suggestions should be1286

based on the context of the first version. Lastly, we1287

refine the summary by providing the LLM with1288

all reflections, the initial draft, and improvement1289

suggestions, prompting it to produce a refined ver-1290

sion. Our design aligns with the prompt-chaining1291

in (Sun et al., 2024), which was effective and ob-1292

tained a higher winning rate compared to the step-1293

wise prompt. The prompt for our proposed self-1294

refine framework can be found in Table 9. Our1295

approach differed from prior work (Madaan et al.,1296

2023; Welleck et al., 2023) in that they relied on 1297

few-shot samples and had restricted the feedback 1298

formatting. Instead, our work elicited the model’s 1299

capability to provide feedback and conducted exten- 1300

sive analysis to evaluate the quality of suggestions 1301

and refinement. 1302

F.3 Prompts Used for Experiments 1303

Table 8, 9, 10, and 11 present the final prompts 1304

used in our experiments. 1305

F.4 Model Outputs 1306

We include examples of different baseline prompt- 1307

ing outputs in Table 12, as well as the comparison 1308

of different refinements in Table 13. 1309

G Evaluation Metric Details 1310

ROUGE : We used the implementation in torch- 1311

metrics,8 using stemmer and computing the aver- 1312

age when multiple references are available. 1313

BERTScore : We used the implementation from 1314

huggingface’s evaluate_metrics module9 and fol- 1315

lowed the default setup. 1316

MCEXT : We harnessed the SOTA Llama-3.1- 1317

Bespoke-MiniCheck-7B (BeSpoke- 1500 MC-7B) 1318

released by Bespoke Labs (Tang et al., 2024). The 1319

model is fine-tuned from “internlm/internlm2_5- 1320

7b-chat” on the combination of 35K data 1503 1321

points following the approach in MiniCheck (Tang 1322

et al., 2024). We use the suggested code repo 1323

from https://huggingface.co/bespokelabs/ 1324

Bespoke-MiniCheck-7B. Here we paired the 1325

human-annotated extractive cluster of aspect- 1326

related reflections and a single sentence from the 1327

summary as the doc and claim in the fact-checker. 1328

We record the predicted labels for that sentence 1329

(1 for being factual and 0 for not) and report the 1330

macro distribution of labels for all sentences in the 1331

313 generated summmaries. 1332

MCINPUT : This is similar to the setting in 1333

MCINPUT, with one exception that we use the full 1334

student reflections as the doc for fact-checking. 1335

GPT-4 related metrics : We use the scoring 1336

prompt and rubrics from (Wadhwa et al., 2024) and 1337

cite their prompts in Figure 10 and Figure 11. We 1338

use the GPT4o (gpt-4o-1117 2024-08-06) model. 1339

8https://lightning.ai/docs/torchmetrics/
stable/text/rouge_score.html

9https://huggingface.co/spaces/
evaluate-metric/bertscore
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Stage Role Content

GENERATION

system: You are a responsive abstractive summarizer that summarizes the collection of student
lecture reflections by focusing on a specific topic.

user: Please write a short summary with no more than 100 words, focusing on the topic of {topic}
based on below reflections:

{reflections}

SUMMARY:

sys: [GENERATED TEXT]

SUGGESTION

user [INST] Can you provide a short list of 2-3 suggestions to improve the generated summary,
making it more concise and focused on the topic – topic? The suggestions should be based
on the original reflections and generated summaries, don’t give generic suggestions. [/INST]

sys: [SUGGESTIONS]

Restart the conversation

REFINE

system: You are a responsive abstractive summarizer that summarizes the collection of student
lecture reflections by focusing on a specific topic

user: Please improve the short summary written below with the suggestions. The revised ver-
sion should be no more than 100 words, focusing on the topic of {topic} based on below
reflections:

{reflections}.

ORIGINAL SUMMARY:
{GENERATED TEXT}

SUGGESTIONS FOR IMPROVEMENT:
{SUGGESTIONS}

REFINED SUMMARY:

Table 9: The self-refine prompt with three stages: GENERATION, SUGGESTION, and REFINE.

Stage Role Content

GENERATION

system: You are a TA for a undergraduate-level course, you are given a collection of student reflec-
tions after taking one lecture and tasked to write a summary to present to the instructor

user: Given the students’ responses, and a focused topic {aspect}, create a short summary using
your own words (no more than 100 words). The summary needs to be a coherent paragraph
and should include the major points. The summary should focus on the provided topic
only, contain only information about reflections, and avoid adding irrelevant sentences or
suggestions such as ’make sure to bring this up in next class’, or ’Consider this for future
lectures’, etc...
You are tasked to perform this task in two steps:(1) Extract the list of indexes and students’
reflections in the given REFLECTIONS that are relevant to the focused topic. (2) summarize
them into a short summary using your own words (no more than 100 words).
REFLECTIONS: {all reflections}
FOCUSED TOPIC: {aspect}
Your response should be in this json format: {{’Extracted_Reflections’ : [your extracted
data] (i.e. [STUDENT_REFLECTION_1_TEXT, STUDENT_REFLECTION_2_TEXT,
...]), ’SUMMARY’: [your response]}}

Table 10: The E2A prompt used in our task.
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Stage Role Content

Input Extracted list of reflections; E2A initial summary

MiniCheck Detect Run the Minicheck Detector on E2A initial summary sentences, then collect those labeled
as not factual in GIVEN_SENTENCES

SUGGESTION

system: You are a TA for a undergraduate-level course, you are given a collection of student reflec-
tions after taking one lecture and tasked to write a summary to present to the instructor

user: Given the students’ responses, and a focused topic {aspect}, you are provided an ex-
tracted list of reflections that are related to the topic and a short summary. (no more than
100 words).

ALL REFLECTION: {reflections}
FOCUSED TOPIC: {aspect}
Extracted List of original reflection and initial Summary: {extsummary}
Initial Summary: {summary}
Now, given the below GIVEN_SENTENCES in the summary that is identified as unfaith-
ful, reason if there is any factually inconsistent span in the sentence and propose a way to
improve the sentence, making it more concise and focused on the topic {aspect}, utilizing
information from the extracted list of reflections. The suggestions should be based on the
original reflections and the extracted list of reflections, don’t give generic suggestions.

***GIVEN_SENTENCES: {revised_sents}***
### Task: If GIVE_SENTENCES is []: your response should just return: Suggestions:
<no revision needed>. Otherwise, for each sent in GIVEN_SENTENCES, your response
should output: Suggestions: original_sent: <SENT1 from GIVEN_SENTENCES>, the er-
ror span: <span from SENT1>, the revision suggestion: <your suggested revision>(Delete
if there is no need to keep or the post-edit version of SENT1)
### EXAMPLE OUTPUTS:
if GIVEN_SENTENCES: [], you should just return "<no suggestion needed>". if
GIVEN_SENTENCES= [<SENT1>, <SENT2>], your output would be Suggestions:
"{{original_sent: <SENT1>, the error span: <span in SENT1>, the revision suggestion:
<Modified version of SENT1>}} {{oiriginal_sent: <SENT2> , the error span: <span in
SENT2> ....}}". Reminder: you should only provide Suggestions on sentences from the
GIVEN_SENTENCES. If it is empty, just return Suggestions: <no revision needed>.

sys: [suggestions]

Restart the conversation

REFINE

system: You are a TA for a undergraduate-level course, you are given a collection of student reflec-
tions after taking one lecture and tasked to write a summary to present to the instructor

user: Given the students’ responses, and a focused topic {aspect}, a list of extracted responses
that are relevant to the topic, and some suggestions on revisions, you are tasked to im-
prove a short summary. (no more than 100 words).
Please improve the short summary written below, incorporating the suggestions. The
suggestions are on sentences of the summary, so please only modify those highlighted
sentences and keep the remainder unchanged. The revised version should be no more than
100 words, focusing on the topic of {aspect} based on below reflections, The summary
should be a coherent paragraph and should include the major points. If you think the
initial summary is good enough, you can make minimal changes. You also need to pay
attention to the extracted list of reflections that are related to the given topic {aspect}:

ALL REFLECTION: {reflections}
FOCUSED TOPIC: {aspect}
Extracted List of original reflection and Initial Summary: {summary}
Revision Suggestions: {suggestions}

You should pay attention to the revision suggestions and decide whether you want to
edit the sentences with suggested revisions. If the Revision Suggestions mentions "no
suggestion needed", you should not revise the initial summary. Your summary should
have minimal changes on the initial summary and be factual.
Your response should just output the refined summary and should not include any extra
explanation on changes. The format is – REFINED SUMMARY: [your response]

Table 11: The E2A w/ MC-Refine prompt used for open-aspect-based summarization (OABS).
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Model Summary

LLAMA2 The students found the light bulb demonstration and the plastic sheet experiment to be the most in-
teresting and helpful in understanding the concepts of electric charge and forces. They appreciated
the visual aids and the interactive nature of the lecture, including the clicker questions and breakout
room discussions. Many students found the similarities between electric and gravitational forces to
be fascinating, and the concept of electric charge properties was well received. The demonstration
of energy conservation through the splitting of a gamma ray photon into an electron and positron
was also found to be intriguing. Overall, the students enjoyed the interactive and visual aspects of
the lecture and found them to be effective in deepening their understanding of the topics covered.

LLAMA3 The students found the lightbulb demonstration to be a highlight of the lecture, with many mention-
ing that it helped them understand the concept of electric forces and charges. The visual representa-
tion of the demonstration made it easier for students to grasp the abstract concepts, and some even
found it "fun to watch". The similarity between electric and gravitational forces was also a point of
interest, with students noting that it helped them understand the concept better. Additionally, the
interactive nature of the lecture, including the use of breakout rooms and clicker questions, was
appreciated by many students. Overall, the lightbulb demonstration and related discussions seemed
to have a significant impact on students’ understanding of electric charges and forces.

LLAMA3.1 Students found the light bulb demonstrations to be engaging and effective in illustrating complex
concepts, such as the separation of charges and the distribution of electric force. Many appreciated
the visual representation and hands-on experience, which helped to clarify their understanding of
these abstract topics. Additionally, the demonstrations sparked interesting comparisons between
electric and gravitational forces, highlighting the similarities between the two. Overall, the interac-
tive nature of the lecture, including breakout rooms and practice problems, was well-received and
contributed to a deeper understanding of the material.

LLAMA3.1-70B Students found the lightbulb demonstration to be a highlight of the lecture, with many noting that it
provided a clear visual representation of electrostatic concepts. The separation of charges and the
resulting lighting of the bulb was particularly interesting to several students. The demonstration was
also seen as engaging and fun to watch, helping to capture students’ attention and make the topic
more accessible. Overall, the use of visual aids and hands-on demonstrations was well-received by
students, who appreciated the ability to see complex concepts in action.

MISTRAL Students found the light bulb demonstrations engaging and helpful in understanding abstract con-
cepts like electric force and charge separation. They appreciated the visual representations, with
several mentioning that it made complex topics easier to grasp. The interactive nature of these
demonstrations, allowing them to see the results of changing variables, was particularly appealing.
Some students, however, noted that the pace of explanations during these demonstrations could be
overwhelming, suggesting a need for slower, clearer communication.

Human Reference The students found the demonstrations and interactive aspects of the lecture to be the most interest-
ing, including the plastic sheet and lightbulb experiment, the split-screen video, and the group work
in solving the distribution of charge. They also appreciated the visual representations of concepts,
such as the lightbulb demonstration, as it made the topics easier to understand.

Table 12: An example of different baseline system summaries. The aspect is “Light Bulb/Demonstration” .
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Model Summary

LLAMA 3.1-70B Students found the lightbulb demonstration to be a highlight of the lecture, with many noting that it
provided a clear visual representation of electrostatic concepts. The separation of charges and the
resulting lighting of the bulb was particularly interesting to several students. The demonstration was
also seen as engaging and fun to watch, helping to capture students’ attention and make the topic
more accessible. Overall, the use of visual aids and hands-on demonstrations was well-received by
students, who appreciated the ability to see complex concepts in action.

LLAMA 3.1-70B
w/ Self-Refine

Students found the lightbulb demonstration to be a highlight of the lecture, providing a clear visual
representation of electrostatic concepts, particularly the separation of charges and the resulting
lighting of the bulb. Many students noted that the demonstration was engaging and fun to watch,
making complex concepts more tangible. The visual representation of electrostatic concepts, such
as the separation of charges, was especially interesting to several students, helping to illustrate key
principles in a memorable way.

LLAMA 3.1-70B
w/ DCR

Students appreciated the use of visual aids and hands-on demonstrations in the lecture. The light-
bulb demonstration was a highlight of the lecture, helping to capture students’ attention and make
the topic more accessible. Overall, the use of visual aids and hands-on demonstrations was well-
received by students, who appreciated the ability to see complex concepts in action.

LLAMA 3.1-70B
E2A

Students found the lightbulb demonstrations to be engaging and interesting, with the visual repre-
sentation helping to clarify complex concepts. The separation of charges and the experiment setup
caught their attention, making the topic more enjoyable and easier to understand. The demonstra-
tions were considered a valuable learning tool, providing a clear and captivating way to illustrate
key principles.

LLAMA 3.1-70B
E2A w/ Self-Refine

Students found the lightbulb demonstrations to be engaging and interesting, with the separation
of charges and experiment setup catching their attention and making the topic more enjoyable and
easier to understand. The demonstrations provided a valuable learning tool, offering a clear and
captivating way to illustrate the effects of electric forces in action, making complex concepts more
tangible and relatable.’

LLAMA 3.1-70B
E2A w/ MC-Refine

Students found the lightbulb demonstrations to be engaging and interesting, as they provided a clear
visual representation of the concept. The separation of charges and the experiment setup caught
their attention, making the topic more enjoyable and easier to understand. The demonstrations
were considered a valuable learning tool, providing a clear and captivating way to illustrate key
principles.

Human Reference The students found the demonstrations and interactive aspects of the lecture to be the most interest-
ing, including the plastic sheet and lightbulb experiment, the split-screen video, and the group work
in solving the distribution of charge. They also appreciated the visual representations of concepts,
such as the lightbulb demonstration, as it made the topics easier to understand.

Table 13: An example of different refined summaries. The aspect is “Light Bulb/Demonstration” .
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Figure 10: Zero-shot prompt used with GPT-4 to
generate single factuality scores on a scale of 1-5. The
figure is created by Wadhwa et al. (2024)

Figure 11: Zero-shot prompt used with GPT-4 to
generate pairwise factuality scores on a scale of 1-5.
The figure is created by Wadhwa et al. (2024).
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H More Automatic Results1340

Due to space limit, we omit one variant E2A w/1341

Self-Refine, that applies the Self-Refine approach1342

on E2A results in Table 2 and two weaker LLM1343

baselines. Here we included them with some dis-1344

cussions.1345

H.1 Additional Reference-based Evaluation1346

Results1347

We include extra backbone models (LLAMA2 and1348

MISTRAL, as well as the additional E2A w/ Self-1349

Refine rows in the extended version of Table 2.1350

Older models generate worse summaries evalu-1351

ated by ROUGE and BERTScore, meanwhile, the1352

E2A approach does not help as the models fail to1353

follow instructions in generating extracted list. Ad-1354

ditionally, as seen in Table 14, applying Self-Refine1355

on E2A outputs (rows 9-11) experienced perfor-1356

mance drops on ROUGE and BERTScores when1357

compared to the original version (rows 4, 10 and 161358

in Table 2).Similar results were observed in factual-1359

ity scores, with one exception in LLAMA3.1-70B,1360

where the MC scores improved. This indicates that1361

stronger models can generate more useful sugges-1362

tions, leading to more effective revisions.1363

H.2 Additional Automatic GPT-based1364

Evaluation1365

Table 15 shows the additional GPT-based automatic1366

evaluation results. Smaller models may suffer from1367

generating non-helpful suggestions, which leads to1368

a drop of summarization quality (LLAMA3 E2A1369

vs. w/self-refine in the first chunk of the bottom1370

block).1371
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ID Model R-1 R-2 R-L BS MCEXT MCINPUT # Sents # Words

1 LLAMA2 45.05 20.61 41.05 89.61 34.13 80.93 5.63 130.4
2 w/ Self-Refine 36.04 14.68 32.75 88.20 26.07 59.31 7.42 185.7
3 w/ DCR 42.32 16.46 38.27 89.76 55.33 86.89 3.62 59.8
4 E2A 40.55 16.44 36.20 88.62 28.47 62.82 7.55 185.2

5 MISTRAL 43.55 13.66 38.40 89.50 44.33 85.10 3.67 78.71
6 w/ Self-Refine 40.05 11.33 34.98 88.81 39.88 74.01 3.43 83.4
7 w/ DCR 32.57 10.17 29.28 89.25 61.22 86.75 2.35 34.8
8 E2A 43.26 14.55* 38.06 89.45 53.25* 71.91 3.62 63.2

9 LLAMA3 E2A w/ Self-Refine 44.32 15.68 38.78 89.63 49.43* 85.02* 2.95 79.3
10 LLAMA3.1 E2A w/ Self-Refine 43.68 15.29 38.41 89.53 38.98 79.10 3.18 90.1
11 LLAMA3.1-70B E2A w/ Self-Refine 44.71 16.14 39.36 89.69 48.26* 80.99 3.21 87.9

Table 14: Extra experimental results on REFLECTASP: BS refers to BERTScore F1. MiniCheck scores are
reported. For ROUGE (R-1/2/L), BS, and MC scores, all results are averaged over three runs, and * means the
score is significantly better than the baseline models within each block. Gray rows indicate the baseline models,
The best and second best scores for each backbone are bold and underlined.

Model G↑ ∆G↑ Pair ∆G↑ W↑ S L

Pairwise Comparison with Baseline Summary as the Original Input

MISTRAL 2.74 - - - - -
w/ Self-Refine 2.62 -0.14 -0.18 0.12 0.65 0.23

E2A 2.84✝ 0.08* 0.20* 0.27 0.64 0.09

LLAMA3 2.74 - - - - -
E2A w/ Self-Refine 2.80 0.03* 0.12* 0.23 0.64 0.13

LLAMA3.1 2.76 - - - - -
w/ Self-Refine 2.67 -0.09 0.03* 0.18 0.67 0.15
w/ DCR 2.80 0.01 0.33* 0.45 0.42 0.13

E2A 2.88✝ 0.07* 0.22* 0.27 0.66 0.07
E2A w/ MC-Refine 2.89 0.10* 0.18* 0.24 0.69 0.07

LLAMA3.1-70B 2.85 - - - - -
E2A w/ Self-Refine 2.88 0.02 0.14* 0.24 0.66 0.10

Pairwise Comparison with E2A Summary as the Original Input

LLAMA3 E2A 2.85 - - - - -
w/ Self-Refine 2.81 -0.03 -0.22 0.06 0.68 0.26

LLAMA3.1 E2A 2.87 - - - - -
w/ MC-Refine 2.88 0.03 -0.01 0.07 0.84 0.07

LLAMA3.1-70B E2A 2.87 - - - - -
w/ Self-Refine 2.88 0.00 0.00 0.12 0.78 0.10

Table 15: Additional GPT-related evaluation results of different methods. Within each block (added to Table
3, pairwise metrics compare the outputs of the given system to those in the highlighted rows. A ✝ indicates
significant improvement over the previous row (p<0.05) based on a paired bootstrap test, while * denotes that
the absolute value is significantly different from zero. We see that our proposed E2A w/ MC-Refine achieves the
largest / second largest gains across all metrics when compared to the baseline, and it is significantly better than
the original E2A-generated summary.
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H.3 How does E2A MC-Refine benefit1372

In this section, we examine the effectiveness of1373

the quality of extracted supporting reflections on1374

model performance.

Model R-1 R-2 R-L

LLAMA3 61.25 51.83 60.59

LLAMA3.1 61.16 54.19 60.66

LLAMA3.1-70B 79.78 75.26 79.57

Human 79.06 73.52 78.68

Table 16: Performance of different LLMs’ extracted
supporting reflections using the E2A approach
comapred to human extracted clusters. ROUGE (Lin,
2004) is used an a proxy to inter-annotator agreement.

1375
We evaluate the quality of different LLMs’ ex-1376

tracted reflections against the human annotated1377

ones. We estimate the human upper bound by1378

measuring the ROUGE score between double-1379

annotated clusters and report the ROUGE score,1380

following Angelidis and Lapata (2018). As shown1381

in Table 16, LLAM3.1-70B extracted the set of1382

aspeect-related reflections with near human perfor-1383

mance.1384

I Amazon Mechanical Turk1385

Crowd-sourcing Evaluation Details1386

We source crowd-workers from Amazon Mechani-1387

cal Turk, requiring them with more than 95% ap-1388

proval rate and more than 5000 approved HITS.1389

Workers were instructed to thoroughly read the an-1390

notation guidelines, which included examples and1391

are illustrated in Figures 12 to 14. We ensured that1392

our compensation met the minimum hourly wage1393

requirement (currently anonymized for reviewing1394

purposes). We released five test samples which are1395

know to contain non-factual errors (each can be1396

annotated for at most 20 times) to a pool of 1001397

workers who have been listed on a white list as the1398

qualification task. We filtered unqualified work-1399

ers who selected score of 3 for the summary-level1400

evaluation criteria or did not participate.1401

We have in total of 1500 annotations, spanning1402

500 summaries and 24 annotators, which resulted1403

in an extreme sparse annotation matrix. Mean-1404

while, over 1100 of each document-level label (Rel-1405

evance to Aspect and Consistency) are dominated1406

by the value of 3, making the annotation task highly1407

imbalanced. This makes reliability testing more1408

challenging, with mainstream inter-annotator agree-1409

ment scores, as measured by Krippendorff’s Alpha 1410

(Krippendorff, 2011), nearing 0.1. One approxima- 1411

tion for the agreement is perfect-agreement (which 1412

means all 3 annotators picked the same score). For 1413

Relevance, 97 summaries are rated with all same 1414

scores, and the remainder 247 have a majority vot- 1415

ing of 3. For Consistency, 101 have the perfect- 1416

agreement and 246 has majority label of 3, sug- 1417

gesting that reviewers can have high agreement in 1418

picking the score of 3. While prior work (Angelidis 1419

et al., 2021a; Zhang et al., 2023; Amar et al., 2023) 1420

did not report the quality of human annotations, 1421

we investigated the challenges of measuring large- 1422

scale sparse annotations and emphasized the need 1423

for better-designed human evaluation protocols for 1424

future work. 1425

The Amazon Mechanical Turk annotation inter- 1426

face is in Fig 15. The full annotation cost over 200 1427

US dollars. 1428

J Supplementary Materials about 1429

Revision Analysis 1430

J.1 Edit Intention Taxonomy and the Pipeline 1431

Model 1432

We adopt the edit intention taxonomy from Jiang 1433

et al. (2022). There are seven fine-grained intention 1434

labels: 1435

1. Improve Language – More Accurate/Specific: 1436

Minor adjustment to improve the accuracy or 1437

specificness of the description. 1438

2. Improve Language – Improve Style: Make 1439

the text sound more professional or coherent 1440

without altering the meaning. 1441

3. Improve Language – Simplify: Simplify com- 1442

plex concepts or delete redundant content to 1443

improve readability. 1444

4. Improve Language – Other: Other language 1445

improvements that don’t fall into the above 1446

categories. 1447

5. Correct Grammar/Typo: Fix grammatical er- 1448

rors, correct typos, or smooth out grammar 1449

needed by other changes. 1450

6. Update Content: Update a large amount of 1451

scientific content, add or delete major facts. 1452

7. Adjust Format: Adjust table, figure, equation, 1453

reference, citation, and punctuation, etc. 1454
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Figure 12: A screenshot of the human annotation guideline to evaluate system generated aspect-based summaries.
(1/3)

Figure 13: A screenshot of the human annotation guideline to evaluate system generated aspect-based summaries.
(2/3)

Figure 14: A screenshot of the human annotation guideline to evaluate system generated aspect-based summaries.
(3/3)
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Figure 15: A screenshot of MTurk HIT used to evaluate the quality of system generated aspect-based summaries.

We recommend the reader check the original paper1455

for more details.1456

Pipelined Model We run the pipeline script1457

from https://github.com/chaojiang06/1458

arXivEdits/tree/main/code/pipeline to1459

predict edit and intention results.1460

J.2 Suggestion Analysis1461

Besides directly analyzing the difference between1462

versions of summaries, it is also crucial to inspect1463

the suggestions provided by different refinement1464

approaches. In Table 17, we present samples of1465

suggestions for three systems, Self-Refine, DCR,1466

and MC-Refine on LLAMA3 and LLAMA3.1-70B1467

outputs.1468

We find that different refinement approaches1469

have distinct revision suggestions. For Self-Refine,1470

the suggestions are presented in a structured list1471

format (e.g., "1. Emphasize the interactive aspects:1472

more illustration of the suggestion"). We exam-1473

ined the text preceding the colon and employed the1474

NLTK toolkit (Bird et al., 2009) to identify the most1475

common n-grams. Frequently observed strategies1476

include "concise and focused," “focused on <AS-1477

PECT>”, “use of more specific language,” and “in-1478

corporation of specific examples’, supported with1479

model generated concrete revision demonstrations.1480

DCR suggestions are also in the list format. Given1481

that they are trained on a synthesized datasets, these1482

suggestions follow the format of (1) evaluating the 1483

sentence in the context of full summary, (2) identi- 1484

fying the error span and (3) suggesting changes of 1485

a single sentence. Examples in the following para- 1486

graph demonstrated that DCR’s suggestions may 1487

focus on removing less confident details, which 1488

may not help improve the summarization qual- 1489

ity. Lastly, the MC-Refine approach’s suggestion 1490

comes with a format: original_sent, error_span, 1491

and the revision suggestion. We also notice that 1492

stronger LLMs can provide reasoning on the revi- 1493

sions suggested. 1494

In Table 17, we present samples of suggestions 1495

for three systems, Self-Refine, DCR, and MC- 1496

Refine on LLAMA3 and LLAMA3.1-70B outputs. 1497

Adhering to the findings in §5, we find that DCR’s 1498

suggestions focused on removing details from the 1499

original summary (highlighted in blue colors). For 1500

instance, in the second point of column 1 row 2, 1501

DCR’s suggestions is The error span is: ’They ap- 1502

preciated the demonstration of how current flows 1503

through a circuit, including the role of grounding 1504

and how it affects the calculation.’ To fix this, con- 1505

sider changing the span to ’Students found the con- 1506

cept of current to be fascinating’. Such removal, 1507

while improving the factuality metrics, did not help 1508

improve the quality of the aspect-based summaries. 1509

In contrast, Self-Refine employed diverse strategies 1510

to improve the specificity, removing non-related 1511
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Method LLAMA3 LLAMA3.1-70B

Self-
Refine

Suggestions:
1. Focus on the most prominent points: While the original summary
covers a wide range of topics, it could be condensed to focus on the
most prominent points. For example, the loop rule, grounding, and
the role of ammeters and voltmeters could be highlighted as the main
takeaways.
2. Remove repetitive language: Some phrases, such as "I found it
interesting" or "I thought it was interesting," are repeated throughout
the reflections. These could be condensed or removed to make the
summary more concise.
3. Emphasize the key concept: The topic of current is the main
focus of the reflections, but the summary could be more explicit in
highlighting this concept. For example, the summary could start with
a sentence like "The concept of current was a central theme in today’s
lecture, with students exploring its calculation, measurement, and
applications.

Suggestions:
1. To make the summary more concise, consider removing the phrase
"Additionally, students appreciated the simplicity of using the loop
rule to solve problems and how it can make complex circuits more
manageable" as it slightly deviates from the focused topic of Current
and is not as directly relevant as the other points mentioned.
2. To improve focus on the topic of Current, rephrase the sentence
"Many were interested in learning about how current flows through
a wire and how it can be split when grounded points are added to a
circuit" to "Students were interested in learning about how current flows
and splits in a circuit, particularly when grounded points are added" to
make it more direct and concise.
3. To make the summary more concise, consider combining the ideas of
the first and third sentences into one sentence, such as "Students found
the concept of current in circuits to be intriguing, particularly how it
can be measured using ammeters and voltmeters, and the idea that all
grounded points are connected to each other."

DCR 1. The summary introduces specific details about the loop rule and its
application that are not present in the given reflections. This informa-
tion is extrinsic and adds details not grounded in the document. The
error span is: ’the idea that the loop rule simplifies the calculation of
current in a circuit’ To fix this, consider changing the span to ’Students
found the concept of current to be fascinating’
2. The summary introduces specific details about the demonstration
of current flow and the role of grounding that are not mentioned in
the provided reflections. This information is extrinsic and adds details
not grounded in the document. The error span is: ’They appreciated
the demonstration of how current flows through a circuit, including
the role of grounding and how it affects the calculation.’ To fix this,
consider changing the span to ’Students found the concept of current to
be fascinating.’
3. The summary introduces specific details about the use of ammeters
and voltmeters that are not mentioned in the provided reflections. This
information is extrinsic and adds details not grounded in the document.
The error span is: ’the use of ammeters and voltmeters’ To fix this,
consider changing the span to ’the importance of measuring voltage and
current’
4. The summary introduces information about the internal resistance of
batteries and its effect on current flow that is not present in the provided
reflections. This information is extrinsic and adds details not grounded
in the document. The error span is:’students found it interesting to learn
about the internal resistance of batteries and how it affects the flow of
current’ To fix this, consider changing the span to ’students appreciated
the demonstration of how current flows through a circuit, including the
role of grounding and how it affects the calculation’
5. The summary introduces information about students’ enjoyment
and exploration of the concept of current, which is not present in the
provided reflections. This information is extrinsic and adds new details
not grounded in the document. The error span is:’students enjoyed
exploring the concept of current and its applications in real-life circuits.’
To fix this, consider changing the span to ’Students found the concept
of current to be fascinating.’

1. The summary introduces specific details about the measurement of
current using ammeters and voltmeters and how these instruments affect
the circuit, which are not mentioned in the provided reflections. This
information is extrinsic and adds details not grounded in the document.
The error span is: ’Students found the concept of current in circuits to
be intriguing, particularly how it can be measured using ammeters and
voltmeters, and how these instruments can affect the circuit itself.’ To
fix this, consider changing the span to ’Students found the concept of
current in circuits to be intriguing.’
2. The summary introduces specific details about how current flows
through a wire and how it can be split when grounded points are added
to a circuit, which are not mentioned in the provided reflections. This
information is extrinsic and adds details not grounded in the document.
The error span is: ’Many were interested in learning about how current
flows through a wire and how it can be split when grounded points are
added to a circuit.’ To fix this, consider changing the span to ’Students
found the concept of current in circuits to be intriguing.’
3. The summary introduces specific details about the concept of current
in circuits that are not directly mentioned in the provided reflections.
This information is extrinsic and adds details not grounded in the
document. The error span is: ’the concept of current in circuits to be
intriguing, particularly how it can be measured using ammeters and
voltmeters, and how these instruments can affect the circuit itself’ To
fix this, consider changing the span to ’Students found the concept of
current in circuits to be intriguing’
4. The summary introduces information about the loop rule that is not
present in the provided reflections. This information is extrinsic and
adds details not grounded in the document. The error span is: ’the
simplicity of using the loop rule to solve problems and how it can make
complex circuits more manageable’ To fix this, consider changing the
span to ’the simplicity of using the loop rule to solve problems’

E2A w/
MC-
Refine*

Suggestions: {original_sent: Students found the concept of current to
be interesting and engaging, particuarly in the context of circuits and
the role of ammeters and voltmeters in measuring voltage and current.
They appreciated the idea that current remains constant regardless of
the path taken to find it, and were fascinated by the ways in which
grounded points can affect the flow of current. Additionally, students
were intrigued by the impact of measurement instruments on the circuit
itself and the importance of considering this when taking readings., the
error span: the last part of the sentence, the revision suggestion: The
students were also intrigued by the practical applications of current in
real-life circuits and the role of instruments in measuring it accurately.}

Suggestions: {original_sent: Students found the concept of current
in circuits fascinating, particularly how it flows through wires, splits
when grounded points are added, and can be measured using ammeters
and voltmeters., the error span: how it flows through wires, the
revision suggestion: Students found the concept of current in circuits
fascinating, particularly how current splits when grounded points are
added, and how it can be measured using ammeters and voltmeters.
Reasoning: The original sentence mentions "how it flows through
wires" which is not explicitly mentioned in the extracted list of reflec-
tions. While it is a related concept, the reflections focus more on the
measurement and behavior of current in circuits. The revised sentence
focuses on the aspects of current that are directly mentioned in the
reflections, such as splitting when grounded points are added and mea-
surement using ammeters and voltmeters.}

Table 17: Suggestions generated by different refinement approaches using two backbones LLAMA3 and
LLAMA3.1-70B. The examples remained the same to Fig 2. * means that the original version for the E2A w/
MC-Refine is E2A generated summaries, while the former two are generated by the baseline.

phrases, as well fusing contents to make it more1512

concise. As for E2A w/ MC-Refine, leveraging1513

high-quality extracted supporting reflections, and1514

the fact-checker that help localize the errors, this1515

approach made minimal edits and retain the con-1516

tents that are deemed good quality. 1517
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J.3 Linguistic Analysis on Different Model’s1518

Summaries1519

Figure 16 presents a linguistic analysis of system1520

diversity in relation to the original reflections. For1521

compression ratio (second column), DCR demon-1522

strates the most significant compression, consis-1523

tent with the findings in §4.1. Notably, system-1524

generated aspect-based summaries exhibit higher1525

Novelty-N values compared to human-edited sum-1526

maries (0.19/0.63/0.83 for Novelty-1/2/3, respec-1527

tively), indicating that these systems incorporate1528

vocabulary not present in the original reflections.1529

Additionally, the E2A approach expands the area1530

of the plots, suggesting that the generated sum-1531

maries have more diverse content compared to the1532

baseline. This improvement can be attributed to the1533

effective extraction of supporting reflections during1534

the extraction phase.1535

A pairwise comparison between E2A and E2A1536

w/ MC-Refine reveals that larger models tend to1537

produce smaller plot areas, reflecting increased text1538

diversity, which consequently enhances summary1539

quality.1540

K Other Domain Results1541

In addition to our REFLECTASP dataset, we addi-1542

tionally tested the proposed approaches on a out-of-1543

domain dataset, SPACE (Angelidis et al., 2021a).1544

We used their testing split, which contains reviews1545

about 25 unique hotels. Each set contains 100 real1546

reviews, and aspect-based summaries on each of1547

six popular aspects: building, cleanliness, food,1548

location, rooms, and service.1549

K.1 Baselines1550

We used the baseline system outputs released by1551

(Hosking et al., 2023), including QT asp(Angelidis1552

et al., 2021b), HERCULESext and HERCULESabs1553

(Hosking et al., 2023), as well as AceSumext and1554

AceSum (Amplayo et al., 2021).1555

We include the following methods: (1) Base-1556

line, (2) Self-Refine, and (3) MC-Refine applied1557

to the baseline outputs. Initial results show that1558

LLMs struggled to process longer inputs (an aver-1559

age of 14k words for the combined length of all1560

100 reviews) and to follow instructions for gen-1561

erating E2A results. For the MC-Refine detector,1562

we utilize the ground-truth clusters provided in the1563

dataset.1564

K.2 Evaluation 1565

We report the same set of evaluation metrics as in 1566

§4.1. One difference is that we follow the ROUGE 1567

implementation in Hosking et al. (2023), which is 1568

the ‘jackknifing’ method for multiple references as 1569

implemented for the GEM benchmark (Gehrmann 1570

et al., 2021), to make the evaluation consistent with 1571

scores reported in prior papers. 1572

K.3 Result 1573

Table 18 showed the results of different approaches. 1574

While the older baselines (rows 1–5) achieved 1575

higher ROUGE and BERTScore metrics, their fac- 1576

tuality scores were lower than those of LLMs. We 1577

attribute this discrepancy to the lexical differences 1578

between the older supervised models and the zero- 1579

shot LLMs. As shown in Table 19, the outputs of 1580

the best baseline model, AceSum(abs), closely re- 1581

semble human references, while LLM outputs tend 1582

to include more details from the original reviews. 1583

Our proposed MC-Refine, combined with human- 1584

selected clusters for fact-checking, obtained sub- 1585

stantial performance gains compared to the base- 1586

line and other methods. These improvements were 1587

more notable on the larger LLAMA3.1-70B model 1588

(row 16 vs. row 13). Meanwhile, the factuality of 1589

generated contents is also improved. 1590
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Figure 16: Density and coverage distributions of generated summaries across different models and LLM back-
bones. We additionally report the compression ratio and novelty-n metrics on the top-left corner. Each box is a
normalized bivariate density plot of extractive fragment coverage (x-axis) and density (y-axis), the two measures
of extraction described in Section 2 and Appendix D.1.
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ID Model R-1 R-2 R-L BS MCEXT MCINPUT # Sents # Words

1 QTasp 31.61 10.24 22.64 87.93 28.31 47.87 5.79 46.80
2 AceSumext 35.09 12.10 27.15 88.95 29.10 44.82 1.99 29.56
3 HERCULESext 28.57 7.91 19.93 87.76 10.30 23.92 4.01 56.40
4 HERCULESabs 33.56 10.04 25.34 89.59 23.87 39.90 3.99 33.85
5 AceSum 36.38 12.65 29.08 89.65 26.59 40.79 2.21 27.84

6 MISTRAL 28.67 7.54 20.06 88.19 25.36 59.59 5.00 74.70
7 w/ Self-Refine 23.98 5.59 16.77 87.32 23.49 63.66 5.34 124.18
8 w/ MC-Refine 30.50* 7.52 22.00* 88.51* 34.63* 78.79* 2.73 55.16

9 LLAMA3.1 30.26 7.05 21.96 88.64 31.61 74.03 1.78 47.70
10 w/ Self-Refine 29.07 5.92 20.82 88.10 17.89 52.37 1.64 52.66
11 w/ DCR 25.27 5.57 20.31 88.10 43.35 60.43 1.15 21.48
12 w/ MC-Refine 30.23 7.23 22.48 88.55 55.51* 76.54* 1.94 54.16

13 LLAMA3.1-70B 31.42 7.70 22.93 88.95 29.39 66.70 1.69 48.12
14 w/ Self-Refine 29.54 6.46 21.68 88.57 19.63 54.19 1.26 46.19
15 w/ DCR 26.70 5.98 21.49 88.78 46.30 66.45 1.20 22.78
16 w/ MC-Refine 32.88* 8.41* 24.85* 89.30* 50.06* 78.38* 1.24 39.71

Table 18: Experimental results on SPACE. All LLM results are averaged over three runs, and * means the score
is significantly better than the baseline models within each block. Gray rows indicate the baseline models, The
best scores for each backbone and the prior baselines are bold.

Model Summary

Human References [’This charming hotel is located within steps of all the major sights’, ’The hotel
is perfectly situation a few steps away from all major sights to see in Rome.’,
’Its in a great location with an available walking tour of Rome.’]

AceSum the location is ideally located just 2 minutes walk from piazza navona and a 15
minute walk to st. peter’s and the roman forum.

LLama3.1-70B Hotel Navona’s location is excellent, within walking distance to major attrac-
tions like Piazza Navona, Pantheon, Vatican, and Spanish Steps, making it an
ideal base for exploring Rome, with many restaurants and cafes nearby, and
public transportation easily accessible.

LLama3.1-70B w/ Self-Refine Hotel Navona is nestled in the heart of Rome’s historic center, steps away from
Piazza Navona and the Pantheon, with easy access to Vatican, Spanish Steps,
and nearby restaurants, shops, and public transportation, making it an ideal base
for exploring Rome.

LLama3.1-70B w/ DCR Hotel Navona’s location is ideal for exploring Rome, with many restaurants and
cafes nearby, and public transportation easily accessible.

llama3.1-70B w/ MC-Refine Hotel Navona’s location is excellent, being only 2 minutes from the Pantheon
and Piazza Navona and a 15 minute walk to St. Peter’s and the Roman Forum,
making it an ideal base for exploring Rome.

Table 19: Example Sumamries of different approaches on SPACE.
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