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Abstract

Recent advancements in large reasoning models (LRMs) have introduced an in-
termediate “thinking” process prior to generating final answers, improving their
reasoning capabilities on complex downstream tasks. However, the potential of
LRMs as evaluators for machine translation (MT) quality remains underexplored.
We provides the first systematic analysis of LRM-as-a-judge in MT evaluation.
We identify key challenges, revealing LRMs require tailored evaluation materials,
tend to “overthink” simpler instances and have issues with scoring mechanisms
leading to overestimation. To address these, we propose to calibrate LRM thinking
by training them on synthetic, human-like thinking trajectories. Our experiments
on WMT?24 Metrics benchmarks demonstrate that this approach largely reduces
thinking budgets by ~35x while concurrently improving evaluation performance
across different LRM scales from 7B to 32B (e.g., R1-Distill-Qwen-7B achieves
a +8.7 correlation point improvement). These findings highlight the potential of
efficiently calibrated LRMs to advance fine-grained automatic MT evaluation.
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1 Introduction

The development of reliable automated metrics that accurately mimic human judgments of translation
quality is vital for advancing machine translation (MT) models [1, 2, 3, 4, 5]. However, modeling
the comprehensive and complex ‘“evaluation process” inherent in human assessment is challenging.
Previous research has explored various paradigms to capture this process, from deterministic rule-
based metrics [6, 7] and embedding-space similarities [8] to end-to-end neural networks [9, 10].
More recently, the rise of large language models (LLMs) as a judge [11, 12] has marked a substantial
leap forward. LLMs provide a convenient mechanism for customizing the evaluation process through
both natural language, marking a significant advancement in evaluation methodology [13, 14, 15].

Despite these advancements, assessing translation quality is rarely a simple “0-1" binary matching
task. It often requires a deliberate, analytical cognitive effort, which is akin to “System 2” thinking
[16], even for human annotators [17]. This suggests that emerging large reasoning models (LRMs)
[18], which enhance reasoning capabilities by generating intermediate “thoughts” before producing
final solutions, similar to human reflective thinking, may offer a stronger foundation for modeling the
complex process of MT evaluation. While LRMs have often demonstrated remarkable performance
boosts in solving mathematical and scientific challenges [19, 20], their potential as judges, i.e.,
LRM-as-a-judge in the specific context of MT evaluation remains largely unexplored.
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To provide a comprehensive understanding and practical insights into the application of LRM-as-a-
judge for MT evaluation, this paper is the first to systematically address the following key questions:
1) How do current LRMs perform in MT evaluation tasks when compared to human judgments?
2) What are the specific failure modes or inefficiencies encountered when applying LRMs to MT
evaluation? 3) How can we develop an efficient and effective alignment strategy to tailor LRMs
specifically for MT evaluation?

To this end, we employ LRMs in MT evaluation under the multidimensional quality metrics (MQM)
framework [21, 22], following previous state-of-the-art LLM-as-a-judge design principles [13, 14].
We then perform a meta-evaluation and analysis across a wide range of model series and sizes,
including DeepSeek-R1 671B [19], QwQ 32B [23], and R1-Distilled models [19]. Through careful
examination of critical factors in designing LRM-as-a-judge, our findings reveal several key insights.
We observe a disagreement between LLMs and LRMs in their perception of evaluation materials,
with strong LRMs benefiting more significantly from alignment with human-like evaluation protocols.
Our results also suggest a need to rethink the design of multi-stage scoring mechanisms, as there
are pitfalls related to overestimation problems and ambiguous contributions from auxiliary scoring
models. Moreover, concerning thinking behaviors, we reveal that LRMs are not always efficient in
allocating their thinking budget and tend towards “overthinking” for easier evaluation instances.

Furthermore, based on these findings, we propose a simple yet effective method to steer LRM
perform Thinking-calibrated MQM (ThinMQM) scoring by training them on synthetic evaluation
trajectories designed to mimic human-like scoring rubrics. Experimental results on the most recent
WMT24 Metrics benchmarks [24, 25] show that this method can largely reduce thinking budgets by
approximately ~35x while improving the evaluation performance of LRMs at different model scales
(notably, R1-Distill-Qwen-7B achieves a +8.7 correlation point improvement), as shown in Figure 1.
Follow-up analysis reveals that such trajectory steering calibrates the scoring distribution and reduces
the overestimation problem. These results align with our analysis, revealing substantial potential in
developing LRM-as-a-judge for MT evaluation, yet highlight the necessity of controlling thinking
budgets and performing careful calibration to fully realize this promise.
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Figure 1: Performance comparison of various evaluation models on WMT24 metrics tasks. The
ThinMQM models (Ours) achieve strong performance with competitive efficiency. “S, R, J”” denote
different evaluation inputs: Source-only, Reference-based, and Joint evaluation materials, respectively.

2 Preliminaries

2.1 Paradigms in Machine Translation Evaluation

Formally, traditional automatic evaluation metrics for machine translation can be abstractly defined as
a mapping m from a set of input materials X to an output score y. The metric m may take the form
of a rule-based text matching algorithm [6, 7, 26, 27] or a parameterized model [8, 9, 28, 29, 10].
Typically, the input set X, i.e., the materials required for machine translation evaluation, comprises
three elements: the machine translation hypothesis h, the reference translation r, and the source text
s in the original language. Evaluation is generally based on combinations of these elements, falling
into two main categories: reference-based and reference-free. In the reference-based setting, the
model hypothesis is compared directly with the reference translation (Ref’.), i.e., Xrer. = (h, 7). In



(a) Framework of LRM-as-judge in machine translation evaluation.

. MQM Scale
Okay, let’s start by comparing the
Few-shot @ translation to the source and -+ D
\FII’St, the opening line - {Minor} -1 pts
Source ) Critical: no-error s
Translation Major: accuracy/mistranslation - -+ {Rubrics}—> cores
Reference Minor: no-error (0~100)
h LLMs/LRMs
Inputs LRMs Thinking + Error Annotations Scoring
X Unclear Inputs Contributions X Overestimation & Overthinking
(b) Diagnose and analyze the key issues and calibrate thinking process.
. ThinMQM: THINking-calibrated MQM Scoring
Input Materials Faster thinking: Unify Annotation and Scoring Direct Answer
{Src.} or First, | need to analyze the translation and classify the errors.
{Translation} | Tesa — | Score:
Based on above:--- Tseore Finally, | can calculate the final score:
v Tailored Materials v/ Post-training on Synthetic, Human-Aligned Evaluation Trajectory

Figure 2: Overview of our research framework. (a) We decompose the general LRMs-as-judge
pipeline for MT evaluation and identify key issues. (b) Guided by analytical findings, we propose
ThinMQM, which establishes a more effective reasoning process.

the reference-free setting, evaluation is performed by comparing the hypothesis with the source text
(Src.), i.e., Xsre. = (h, s). Additionally, it is also possible to use all three components jointly (Jonit.),
i.e., Xjoint. = (h,s,r), for scoring. In contrast, the emerging LLM-as-a-judge paradigm does not
strictly conform to an end-to-end X — y paradigm, as it is not a parameterized regression model
but rather a generative language model. Although such models can provide more detailed output
information, such as explanations for the given scores, in most cases the desired score y must be
extracted post hoc from the model outputs using rule-based extractor or auxiliary scoring models.

2.2 MQM Framework and Related Work

Even we can list all the possible combinations of evaluation materials, modeling detailed scoring
process remains a challenge. Earlier automated metrics focused on providing a single score value
[6, 30], but they lacked consideration or transparency in aligning with human evaluation process,
especially for neural metrics. Previous practices in collecting human annotations centered around
direct assessment scores [31, 32], neglecting to establish a fine-grained, unified framework for score
annotation. MQM is a professional scoring framework for translation quality assessment, designed to
guide multi-dimensional evaluation of translations, including aspects such as fluency, terminology,
and style [17, 22]. Typically, human annotators perform error span annotations, assign severity levels
(e.g., major or minor), and finally, the score is aggregated by certain severity weights. In most cases,
a major error incurs a penalty of -5 points, while a minor error results in a deduction of -1 point (or
-0.1 for fluency errors). Critical errors, such as non-translation, are generally penalized by -25 points.
The total score for an instance is computed by aggregating the penalties of all identified errors.

To develop more fine-grained machine translation evaluation metrics, recent research has focused
on constructing automated methods aligned with MQM scoring. This has emerged as the primary
evaluation task in the recent WMT leaderboard [33, 25]. The end-to-end approach [34, 9, 35, 29]
essentially constructed upon pre-trained language models by finetuning on MQM scoring data. The
LLM-as-judge approach to perform MQM scoring largely mirrors human annotation procedures:
first, the model is instructed with MQM guidelines, and then it either extracts error span annotations
to compute a score, or directly outputs a quality score. Currently, one of the most widely adopted and
effective methods is the GEMBA series [13, 14] based on prompting GPT models. Its GEMBA-MQM
variant further leverages in-context learning (ICL) [36, 37] by using three-shot demonstrations to
assist in the evaluation process. We adapt it to LRM scope and conduct analysis in this paper.

3 Understanding LRM Behaviors in MT Evaluation

Figure 2 illustrates our research framework. In this section, we aim to address the first two research
questions: how well LRM performs in MT evaluation and what failures occur in the practice.



3.1 Experimental Setup

Methodology As introduced earlier, following the successful SOTA practice in LLMs, we replicate
GEMBA-MQM methodology on LRM as the basis for our analysis. We first instruct the LRM to
annotate error spans in the translation according to the MQM framework, categorizing them into
critical, major, and minor errors. Based on these error spans, we then apply a rule-based scoring
mechanism to compute the final score for each translation. The penalty scheme for each type of error
follows the approach described in Section 2.2.

Building on this, we conduct experiments with all possible input material combinations
Xsre.vRef.vJoint. to investigate the influence of evaluation materials in Section 3.2. Meanwhile,
the demonstrations used in ICL follow the same format as those in the GEMBA-MQM. It is worth
noting that, since the MQM variant in the GEMBA series is reference-free, for reference-based setups
(i.e., Ref. and Joint.), we supplement the demonstrations with reference information and adjust the
prompt templates accordingly. Detailed prompts are provided in the Appendix C.2. We report the
main results based on rule-based scoring mechanism and will discuss alternative model-based scoring
methods (the logic is the same as the ESA prompting variant of GEMBA) in Section 3.3.

Models Setups  We employ several mainstream LRM models across different sizes and architectures,
including Deepseek-R1 671B, QwQ 32B, as well as distilled variants of R1 trained via knowledge
distillation: R1-Distill-LLaMA 8B and R1-Distill-Qwen 7B. These models have demonstrated strong
performance on complex reasoning tasks. Due to computational constraints, we are unable to deploy
the open-source version of the R1 model locally and instead access it via API for experiments.
All other models are deployed using the vVLLM framework 2. The decoding parameters are set as
follows: temperature is set to 0.6, top,, and topy, is set to 0.95, 20. Our selection of DeepSeek-R1 is
driven by its transparency of reasoning trajectories. In contrast, other frontier models, such as 03
and Gemini-2.5 Pro, do not expose their internal reasoning processes. This limitation makes them
unsuitable for fair and fine-grained analysis. Nevertheless, we report the evaluation performance of
Gemini-2.5 Pro in Section 4.2, but exclude it from the analytical sections.

Data We chose the WMT24 Metrics Shared Task [24] for our evaluation data in order to prevent
potential issues with data contamination [38, 39, 40]. We confirmed that the release date for the
WMT24 MQM data is after the knowledge cutoff for the models aforementioned. This task involves
assessing the correlation between the evaluation models’ scores and the human expert MQM scores,
both at the system and segment levels. The WMT24 Metrics task includes three language pairs:
English-German (En-De), English-Spanish (En-Es), and Japanese-Chinese (Ja-Zh), with around 20
machine translation systems for each pair.

Meta-Evaluation Metrics We used the same meta-evaluation settings as WMT?24 official, focusing
on key metrics such as system-level soft pairwise accuracy [41] (SPA) and tie-calibrated segment-level
pairwise accuracy [42] (Acc;fq). Specfically, for SPA, it can be formally expressed as:

N —1N-1 N-1
spa=(5) X X (-lh-m) o

i=0 j=i+1
where N is the number of systems. pf‘j is the p-value that system ¢ is better than system j based

on human judgments, and p;7 is the same based on metric scores. (2’ ) ! normalizes over all
pairs. Higher values of these metrics indicates stronger agreement between human and metric
rankings. We used the MTME? to maintain consistency with the official calculations. We also report
permutation-based significance testing with 1,000 resampling times [42] in comparison experiments.

3.2 Impact of Evaluation Materials

Contribution Quantification In MT evaluation, since the translation hypothesis h is present in
all evaluation scenarios, it is necessary to assess the impact of source and reference information on
evaluation performance. While it is feasible to enumerate and experiment with all combinations of

*https://github.com/v1lm-project/vllm
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evaluation materials, denoted as Xs;c.vRef.vJoint., quantitatively isolating the contribution of each
component remains challenging due to the overlapping presence of source and reference across
multiple evaluation settings. To address this, we adopt the Shapley Value [43] as a principled measure
to quantify the individual contributions of source and reference information to evaluation outcomes
across different models and evaluation settings.

Formally, the Shapley Value of the source information ¢, is defined as:

sS'IN(IN| = |s'| = 1)!- (v(s" U {s}) —v(s
S s IL(INT = |8’ )|N(|!( {s}) —v(s") @

S/ CN\{s}

where N = {s,r} denotes the set of all materials that may affect evaluation (source s and reference
r). The translation hypothesis h is always present and thus not part of the combinatorial set. The
function v(-) represents the evaluation performance under a specific evaluation setting, which we
quantify using system-level and segment-level metrics. The set s’ refers to all subsets of N excluding
s, i.e., {0,r}. In particular, the case () corresponds to an evaluation setting with neither source
nor reference (i.e., translation-only). v(h) is a invalid value as translation-only is not a valid input,
thus we only approximate it using an available configuration, namely v({h,r}), to estimate v(h).
Therefore, taking into account the practical constraints of machine translation evaluation, we refer
the approximated Shapley Value here as M7 in order to distinguish from the strict definition in Eq.2.
The calculation of ¢MT follows analogously.
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Figure 3: Shapley value analysis of input contributions of evaluation materials at different evaluation
granularities. “R1D-L./Q.” refers to the R1-Distill-Llama/-Qwen models.

Results and Discussion The results presented in Table 1 along with the significance tests, intuitively
suggest that using either source or reference information as evaluation materials represents the most
effective choice for LRM-based evaluation. However, this observation is contingent on model scale.
The illustrative results shown in Figure 3, derived from Shapley Value ¢MT analysis, reveal a pattern:
for smaller-scale LRMs (7/8B), source information is detrimental to evaluation quality, whereas
reference information contributes positively. This trend is reversed in larger LRMs, such as QwQ
32B and R1 671B, where source information becomes beneficial and reference information less so.

Previous work [44] on the LLM-as-a-judge observed that LLMs tend to become “lost in source”
during MT evaluation, regardless of model size. However, our findings suggest that this phenomenon
may not generalize to the LRM-as-a-judge setting. This distinction is plausible, given that LRMs
typically have stronger reasoning capabilities on complex tasks [45, 19, 20] compared to general-
purpose LLMs. Earlier LLMs may have lacked the capacity to effectively model the cross-lingual
relationships between source and translation.

As for the observed adverse impact of reference information on LRM-based evaluation, we hypoth-
esize two possible factors. First, MQM human annotations are inherently reference-free, focusing
solely on the source and translation without relying on references. Second, the quality of the refer-
ence itself significantly affects the correlation of automatic metrics with human judgment, as prior
work [46, 33] has pointed out, “BLEU (or Metrics) might be guilty, but reference not innocent’.
These findings highlight the need for scale-aware design evaluation setups: the choice of evaluation
materials should be informed by the capabilities and limitations of the model size in question.



Table 1: Comparison of different evaluation material setups. The highest value in each model is
bolded, and f indicates results that are significantly better (p < 0.05) based on permutation tests.

En-De En-Es Ja-Zh Avg.
Materials  SPA (%) Acc:, SPA(%) Acci, SPA(%) Acc;, SPA(%) Acc, All
Deepseek-R1 671B
Sre. 82.1 4747 77.8 68.0 90.4 46.8" 83.4 541 688"
Ref. 80.4 43.0 67.3 68.0 88.6 43.6 78.8 51.5 65.2
Joint. 824 46.6 75.6 68.0 91.1 44.0 83.0 52.9 68.0
QwQ 32B
Sre.  79.8 468"  76.17 68.0 91.9 46.9 82.6 539 6831
Ref. 84.2 42.9 68.7 68.0 94.3 43.5 82.4 51.5 66.9
Joint. 81.7 44.2 72.2 68.0 92.5 44.3 82.1 52.2 67.2
R1-Distill-Llama 8B
Sre. 72.3 42.9 65.9 68.0 74.2 43.5 70.8 51.5 61.1
Ref. 71.8 429 78.5" 68.0 84.7 43.5 78.3 51.5 64.9°
Joint. 72.9 429 65.1 68.0 78.7 43.5 72.2 51.5 61.9
R1-Distill-Qwen 7B
Sre. 52.6 429 53.9 68.0 68.3 43.5 58.3 51.5 54.9
Ref. 67.3 429 61.0 68.0 83.8 43.5 70.7 51.5 61.1
Joint. 58.4 42.9 57.0 68.0 86.1 43.5 67.2 51.5 59.3
3.3 Pitfalls of Scoring Mechanisms
Table 2: Effect of changing t-Test Wilcoxon Signed-Rank Sign Test
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11:11382;1; Figure 4: Significance testing of the contribution of the auxiliary
e A e - scoring model (Qwen-2.5 32B). Test results (p < 0.05) are high-

lighted in distinct colors and scales.

Dilemma in Post-Scoring Since LRM-based evaluators generate descriptive outputs in an autore-
gressive manner, an additional critical factor influencing scoring is how error spans are extracted and
scored. In this work, we consider two commonly adopted paradigms: rule-based and model-based
re-scoring. The rule-based scoring introduced before aggregate scores under MQM standard, offer-
ing transparency. In contrast, the model-based scoring paradigm allows for an additional stage of
reflection but lacks transparency. Naturally, for a rule-based scorer, the robustness to rule changes
is worth noticing. Furthermore, when auxiliary models are used for scoring, it becomes difficult to
disentangle whether observed improvements stem from the LRM or auxiliary scorer.

We first investigate using the LRM itself to score error spans annotated via the GEMBA-ESA protocol.
The results show no improvement over the rule-based scorer; in fact, we observe a slight performance
drop (e.g., QwQ 32B yields a mean performance 68.3 — 68.1), along with significantly higher
inference costs. Next, we employ an auxiliary model (Qwen-2.5 32B) to perform the same scoring
procedure. In this setting, we find that the meta-evaluation results of LRM closely align with the that
of the auxiliary model itself. This raises a critical question: are the observed gains attributable to the
LRM outputs, or simply to the auxiliary model? To address this, we conduct statistical significance
testing and in-depth comparison of score distributions.

Results and Discussions To answer above question, we perform significance testing between the
scores produced by the “LRM + auxilary” setup and those from the auxiliary model alone. The results
in Figure 4 demonstrate that the re-scoring process using an external model fails to provide clear
attribution regarding the source of evaluation performance. This finding highlights the need to either



enhance the scoring capabilities of the original LRM or adopt transparent, rule-based extraction and
scoring mechanisms. Figure 5 further compares the distributions of two scoring paradigms.
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more human-centric evaluation process that mirrors across different scoring paradigms.

human judgment rules for better correlations.

Another remaining concern with a rule-based scorer is how sensitive the results are to the choice of
scoring scheme. To study this, we conducted an experiment using an alternative severity weighting
scheme (i.e., -3/-2/-1). Table 2 reports the average change A across all correlation metrics. We
observe that although adjusting the weights does slightly shift the absolute correlation values, the
differences are modest. A likely explanation is that meta-evaluation metrics are primarily sensitive to
the rank order of segments. As long as the ordinal structure of the penalties is preserved, the rankings
remain relatively stable, supporting the robustness of the rule-based scoring approach.

3.4 “Overthinking” Process: When More is Not Better
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Figure 6: Analysis of thinking budget attribution across model scale and evaluation difficulty.
Appendix B.4 includes all the results under different settings.

Thinking Budgets LRMs typically benefit from scaling test-time thinking  , | ——

budget. Intuitively, we investigate whether such scaling is both effective and - Tie
efficient in MT evaluation. We quantify the thinking budget along two dimen- | boss
sions: 1) the number of tokens generated during the reasoning process, and 2) -

the number of reasoning turns*. Additionally, since two of the used LRMs also
have corresponding general-purpose LLMs, we also examine their performance

to assess whether LRM post-training contributes to improved performance?.

Results and Discussions The results in Figure 6(a) show that reasoning cost
is not necessarily tied to model size. For example, QwQ, despite not being the
most powerful LRM-as-a-judge model, incurs the highest reasoning cost.

AQwQ—SZB RID-Q.7B
Figure 7: Com-
parison between
LRM and its cor-
responding LLM.

Moreover, the thinking budget is also unrelated to instance difficulty. As shown
in Figure 6(b), median thinking tokens remain stable across difficulty levels.
An exception appears at the extremes of evaluation difficulty, where human
scores are either very high or very low. The correctly aligned (i.e., model
scores consistent with human judgment) predictions require more effort, while
misaligned ones are cheaper. This is the only case where the thinking budget
shows a hint of rational allocation.

“Empirically, we observe that these LRMs use output delimiter across reasoning turns.
SWe exclude R1-Distill-Qwen 7B from this comparison, as its original model is not general-purpose LLM.



On the other hand, we compute meta-evaluation metrics across different languages and evaluation
levels, comparing LRMs with their corresponding general-purpose LLMs. Statistical significance
testing is used to categorize outcomes as wins, ties, or losses, shown in Figure 7. “Tie” is considered
as failed significance test. The results show that LRMs underperform in nearly half of the evaluation
settings, indicating that current general-purpose LRMs, despite their “slow-thinking” process, still
struggle to consistently enhance evaluation performance.

4 Improving LRM via Human-Aligned Thinking Trajectory

4.1 Methodology

Motivations Our analysis reveals that standard practices of LLMs in MT evaluation are not
universally optimal for LRMs. The unconstrained “thinking” processes within LRMs can be inefficient
and may lead to overestimated score. Key insights derived from this analysis include: 1) Reference-
free evaluation is preferable for strong LRMs, while reference-based evaluation remains suitable for
weaker LRMs. 2) Aligning the LRM’s reasoning process with specific scoring rubrics is crucial. 3)
Extensive budget allocated to LRM “thinking” do not consistently improve performance.

ThinMQM Drawing from previous observations, we introduce Thinking-calibrated MQM (Thin-
MQM) scoring method, a methodology designed to adapt LRMs to emulate human evaluation process.
The core idea is intuitive: generating synthetic data that mirrors the human MQM workflow, thereby
calibrating and aligning the LRM’s internal thinking process with the pipeline of human evaluation.

Given human MQM annotations which consist of error spans E = {e1, eq, ..., e, } and their associ-
ated severity levels L = {l1,la,...,l,}, we aim to model the human two-phase evaluation process.
This process involves an initial error span annotation (ESA) stage, Trsa : X — (E, S), followed
by a scoring stage based on a rubric, Tscore : (E,.S) — Scoreprgar. We transform this sequence
into a concise yet effective structured thinking chain, intended to serve as a proxy for human annota-
tion steps. The resulting synthesized data, Dsynth = {(Xsre.vRet., [TESA(X), Tscore(TrsA (X))]},
adheres to the structure shown in Figure 2 (b). The LRM, denoted by My, would be post-trained on
the dataset Dgynen, With parameters 6 producing the output sequences. The fine-tuning process seeks
to update 6 to ' by minimizing the cross-entropy loss function Lcg over all instances in Dgypen:

0, < arg Hgn Z ‘CCE(M(XSrc.\/Ref.; 0)7 [TESA (X)7 chore (TESA (X))]) (3)

Dsynth

4.2 Experiments

Data We synthesized ThinMQM training data based on the human-annotated MQM dataset from
WMT23, which includes two evaluation tasks: English—-German and Chinese-English. Synthetic data
instances were constructed based on the methodology described above and the prompt templates
detailed in Appendix C.4. Due to an imbalance distribution across the two language pairs, we down-
sampled the larger set to ensure balanced training data. The final dataset consists of approximately
5,980 instances per language pair, yielding a total of 11,960 training instances.

Model and Setups To verify the effectiveness of ThinMQM on various model sizes, we fine-tune
7B, 8B, and 32B models. Based on earlier analysis, we adopt a reference-based evaluation setup
(Ref.) for the 7B and 8B models in both training and inference, while the 32B model employed a
reference-free setup (Src.). All models are fine-tuned for 4 epochs with a learning rate of 1le — 5, and
the total batch size is 32. Other training hyper-parameters are detailed in Appendix C.1.

Main Results The results in Table 3 clearly demonstrate that post-training calibration with Thin-
MQM significantly improves LRM performance under the same evaluation setups. Specifically,
the 7B model shows gains of up to +8.7 points in meta-evaluation metrics, while the 32B model
achieves a +3.9 points improvement, reaching performance comparable to state-of-the-art metrics
such as XCOMET, despite those relying on training on large-scale MQM data and have different
model architectures. Notably, within the LLM/LRM evaluation paradigm, our ThinMQM-32B model
achieves superior average performance compared to the baselines, though not necessarily on every
individual language pair.



Table 3: Performance comparison of different models. The highest value is bolded, and the second-
best is underlined. 1 denotes significantly better (p < 0.05) results based on permutation tests.

Avg. En-De En-Es Ja-Zh
Metric/Model  All SPA (%)  Accl, SPA (%)  Accl, SPA (%)  Accl,
BLEU [6] 58.9 73.7 43.1 514 68.0 73.6 43.5
COMET-22 9] 68.9 879 48.2 779 68.3 81.4 49.6
xCOMET [10] 71.9 90.6 53.0 78.9 68.8 88.9 51.0
C_GEMBAESATIS] 7LI__ 790 507 840 683 908 539

Gemini-2.5-Pro [47] 71.0 82.3 51.2 76.9 68.0 94.8 53.1
Deepseek-R1 [19]  68.8 82.1 47.4 77.8 68.0 90.4 46.8
QwQ 32B 68.3 79.8 46.8 76.1 68.0 91.9 46.9

+ ThinMOM 722,55 832,54 525.5; 807.c 6927, 91305  56.1%.0-
R1-Distill-Llama-8B  64.9 71.8 429 78.5 68.0 84.7 43.5

+ ThinMQOM  70.8.59 85.5.137 48.6.57 81.3:13 68.2.00 90.5.5 51.0475

R1-Distill-Qwen-7B  61.1 67.3 42.9 61.0 68.0 83.8 43.5

+ ThinMQOM  69.8.57 845,170 48556 77.8.168 68.0:00 89.0;5. 51.3,78

4.3 Analysis

& 15000
£ 12000 E= Human 87.60% \
29000 QwQ-32B En-De 412.35%
S 6000
Q 3008 . Y= 89.50% |
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Figure 8: Comparison of scoring distribu- Figure 9: Distribution of ThinMQM-32B-human judg-
tions between ThinMQM and QwQ-32B. ment discrepancies across MQM error types.

Scoring Distribution As shown in Figure 8, the primary reason behind the improvement brought by
ThinMQM lies in the calibrated scoring distribution®. Specifically, ThinMQM effectively mitigates
the overestimation problem, aligning the model predicted scores more closely with the human MQM
distribution, particularly in cases with non-error cases. This finding echoes the earlier observations in
Figure 5, indicating that the performance gains from ThinMQM are both meaningful and justified.

Error Typology To analyze cases where ThinMQM-32B diverges from human judgments, we
categorize these discrepancies according to the MQM translation error taxonomy (Critical, Major,
Minor), as shown in Figure 9. The analysis shows that the largest misalignment arises from Minor-
level errors. Moreover, within the Minor category, accuracy/mistranslation accounts for the highest
proportion of discrepancies, highlighting areas where future improvements should be targeted.

Efficiency As illustrated in Figure 1 (b), ThinMQM reduced the unnecessary thinking budget
while maintaining high evaluation performance. This indicates that post-training alignment not only
improves effectiveness but also enhances efficiency. In practice, This represents a substantial decrease
in the computational cost of LRM-based translation evaluation. For example, when evaluating
English—German translations with QwQ 32B under the vLLM framework using four A100 GPUs,
inference time is reduced from 12 minutes per 1,000 examples to 40 seconds on average.

SPlease refer to Appendix B.1 for detailed language-specific distributions due to space limitation.



Table 4: Multi-run evaluation of ThinMQM at temperature 0.6. Table 5: Performance compari-

Each score is presented as Meangyq. over 3 independent runs. son in Hindi-Chinese MQM.
Avg. En-De En-Es Ja-Zh Model Sys. p Seg. T

Model All  SPA (%) Acci, SPA(%) Acc}, SPA (%) Acc, XCOMET-XXL 62.5 47.8
ThinMQM 32B 72.0003 80.7.026 53.1006 80.8002 68.9002 92.5011 559002 ThinMQM 32B 634 57.4
ThinMQM 8B 704004 83.1021 48.6003 81.3.020 68.2001 903013 51.0001 ThinMQM 7B 513 49.1
ThinMQM 7B 70.0002 85.4.011 482004 77.6002 68.1001 89.3004 51.4003 ThinMQM 8B 503  47.5

4.4 Ablation Study

Stability Figure 10 demonstrates that ThinMQM is robust to System-Level Segment-Level
test-time hyperparameter choices. We evaluate performance under QwQ 32B (Source)

various decoding settings and compare meta-metrics’ scores. For
example, QwQ-32B’s system-level evaluation is sensitive under
greedy decoding, whereas ThinMQM remains stable, nit with only
a drop at the segment level. To further verify stability, we conduct
three runs at a fixed temperature of 0.6. As shown in Table 4, the 0 02 04 06 08
low standard deviation confirms that ThinMQM’s performance ThinMOM 328 (Source)
is consistent and not subject to significant random fluctuations.
Overall, these results validate our chosen decoding configuration
as a broadly robust setup for LRM-based evaluation.

Generalization To perform a more stringent out-of-distribution I8 . N B
test on a low-resource language pair, we sourced a recently re- 0 02 04 06 08

leased Hindi-Chinese dataset with MQM annotations [48], which femperature

was published after our LRMs’ knowledge cutoff date. Since this Figure 10: Performance of dif-
dataset contains translations from fewer than four systems, we ferent models under varying tem-
use system-level Pearson p and Kendall correlation 7 as meta- Pperature setups.

evaluation metrics. As shown in Table 5, ThinMQM demonstrates generalization capabilities under
low-resource scenarios, outperforming the xCOMET-XXL baseline.

GEMBAP. = ” " Prompting Templates To further strengthen the
LT comparison between our proposed ThinMQM and
O 2 s 03 g 63 alternative baseline prompting templates, we used
SO AT GPT-40 to paraphrase our GEMBA-MQM prompt
G985 and generated three additional variants, which we
w5 &5 denote as P1-P3. Figure 11 (details in Section B.3)
0 fE) shows that ThinMQM consistently maintains a per-
formance advantage across model sizes. Besides, ad-
ditional interesting observations emerge from these
results. For LRM baselines, large models (32B) are
relatively insensitive to prompt variation, exhibiting
only minimal differences in performance. In contrast, smaller models (7-8B) are more sensitive to
prompts. However, the resulting fluctuations are limited and still do not surpass the ThinMQM.

ThinMQM 7B 69.8

70

65

WMT24 Metrics Avg. Corr.

T T T
RID-Qwen7B  R1D-Llama 8B QwQ32B

Figure 11: Comparison of ThinMQM with
baselines using paraphrased prompts.

5 Conclusions

In this paper, we presented a systematic investigation into LRM-as-a-judge for machine translation
evaluation, exploring their capacity to model the process of MQM assessment task. Our analysis
across various LRMs revealed that there is a need to tailor evaluation materials for evaluation and
they “overthink” simple instances, exhibiting overestimation biases. To address this, we introduced
a simple yet effective method of calibrating LRM thinking by training them on synthetic, human-
like MQM evaluation trajectories. This approach substantially reduced thinking budgets while
improving evaluation performance on WMT24 Metrics benchmarks, primarily by calibrating scoring
distributions and reducing overestimation. Our findings demonstrate the potential of LRMs for MT
evaluation but highlight the critical need for controlled thinking and careful calibration to realize their
full potential in translation evaluation, paving the way for future advancements in developing better
LRM-as-a-judge in MT evaluation. Future work will extend evaluation to more diverse languages.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The first two research questions were answered in Section 3, and the last one
was answered in Section 4.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: We discuss the limitations of this work in the Appendix A.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: For the purpose of approximating Shapley Value, we provided justifications
based on the evaluation scenarios used in the MT evaluation.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have introduced the details of data, models and hyper-parameters for all
the experiments.

Guidelines:
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The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We will attached the code in supplemental materials.

Guidelines:

The answer NA means that paper does not include experiments requiring code.

Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have included the details of data, models and hyper-parameters for all the
experiments in this paper.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Yes. We conducted statistical significance test for all comparison results and
report them in the Table.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The compute infrastructure is described in Section 4.
Guidelines:

* The answer NA means that the paper does not include experiments.
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9.

10.

11.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We have followed the NeurIPS Code of ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: It is a foundational research in large reasoning model.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The research conducted in this paper poses no such risks.
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Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

13.

14.

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We followed the licenses for existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We tend to use Open Source License.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

¢ Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,

or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human

16.

subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
Justification: We reported it in the submission system.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix

A Limitations

Our proposed calibration method relies on synthetic thinking trajectories designed to be “human-like”
and “findings-driven”. However, these synthetic datasets may not fully capture the diversity of human
cognitive processes during MT evaluation. Additionally, since WMT24 includes MQM human ratings
for only three language pairs, previous benchmarks have faced risks of data contamination. Our
evaluations were primarily conducted using the WMT24 benchmarks, which may not represent all
language pairs or domains equally. Lastly, this work follows an “understanding and then improving”
approach. While we focus on analyzing the behavior of the LRM, the current calibration method
primarily targets the efficiency of the thinking process (reducing “overthinking”) and calibrating
scoring distributions. More nuanced aspects of the reasoning process, such as the LRM’s ability to
consistently identify specific error types with fine granularity, may require more targeted or advanced
alignment techniques.

B Supplementary Details

B.1 Language-specific Scoring Distributions

Figure 12 presents all the scoring distributions when evaluating instances of different languages.
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6000 1 4
2 5000 1 71 Human |
S -32B 1
5 4000 QwQ | ]
g 30001
8 | ]
beg 2000
1000 1 1 —
01— T T - e T T T T . T - T 7 T —
=25 =20 -15 -10 -5 0 =25 =20 -15 -10 -5 0 -25 =20 -15 -10 -5 0
6000 1 4
% 5000 | 7] Human 1 H
11 ThinMQM-32B ]
§ 4000 4 |
2 3000 4
53 '8 J
3 000 1 A
g 2000 / J
1000 1 1 1 ;/
0+ - - *‘_T'\/S\ T T T T T — T T r T =50 T
-25 =20 -15 -10 =5 0 -25 =20 -15 -10 -5 0 -25 =20 -15 -10 =5 0
Score Score Score

Figure 12: Distribution of MQM scores for QwQ-32B (top row) and ThinMQM-32B (bottom row)
compared to human evaluations across different language pairs.

B.2 Data Contamination Prevention

To ensure the integrity of our evaluation and prevent data contamination, we implemented the
following rigorous measures. For all LRMs evaluated, we rigorously verified that their official
knowledge cutoff date or public release date precedes the release date of our evaluation benchmarks.
This chronological separation guarantees that the models were not exposed to the test data during
their original training phase. Our synthetic training data, ThinMQM, is derived from the WMT23
dataset. The source data utilized for the synthesis of the synthetic set was finalized prior to the public
release of the WMT24 MQM evaluation benchmark. This temporal order ensures no overlap between
our training data and the final test set. To provide full transparency, we detail the relevant dates for all
major components used in this study in Table 6.

B.3 Supplementary Ablation Results

Effect of ICL Demonstrations We further analyze the effects of ICL on the baseline model in
Table 7 using QwQ-32B model. The results indicate that ICL is generally beneficial, improving the
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Table 6: Knowledge cutoff and release dates for all models, data sources, and benchmarks used in
this work. This chronology confirms the prevention of data contamination.

Component Type Release Date / Knowledge Cutoff
WMT24 MQM Evaluation Benchmark Oct 4, 2024
Hindi-Chinese Expert MQM  Evaluation Benchmark Nov 26, 2024
- QwQ32B 1 LRM Sep 19, 2024 (Qwen 2.5 Base)
R1-Distill-Llama 8B LRM Dec, 2023 (Llama 3.1 Base)
R1-Distill-Qwen 7B LRM Sep 19, 2024 (Qwen 2.5 Base)
S WMT23 Training Data Source ~ Aug 10,2023

Table 7: Effects of ICL. The highest value in each block is bolded.
En-De En-Es Ja-Zh Avg,

Model SPA (%) Acci, SPA (%) Acci, SPA(%) Acci, SPA (%) Acci, All

q q

QwQ 32B
Joint  81.7 44.2 72.2 68.0 92.5 44.3 67.2 821 52.2
—w/ICL  80.6 42.9 68.4 68.0 90.2 43.5 65.6 79.7 515

Sre. 79.8 46.8 76.2 68.0 91.9 46.9 68.3 82.6 53.9
—w/oICL  78.0 44.8 76.5 68.0 92.6 45.7 67.6 824 528

Ref. 84.2 42.9 68.8 68.0 94.2 43.5 66.9 824 515
—w/oICL 748 42.9 64.0 68.0 90.0 43.5 63.9 76.3 515

q

average score for both the Joint and Src. settings, with the Src. variant achieving the best overall
performance. The effect on the Ref. setting is more nuanced; while ICL significantly boosts the
average SPA (%) (82.4 vs. 76.3), it has no discernible impact on the Acc?, score, resulting in an
identical average score of 51.5 for both configurations. These results confirm that ICL is generally an
effective strategy for improving overall model performance.

Table 8: Details of Training configuration.

Hyperparameter Value

Batch size per device 2 for 7B/8B, 1 for 32B
Gradient accumulation steps 4

Learning rate 1.0 x 1075
Training epochs 4.0
Learning rate scheduler cosine
Warmup ratio 0.1

Mixed precision (bfloat16) Enabled

Detailed Results of Prompt Variation As shown in Table 9, the ThinMQM model family still
establishes a strong performance baseline when changing the prompt templates of baselines, out-
performing all other tested model variants across all the scales. Our investigation into prompt
sensitivity for the QwQ and R1-Distill models reveals inconsistent effects. For the QwQ 32B model,
performance is relatively stable, with prompts P1 and P3 matching the GEMBA prompt baseline.
Conversely, for the R1-Distill-Qwen 7B model, prompt P1 provides a notable improvement, boosting
the average score from 61.1 to 62.5. Prompt P2, however, consistently degrades performance across
all models. Most strikingly, for both the 8B and 7B models, the Accg, scores remain completely
static regardless of the prompt, suggesting that while prompt engineering can influence SPA (%), it
fails to improve Accy, for these models, supporting the choice of GEMBA prompting template.
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Table 9: Performance comparison of baseline using different prompts. The highest value in each
model is bolded and the second-best is underlined.

En-De En-Es Ja-Zh Avg.
Model SPA (%) Accy, SPA (%) Accy, SPA (%) Acci, SPA (%) Acci, All

ThinMQM 32B 832 52,5 80.7 692 913 561 851 593 722

QwQ 32B (GembaP.) 79.8 468  76.1 68.0 919 469 82,6 539 683
—w/Pl 778 474 793 680 8.8 474 823 543 683

—w/P2 770 469 744 68.0 937 484 817 544 68.1

—w/P3 793 469 782 680 909 464 828 53.8 68.3

ThinMQM 8B 855 48.6 813 682 905 510 858 559 70.8

RID-L. 8B (GembaP) 71.8 429 785 680 847 435 783 515 649
—w/Pl 745 429 723 680 8.7 435 775 515 645

—w/P2 T1.1 429 655 68.0 843 435 73.6 515 626

—w/P3 702 429 722 680 833 435 752 515 634

ThinMQM 7B 845 485 778 680 89.0 513 838 559 69.8

RID-Q. 7B (GembaP.) 673 429 610 680 838 435 70.7 515 6l.1
—w/Pl 708 429 700 680 796 435 735 515 625

—w/P2 631 429 585 680 824 435 68.0 515 59.7

—w/P3 665 429 696 680 819 435 727 515 62.1

B.4 Scoring Distribution of Different Evaluation Difficulty

Figure 13 presents all the scoring distributions when evaluating instances at varying difficulty level.

C Supplementary Setups

C.1 Training Setups

We train the 7B/8B models using 4 A100 GPUs and the 32B model using 8 A100 GPUs. To enhance
training efficiency, we utilize the DeepSpeed (Zero3) framework’ for offloading. The settings are
detailed in Table 8.

"https://github. com/deepspeedai/DeepSpeed
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Figure 13: Distribution of thinking tokens under different evaluation difficulty.
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C.2 LRM-as-a-judge Prompt

For different prompting templates, we present only one specific evaluation setup as a demonstration.
For the others, we simply remove or add some information.

{Source Language} source:

{Source Text}

{Target Languagel} human reference:

{Reference Text}

{Source Language} translation:

{Translation Text}

Based on the source segment, human reference and machine translation surrounded with
triple backticks, identify error types in the translation and classify them. The categories of
errors are: accuracy (addition, mistranslation, omission, untranslated text), fluency (character
encoding, grammar, inconsistency, punctuation, register, spelling), style (awkward), terminol-
ogy (inappropriate for context, inconsistent use), non-translation, other, or no-error. Each
error is classified as one of three categories: critical, major, and minor. Critical errors inhibit
comprehension of the text. Major errors disrupt the flow, but what the text is trying to say is
still understandable. Minor errors are technically errors, but do not disrupt the flow or hinder
comprehension. Strictly output error classification results in this format:

Critical:

[error_type]-[error_spans] (one per line, use no-error if empty)

Major:

[error_type]-[error_spans] (one per line, use no-error if empty)

Minor:

[error_type]-[error_spans] (one per line, use no-error if empty).

C.3 Auxiliary Scoring Model

Given the translation from {Source Language}to {Target Languagel} and the annotated
error spans, assign a score on a continuous scale from 0 to 100. The scale has following
reference points: 0="No meaning preserved”, 33="“Some meaning preserved”, 66="Most
meaning preserved and few grammar mistakes”, up to 100="Perfect meaning and grammar”.
Score the following translation from

{Source Language} source: “‘{Source Textl}*

{Target Language} translation: “*{Translation Textl}*

Annotated error spans:

“‘{ESA Details}“

Score (0-100):

C.4 ThinMQM Template

INPUT:

{Source Language} source:

{Source Text}

{Target Language} translation:

{Translation Text}

Based on the source segment and machine translation surrounded with triple backticks,
identify error types in the translation, classify them and give a score. The categories of
errors are: accuracy (addition, mistranslation, omission, untranslated text), fluency (char-
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acter encoding, grammar, inconsistency, punctuation, register, spelling), style (awkward),
terminology (inappropriate for context, inconsistent use), non-translation, other, or no-error.
Each error is classified as one of three categories: critical, major, and minor. Critical er-
rors inhibit comprehension of the text. Major errors disrupt the flow, but what the text
is trying to say is still understandable. Minor errors are technically errors, but do not
disrupt the flow or hinder comprehension. For each error span, please deduct correspond-
ing points based on following reference points: -25="Cirtical”, -5=“Major”, -1="“Minor”,
-0.1="Minor/Fluency/Punctuation:0.1”, 0="No-error”.

OUTPUT:

<think>\n Okay, let’s tackle this translation quality assessment task. First, I need to analyze
the translation and classify the errors.

Critical: {Critical Error ESA}

Major: {Major Error ESA}

Minor: {Minor Error ESA}

Finally, I can calculate the final score: {Score Calculation Process}

<\think>

Score: {Final Score}
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