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Abstract

In this paper, we address the challenges of offline reinforcement learning (RL)
under model mismatch, where the agent aims to optimize its performance through
an offline dataset that may not accurately represent the deployment environment.
We identify two primary challenges under the setting: inaccurate model estimation
due to limited data and performance degradation caused by the model mismatch
between the dataset-collecting environment and the target deployment one. To
tackle these issues, we propose a unified principle of pessimism using distribu-
tionally robust Markov decision processes. We carefully construct a robust MDP
with a single uncertainty set to tackle both data sparsity and model mismatch, and
demonstrate that the optimal robust policy enjoys a near-optimal sub-optimality
gap under the target environment across three widely used uncertainty models:
total variation, y? divergence, and KL divergence. Our results improve upon or
match the state-of-the-art performance under the total variation and KL divergence
models, and provide the first result for the x? divergence model.

1 Introduction

Reinforcement learning (RL) [40] learns a policy to maximize cumulative rewards through online
interactions with the environment. However, in real-world applications such as autonomous vehicles
[L6] and health care [61], the trial-and-error nature of interacting with the environment can be both
costly and dangerous, rendering online learning impractical. To circumvent these challenges, the
concept of offline RL has emerged [[17, [18]], seeking to learn an optimal policy from a pre-collected
dataset, eliminating the need for real-time interaction with the environment.

Despite its potential, offline RL faces two significant challenges that impact its performance. The
first challenge stems from the nature of the offline dataset itself. Offline RL demonstrates impressive
performance only when the dataset is of high quality, as exemplified by [41} 9} 52 [18]. However, in
most RL scenarios, the data collection process can be expensive, constrained, and subject to specific
behavior policies. This often results in a dataset with insufficient samples and limited coverage.
The limited coverage of state-action pairs in the dataset presents a substantial hurdle, making it
challenging to fully learn the environment model and the model learned may be inaccurate, leading
to a poorly performing policy. and hindering the discovery of the optimal policy, particularly when

38th Conference on Neural Information Processing Systems (NeurIPS 2024).



the behavior policy is sub-optimal. Existing solutions involve introducing pessimism during policy
learning, by penalizing the reward function for state-action pairs that are not adequately covered
by the dataset, known as the lower confidence bound (LCB) approach [15}33,[19], demonstrating
potential both numerically and theoretically in solving offline RL.

The second critical challenge in offline RL pertains to its vulnerability to model mismatch. As the
offline dataset is collected in advance, it only encapsulates the environment’s information at the
time of data collection. In practical applications, environments often undergo variations due to e.g.,
unexpected perturbations, heterogeneity, or non-stationarity. This inherent variability introduces a
model mismatch between the target environment and the one where the dataset is collected, leading
to significant performance degradation when deploying the learned policy in the real environment.
Robust RL or distributionally robust optimization (DRO) framework is then proposed to address this
challenge [13}128]], which incorporates the pessimism principle to effectively tackle model uncertainty.
By constructing an uncertainty set containing ‘plausible’ environments, robust RL optimizes the
worst-case performance among them, providing a performance guarantee for the real environment.

To summarize, there are two sources of uncertainty in offline RL: Uncertainty from limited data:
This stems from the inherent uncertainty introduced by limited offline datasets and lack of exploration;
Uncertainty from model-mismatch: This arises from distribution shifts between data-collection
and deployment environments, as well as between data-collection distribution and the distribution
induced by the optimal policy. Each challenge can be addressed through its corresponding principle
of pessimism, as in previous works: limited data coverage can be mitigated with reward estimation
penalties (LCB), while model mismatch can be tackled with distribution estimation penalties (DRO).
However, existing approaches often address these uncertainties separately, e.g., [36l 5| 24]], leading
to methodological redundancy or complexity (more discussions and comparisons can be found in
Section[3)). In this paper, we propose a unified framework that integrates both principles of pessimism
into a single robust Markovian decision process (MDP) model for offline RL, offering a clear
and streamlined conceptual formulation and providing improved or matched theoretical guarantees
compared to existing methods. Our major contributions can be summarized as follows.

A unified distributionally robust formulation for offline RL under model mismatch. As dis-
cussed before, offline RL faces challenges including limited dataset coverage and model mismatch.
Specifically, we first tackle the challenge of model mismatch using the approach of distributionally
robust MDP, which optimizes the worst-case performance over an uncertainty set specified by e.g.,
total variation, x? or Kullback-Leibler divergence. We then show that the uncertainty from data
sparsity can be transformed into a data-dependent penalization term that is added to the radius of
the constructed uncertainty set. Our formulation hence unifies the two principles of pessimism to a
single DRO problem that tackles both sources of uncertainty without additional structures and enjoys
an easier implementation compared to existing works.

Augmented design of radius to achieve tight theoretical guarantees. Designing the uncertainty
set for the model mismatch is typically straightforward, often relying on domain knowledge [39].
However, incorporating an additional penalty term to address data sparsity presents significant
challenges. Balancing the conservativeness for less-visited state-action pairs estimation and the
overall performance of learned policies requires careful consideration. In our work, we conduct a
meticulous analysis to understand how the penalty radius impacts the performance of the learned
policy. We then design penalty radii for three widely studied uncertainty set models: total variation,
x? divergence, and KL divergence. Our analysis provides insights into the performance of learned
policies under these penalty radii, showcasing the versatility of our framework across both metric-
based and non-metric-based models. Moreover, our designs enable us to derive tight theoretical
guarantees. Specifically, we improve upon existing results for robust offline RL under the total
variation model [S]], match the state-of-the-art performance under the KL divergence model [36], and
present the first result under the x? divergence model.



2 Preliminaries

2.1 Markov Decision Process (MDP)

An MDP is specified by a tuple (8, A, P,r,v), where 8 and A are the state and action spaces,
respectively, P = {P? € A(8),s € 8,a € A}|is the transition kernel, r : § x A — [0, 1] denotes
the reward function, and vy € [0, 1) is the discount factor. Let S be the number of states and A be the
number of actions. For any transition kernel P, P¢ = (pg’s,)sfe s, where pg ., denotes the probability
of transiting from state s to state s’ after taking action a. The reward of the transition when taking
action q at state s is denoted by r(s, a).

For a stationary policy 7 that maps from state s € § to a distribution over action a € A, it specifies
the probability of the agent taking actions at each state. The value function of a policy 7 is defined as

oo
Vi (s) = Ep [Z yir(se, ag)|so = s,w} , (1
t=0

where Ep denotes the expectation with respect to the distribution induced by the transition kernel
P. Let p be the distribution of the initial state s, the value function under the distribution p is
denoted by VI (p) = Es,[VE (s)]. Let di(s) and df(s,a) denote the state occupancy measure
and state-action occupancy measure of policy m when the initial state s follows distribution p:

dg(s) = (1 =) 22720 V'P(st = slso ~ p,m, P). dip(s, a) = df(s)m(als).
2.2 Distributionally Robust MDP

A robust MDP is defined as (8, A, P, r, v), where the transition kernel is not fixed but lies in some
uncertainty set P. In this work we consider the (s, a)-rectangular uncertainty set:

P =) P, PL={qe A®S): D(¢,P?) < R}, @)

where ®s’ ., means the uncertainty sets for every state-action pair are independently defined, P§
is some nominal transition kernel for (s, a)-pair, D is some function that measures the difference
between two distributions, e.g., total variation and KL divergence, and R is the radius of the
uncertainty set. The robust MDP aims to find the policy that optimizes the worst-case performance
among all possible transition kernels from P. Such a worst-case performance can be characterized by
the robust value function Vi (s):

VE(s) £ min V7 (s), 3
7 (8) mn Ve (s) 3)
which is shown to be the unique solution to the robust Bellman equation [[13]:

Vi (s) = > m(als) (r(s,a) + yope (V) , “

a
with opa (V) = mingepe q"V being the support function of a vector V on the uncertainty set P.

Similar to the standard MDP setting, Vi (p) can also be defined w.r.t. the initial state distribution p.
The goal here is then to find the optimal robust policy arg max, VJF (p).

3 Problem Formulation

In offline RL, the agent does not receive new samples by interacting with the environment. Instead, it
is given a previously collected dataset D which consists of N tuples {(s;, a;, 5, 7)) :i=1,--- N}
The dataset is generated according to some distribution ., i.e., (54, a;) ~ j, and s ~ P¢? follows
the nominal transition kernel P, and r; = r(s;, a;) is a deterministic reward function. As discussed,
due to the potential model mismatch between the environment that generates the offline dataset
and the one in which the learned policy is going to be deployed, we design an uncertainty set that

' A(8) denotes the probability simplex defined on S.



captures such a model mismatch as in (2)), aiming to learn a policy that performs well under the true
deployment environment through the robust RL framework:

7" = argmax VJ (p), where P = ®9’§, Pe ={qe A(8) : D(¢,P?) < R}. Q)

s,a

where R represents the similarities of the two environments. D and R are generally designed by
domain experts, so we do not focus on their design and consider them as pre-settled in this work.

A key challenge here is that the nominal transition kernel Py is unknown, but only an offline dataset
generated from Py is given. Due to the limited exploration and distributional shift, the dataset ‘D may
not cover all possible states or transitions that the agent might encounter in the environment.

To guarantee that a provable efficient algorithm can be designed based on the dataset D, we adopt
an assumption on the distributional mismatch between the dataset distribution and the occupancy
measure induced by a comparator policy 7*. A comparator policy refers to a policy having satisfying
worst-case performance and is set to be the optimal robust policy in many cases, but our approach
can be applied to an arbitrary policy that may not be optimal.

Assumption 1. (Robust single-policy clipped concentrability [36l]). The data distribution p satisfies

. * 1
o A _— min{dg (s,a), 5}
(5,0,Q)ESXAXP (s, a)

< +00. (6)

In Assumption[I} we only require that the dataset covers the state-action pairs that are visited by the
comparator policy, known as partial coverage. When there is no model mismatch, Assumption [I]
reduces to the single-policy clipped concentrability assumption in [19] for non-robust offline RL.

We hence formulate the offline RL problem with model mismatch as the following concrete problem:
Solve the robust RL problem (3)) using only a fixed offline dataset D satisfying Assumption|]

4 Framework Design and Main Results

To simultaneously address the two sources of uncertainty (1) uncertainty arising from the model mis-
match between the data-collected environment and the deployment environment; and (2) uncertainty
in the nominal (data-collection) model estimation attributed to an insufficient amount of data and
limited coverage of the offline dataset, we develop a unified principle of pessimism, and theoretically
characterize the finite sample complexity of the proposed algorithms. Our algorithms are easier and
more efficient to implement than existing approaches, and yield improved or matching results.

Denote N(s,a) = Zf\;l 1(s, a;)=(s,a) as the number of samples that transit from (s, a) in D, where
1 is the indicator function. The empirical transition kernel is then obtained as

i U0 s =(ssars’)
|5(sl,s/ _ { 1 N(eo) , %f N(s,a) >0 %
59 if N(s,a) =0,
and we also define the empirical reward function as
o) = { SRS 020 ®
0, if N(s,a) = 0.

The MDP M = (8, A, P, ) with the empirical transition kernel P and empirical reward function 7 is
referred to as the empirical MDP, representing our estimation of the nominal model from the dataset.

A straightforward approach is to construct an uncertainty set P by replacing the nominal kernel P in
(@) by P:
Pl ={q€ A@®): D(¢.PY) < R} ©)

and solve the corresponding robust RL problem. Although it tackles the model mismatch uncertainty
through the uncertainty set, it generally results in a sub-optimal performance due to the lack of
consideration of the estimation error within the empirical model.



To tackle this estimation error, previous works introduce some additional structures other than the
above DRO framework (9), including a penalty term in reward [36] or an additional uncertainty set
and making it a bi-level DRO [5] (more discussions and comparisons can be found in Section [5).
In this work, we construct a single, unified uncertainty set of environments, showing that such an
estimation error can be incorporated into the distribution uncertainty set and developing a unified
principle of pessimism to address both uncertainties. Specifically, for any s € § and a € A, we set

P? ={q€ A®S): D(q,P?) < R+ 2}, (10)

where k¢ is a function (will be specified later) inversely proportional to N (s, a) that measures the
degree of confidence when estimating the empirical transition kernel; and R accounts for the model
mismatch. Intuitively, for the less-observed state-action pairs, k% becomes larger and we are less

confident and more pessimistic when estimating the transition kernel P¢, and vice versa.

We claim and show later that the additional uncertainty or pessimism by enlarging the uncertainty set
effectively tackles the uncertainty from the limited dataset, and the whole uncertainty set results in a
conservative estimation of the worst-case performance. We then optimize the worst-case performance
under this uncertainty set P, which can be efficiently solved through the standard robust dynamic
programming approach 28] [13]]. Our algorithm is presented as Algorithm[I] For the convenience of
analysis, we modify the vanilla robust value iteration algorithm [13|] by setting the output policy to
select actions that occur in the dataset when there is a tie. Such an output policy always exists (shown
in Lemma|[TT]in the Appendix) and enables us to derive a tighter analysis of the sub-optimality gap.
It is also worth noting that for all the uncertainty set models we consider, our Algorithm|I|can be
efficiently applied with a polynomial computational complexity and a linear convergence rate [13]].

Algorithm 1 Robust Value Iteration for Offline RL with Model Mismatch
Input: D,V =0
Estimate the empirical reward 7 and empirical uncertainty set P according to (8) and (10)
repeat
V() « maxaea{7(-;a) + v05.(V)}
until convergence '
for s € S do
7(s) € {arg max,c 4 7(s,a) + YO pa (V)} N{a: N(s,a) > 0}
end for
Output: 7

In the following sections, we consider three widely used uncertainty set models: total variation,
x? divergence, and KL divergence models. We show that, for all three models, the uncertainty
from the dataset can be incorporated into the uncertainty set as an additional term in the radius, and
with a carefully designed uncertainty set, the optimal robust policy 7 obtained has a near-optimal
performance under the target uncertainty set P, i.e., our approach effectively and efficiently solves
the offline RL problems under model mismatch.

4.1 Total Variation (TV)

We first consider the case of TV defined uncertainty se Specifically, the uncertainty set is con-
structed using D(q,p) = %Hq — p||1 in eq. || Note that when the radius is greater than 2, the
defined uncertainty set reduces to the whole probability simplex A(8). Our first attempt is to set x2
large enough such that the true uncertainty set P falls into the constructed one P, such that the robust
value function of P lower bounds the true robust value function V7, as a conservative estimation.
We note that as long as the true nominal transition kernel P and the empirical transition kernel P are
close: ||P% — P2|| < k% holds with high probability, the triangle inequality implies P C P with high
probability. Therefore, the optimal robust policy 7 provides a performance guarantee for the original
problem (3). Following this approach, we can show the following results.

2Our approach described can also be applied to uncertainty sets defined by other metrics, e.g., Wasserstein
distance and Hellinger distance.



Slog%

SN (s.a) " Then with probability at least 1 — 26, the output policy T of algorithm

Theorem 1. Consider TV defined uncertainty set. For each state-action pair is, a), set K =

satisfies that

Vg’f‘(p)Vﬁ(p)é@(\/m), an

where O notation absorbs universal constants and log terms.

Remark 1. 7o achieve an € sub-optimality gap, a dataset of size N = @(SQC’“* (1—~)"*2?)is
required. This result matches the previous one in [3|].

The construction above is based on distribution, to ensure the resulting uncertainty set P is larger
than the target one P. However, such a distribution-based construction can result in an overly large
uncertainty set and an overly pessimistic policy, as observed in [47,[19]. To improve, one observation
is that we can design a smaller uncertainty set such that the resulting robust value function Vg-f
approximately lower bounds the true robust value function, without using the distribution-based
framework. We hence further design a novel uncertainty set that turns out to be less conservative (the
intuition of such a design will be discussed in the next section).
A

Theorem 2. For any (s, a), let K% = %. For the output policy 7 ofalgorithm with probability
at least 1 — 40, it holds that

VTr* Vfr < @ CW*S + /txiin 12
p (p) = Vi(p) < Ni—r)? |- (12)

Here, [imin = ming o{(s,a) : u(s,a) > 0} denotes the smallest non-zero entry of the distribution
W that generates the dataset.

Remark 2. Combining the two results, we showed that our approach can obtain an e-optimal robust
policy when the dataset is of size O ((167‘"7)3562 min{%, %}) for the TV defined model. This result
is better than the previous result in [3l], illustrating our approach is more efficient. Moreover, our
framework is much simpler than the one in [J|] and can be effectively solved in a polynomial time

(see detailed discussion in Section ).

4.2 2 Divergence

2
We then study the uncertainty models with the x? divergence: D(p,q) = Y, q(s) (1 -7 E:g) . Note

that x? divergence is not a metric, implying the failure of the triangle inequality and the distribution-
based design as in the previous section. While it is possible to design « such that D(P%, P%) < 2
[31]], it does not imply P¢ C P? and no lower bound guarantee can be obtained.

To address this issue, we similarly adapt the value function-based construction, by taking a closer
look at the error decomposition. The main idea of our distribution-based construction for the TV
defined model is to construct an uncertainty set that is large enough to include the true transition
kernel with high probability. Then the sub-optimality gap can be decomposed as

VE —VE=V§ —VE+ Vi - Vi, (13)
N—— N——
Al AQSO

and Ay < 0 from P? C 1]3‘5‘ which however fails under non-metric models. On the other hand, if we
further decompose A, as

VE-V§ =VI - VI+VI-Vg, (14)
—_—— Y
A2y Age

where P is the empirical uncertainty set (9). We note that Ay is the concentration error due to the
limited dataset, which is independent of the term ¢ (ignoring the dependence of 7 on « for discussion



connivance); Ay; will be a negative term since P C P, thus we should set the term « such that the
negative bound on Ay, cancels out with the concentration bound on Ass, leading to a non-zero yet
tight overall bound on A,. Instead of ensuring the uncertainty set inclusion, we directly ensure the
bound on the value function difference A, is small. Clearly, the clue function-based design can be
applied to both non-metric and metric models, and is less conservative than the distribution-based for
the metric models, since closeness in distribution is stronger than the closeness in value functions [47]].
This observation results in our second design for the total variation model in Theorem 2} showing an
improvement in sample complexity.

Based on this intuition, we present our radius design and results.

Theorem 3. Consider x? divergence-defined uncertainty set. For any (s, a), let k¢ = o) ( ]\}('g }2) )

When N > O (ﬁ), with probability at least 1 — 46, the output policy T of algorithm

satisfies

VE (p) ~ Vi (p) < O ( ]\m> : (15)

Remark 3. To achieve an e-optimal robust policy under the x? model, our approach requires the

total number of samples
-( C™S S
N=0 .
( e ov e, )
—_——— ——

e-dependent burn-in cost

Our sample complexity has two parts: the e-dependent part which dominates as the accuracy €
decreases, and a fixed amount of burn-in cost, whose existence is because we cannot expect to learn a
near-optimal policy when the dataset is too limited. When the desired accuracy € decreases, the first
term dominates the overall complexity, resulting in the asymptotic result presented in the theorem.

Our approach and result stand for the first concrete study for offline robust RL with x? divergence-
defined uncertainty sets. It is also worth noting that our sample complexity asymptotically matches the
sample complexity of the model-based robust RL with a generative model [38]]. These observations
hence demonstrate the optimality of our results and the effectiveness of our approach.

4.3 KL Divergence

In this section, we consider the KL divergence defined uncertainty set, i.e., D(p,q)

> p(s)log %. Similarly, KL divergence is not a metric, we hence adapt our design discussed
above for y? models here. The following theorem presents our design of the uncertainty set and
sample complexity results.

Theorem 4. Consider KL divergence defined uncertainty set. For any (s,a), let k% =
2(1+R)N3s

1 - , 8log + . L. L
o W, if N > Mrﬂ%ﬁﬂfm, then with probability at least 1 — 49, the output policy 7

of algorithm[l| satisfies
. . - cm™ S
VF —VI3(p) <O _ | 16
P (p) P (P) —= < (1 . ’7)4NPmin) ( )
Here, P, and Ismin represents the minimal non-zero entry of the nominal transition kernel P and

empirical nominal kernel P.

Remark 4. Similarly, for the KL divergence model, our approach requires a total number of

0 (uj)lps — + 5 1# - ) samples to find an e-optimal policy. The sample complexity also

contains two parts, an asymptotically dominated term and a fixed burn-in cost. Our result matches
the one of [36] and is better than the one of [J]].

To summarize, our unified framework can be adapted to different uncertainty models and solve offline
robust RL problems, offering improved or matched sample complexity results and a more efficient



implementation. More discussion can be found in Section [5] We also provide some numerical
experiments to verify the effectiveness and efficiency of our algorithm, which can be found in
Appendix [A] Under all three uncertainty set models, our algorithm enjoys a smaller or similar
sample complexity compared to LCB approaches, and always outperform the non-robust dynamic
programming approach.

5 Related Works

5.1 Comparison with prior art

In this section, we compare our works with the most related existing works [36} 5], where offline
RL with model mismatch is studied. Compared to them, our methods enjoy three major advantages:
(1). A more unified and straightforward framework of single pessimism principle; (2). Improved or
matched sample complexity; And (3). Enhanced computational complexity.

Unified framework for double pessimism principles. In [36], the two principles of pessimism are
separately employed, where a reward penalty term b is used to penalize less visited state-action pairs
in addition to the uncertainty set that accounts for the model mismatch, and the update rule is

V(s) + max {r(s,a)+ vajag(V) —b(s,a)}. (17

Our approach, on the other hand, enjoys a straightforward and simple formulation. Specifically, we
incorporate the two principles of pessimism into a single uncertainty set, developing our unified
principle. Moreover, it is noted that design of the penalty term b is complicated, whereas our
addition term « has a simple and clear form. It is worth noting that although the LCB approach
and ours share a similar updating rule, there is a fundamental difference in the algorithm design
motivation and analysis. In the LCB approach, the penalty term b is designed such that the resulting
estimation V' is less than the true robust value function V7, to ensure the conservativeness of LCB
approaches; Whereas our resulting estimation V' is not necessarily less than V7, since we directly
tackle the distribution uncertainty but not through value function estimations. This hence requires
novel technique innovations in our analysis.

In another closely related work [5]], a double pessimism principle is adopted to address the two
sources of uncertainty, under TV and KL divergence models. Specifically, a TV distance-based

uncertainty set P is first constructed to tackle the model estimation uncertainty from the dataset;

Then centered at each transition kernel P € %, a second layer of uncertainty set @(If’) to reflect the
distributional robustness to model mismatch. They then take the optimal policy of

Viyessz = inf _inf VT (18)

PeP Pca(P)

as the output policy. Although their approach indicates that the data estimation uncertainty can also be
captured by a distributional uncertainty set, they still employ the two principles separately, although
both in the form of DRO formulations. Instead of designing two uncertainty sets as in [5]], we unify
the two types of pessimism and use a single uncertainty set with a composed design of the radius to
address both the model estimation uncertainty and the model mismatch.

Improved or Matched Sample Complexity. In terms of sample complexity, the comparison are
included in Table E} Compared to [36]], our theoretical result matches theirs under the KL divergence
model, and we moreover develop results for the other two uncertainty set models that are not
considered therein. The numerical experiment results can be found in Appendix [A] which further
verify our discussion. Compared with [3]], our results achieve better sample complexity in both KL
and TV models. In the TV model, our sample complexity outperforms [5] in terms of dependence
on S and (1 — «y); For the KL model, our complexity is linearly dependent on .S, while [5] has a
quadratic dependence. Furthermore, as noted in [3], their result’s exponential term can be replaced
by utilizing both P, and pimin, while our (asymptotic) complexity result depends solely on Py, .

Enhanced Computational Complexity. Our algorithms are also better in terms of computational
complexity or practical implementations than both baselines.

The two-layer optimization problem in [S]] is an extension of the model studied in [42] to the robust
setting, both involving non-rectangular uncertainty sets that are NP-hard to solve [50]]. This creates



TV DISTANCE x> DIVERGENCE KL DIVERGENCE

36] x x )

~ * o2 ~ T o2 -1

i3] O(aia) x O (S )
OURWORK  O(%5m min{%5, 2=1)  O(5555E=) O(a=rarp)

Table 1: Comparison with related works on offline RL under model mismatch. In [3], C™, is the

robust partial coverage coefficient [3]], which is similar to C™ ", and the exp((1 — ~)~!) term can be
eliminated with an additional cost on P! ‘and ! .

min

uncertainty regarding the solvability of their models. Specifically, due to the unsolvability of the
non-robust model in [42], an adversarial training-based algorithm is designed in [34] with only an
experimental convergence guarantee, highlighting the implementation challenges of [5]. In contrast,
our algorithm can be implemented with polynomial complexity. Specifically, the total computational
complexity of our algorithm in the TV, CS and KL models are O(S%Alog S),0(S?Alog S), and

O(S2A4).

Compared to [36], our algorithms also offer better computational complexity. Specifically, the penalty
term in [36] requires a complicated computation involving a minimum operator, resulting in an
additional max-min structure in their algorithm update. The comparison/max-min operator in the
LCB algorithm is executed S A times per step, significantly increasing computational complexity. In
contrast, our algorithms have a simple structure and do not require additional operators, making them
more computationally efficient. We also use numerical experiment to further illustrate our enhanced
computational efficiency, in Appendix

5.2 Other related works

We then discuss some of the other related works.

Offline RL without model mismatch. Offline RL focuses on learning an optimal policy from a
pre-collected dataset, and the target deployment environment is identical to the one where the dataset
is collected. Many previous works make the global coverage assumption, i.e., the behavior policy
can cover all state-action pairs, e.g., [35, (7,127,158, 159\ [14} 45 201 21} 64} 41119}, 152} [18] 2, [10]]. This
assumption is too restrictive and is often violated in practice since it requires the history data to cover
all the state-action pairs [12,[1}[11]. Recently, a relaxed partial coverage setting was proposed, which
assumes that the density ratio between the occupancy measure induced by a single target policy and
the behavior policy is finite for all state-action pairs, and the goal is to learn a policy that is no worse
than the target policy. The partial coverage assumption only requires that the history data visit the
state-action pairs that the target policy will visit. Under the partial coverage assumption, optimal
policy can be learned for offline RL incorporated with the pessimism principle facing the uncertainty,
e.g., 15142 1511 1531 133, 162, 160, 37, [19} 163) 147]. However in our setting, we also consider the
potential model mismatch between the two environments, which possibly due to e.g., non-stationarity,
heterogeneity and sim-to-real gap, and formulate the problem as offline RL under model mismatch.

Robust RL. Robust RL [13} 28, |54] aims to tackle the model mismatch in RL, by optimizing the
worst-case performance over the uncertainty set. Existing works mainly focus on the online setting
[48, 149,146l 14,8, 125, 23]] or with a generative model [57, 155} 29, 38]]. Studies for robust RL with an
offline dataset, besides the two mentioned above [36} 5], are developed in recent works including
[24}144.165,(30L 156} 126} 57]. These works either focus on the linear MDPs, or adapt strong assumptions
including global coverage or absorbing states. More importantly, all these works employ the two
pessimism principles separately through the LCB penalty and DRO uncertainty set. Compared to
them, we focus on general MDPs and develop our unified framework.

6 Conclusion and Discussions

In this paper, we investigated the offline RL problem under model mismatch under the most general
partial coverage setting, where two sources of uncertainty are presented: inaccurate estimation of
transition dynamics due to limited dataset coverage, and model mismatch between training and testing



environments. We developed a unified DRO-based framework containing a single uncertainty set
with a composed radius of two parts to tackle the two sources of uncertainty discussed above. Our
approach can be implemented in a much easier and more straightforward way than existing approaches
and can be applied to both metric-based and non-metric-based uncertainty models. Specifically,
we investigated three types of uncertainty sets defined by total variation, x? divergence, and KL
divergence. Our methodology can be easily extended to handle other uncertainty set models. Among
them, we obtain near-optimal sample complexity results that improve or match the existing results
under the total variation and KL divergence models and provide the first algorithm and finite sample
complexity analysis for the uncertainty set defined by the x? divergence.

Limitations. It is in our future interest to extend our unified framework to address large-scale
problems. This includes robust MDPs with latent structures, such as linear MDPs, as opposed to
previous work that uses the LCB + DRO framework, for example [24} 44]], and more general MDPs
with function approximation techniques.
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A Experiments

In this section, we provide simulation results to demonstrate the performance of our algorithm. We
consider two problems: the Frozen-Lake problem [[6] and the gambler problem [40, 65, 36].

For the Frozen-Lake problem, an agent aims to cross a 4 x 4 frozen lake from Start to Goal without
falling into any Holes. The reward is set to be 1 when the agent reaches Goal and 0 otherwise. Due to
the slippery nature of the frozen lake, the agent may not always move along the intended direction.

We formulate the gambler problem as an infinite-horizon MDP. A gambler engages in a betting game
based on a sequence of coin flips. The gambler wins the stake when the coin lands on heads and loses
it when the coin lands on tails. The probability of heads for the coin flip is p = 0.6. The game begins
with an initial balance and ends when the gambler’s balance either reaches 20 or 0. The reward is set
to be 1 when the state reaches 20 and 0 otherwise.

A.1 Comparison under the total variation uncertainty set model

We first evaluate our algorithm under the total variation uncertainty set. We adapt the construction in
[36] to design an DRVI-LCB approach for the TV defined uncertainty set as a baseline, and implement
the two variants of our algorithm: distribution-based design and value function-based design. The
robustness level R is set to be 0.1. We generate the dataset according to u(s,a) = % + L’T:"
where 7 is a random action, and 7*(s) denotes the optimal robust policy. Clearly the dataset satisfies
the partial coverage assumption [I}

We run the algorithms independently for 10 times and plot the mean of the sub-optimality gap and
mean plus and minus the standard deviations of the 10 runs as the envelop. It can be seen from
Fig[T] and Fig. [2] that the value function-based construction has a smaller sub-optimality gap and
converges faster than the distribution-based construction and the DRVI-LCB, which demonstrates
that our algorithm is less conservative and more effective.
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Figure 1: Frozen-Lake: TV Distance Defined Uncer- Figure 2: Gambler: TV Distance Defined Uncertainty
tainty Set Set

A.2 Comparison under the x? divergence uncertainty set model

We then compare our algorithm with the DRVI-LCB under the y? divergence model. Similarly,
we adapt their penalty term design for the uncertainty set, and run the experiment under the two
environments. We similarly generate dataset following i constructed above and run the algorithm
for 10 times. The robustness level R is set to be 0.1. It can be seen from Fig[3|and Fig[] that the
non-robust DP converges much slower to the optimal policy, whereas our approach has a similar
convergence rate to the DRVI-LCB to the optimal policy, which validates our theoretical results.
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A.3 Comparison under the KL divergence uncertainty set model

We then compare the performance of our algorithm and the one in [36] under the KL divergence
model. We similarly generate dataset following ;4 constructed above and run the algorithm for 10
times. The robustness level R is set to be 0.1. It can be seen from Fig[5|and Fig[6] that the non-robust
DP converges much slower to the optimal policy, whereas our approach has a similar convergence
rate to the DRVI-LCB to the optimal policy, which validates our theoretical results.
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Figure 5: Frozen-Lake: KL Divergence Defined Uncer- Figure 6: Gambler: KL Divergence Defined Uncer-
tainty Set tainty Set

We further run the three algorithms on the two uncertainty sets for the gambler problem. The
robustness level R is set to be 0.2. From Fig. [ and Fig. [f] it can be seen that the non-robust DP
converges much slower, whereas our approach solves the problem efficiently. Compared to LCB
approaches, our method enjoys a similar performance and convergence rate, further demonstrating
the effectiveness and efficiency of our approach.

A.4 Execution time

To illustrate our computational efficiency, we implemented the LCB algorithm from [36] and our
DRO algorithm under the KL. model, monitoring the execution time of both methods while learning
the same policy from the same dataset. We plotted the execution time for each dataset versus the
size of the dataset in three environments: Gambler’s game, Frozen Lake, and N-chain. As shown in
Appendix[A.4] our algorithm consistently requires less execution time across all three environments,
demonstrating lower computational complexity.
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B Proofs of Section 4.1

Lemma 1. For each state-action pair (s, a), set

o |Slog %
s = 2N(s,a)’
Then with probability at least 1 — 6, P* C P2

We then present the sub-optimality gap in the following theorem.

Proof. For the (s, a) pairs with N (s, a) = 0, the statement is trivial due to the fact that P* = A(S).
It is hence sufficient to consider the pairs with N (s, a) > 0.

By directly applying the Hoeffding’s inequality [22]], we have that for each pair (s, a, x),

P(|P?, — P2, | > k) < exp (—2N(s,a)k?). (19)
It hence can be further shown that
. Slog SA
P — PO <) ot 20
P2 =Pl <\ 5o 20)

simultaneously for any (s, a)-pair with probability at least 1 — 0.

Now consider any g € P%, it holds that ||¢ — P%|| < R. Hence

Na a Da a Slog%
||q—Ps||SHq—PsH—FHPS—PSH§R+ m, 2n

which implies that P C P% for any (s, a) with probability at least 1 — 4. O
Theorem 5. For the output policy 7 of algorithm([I| with probability at least 1 — 26, it holds that

V)=V < s Slogzjguii% 7 22)
Proof. First note that
Vi Vg =V§ VI + VI -Vi. (23)
Due to the fact that P C P® with probability 1 — 4, it holds that
VI <Vg, (24)
and hence
Vi —VE<Vvi —VI. (25)

It can be further bounded as
Vi (s) = Vi (s)
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= r(s,7°()) + 703 (VE") — max{r(s,a) + 152 (V)

P
(s, 7%(8)) £ 70t (VE) — 15,7 (5)) — 167 (VE)

=y0i(V§) =55 (VE)

=105(V§") =103 (V) + 105 (V) =135 (Vf)

<P (VE = V) +908(V5) =150 (V) (26)
where (a) is from T = arg max, V3, and the last inequality is from the fact Py, € P? and hence
ol(VF) < (Pp)iVE .
Applying the inequality above recursively implies

Vi) = Vi) < 7 Zd* (Vi) = oz (V) @7)

Note that

<de o (VE) = 65(VE)| + 0 (28)

L—v\ 2Nu(s,m*(s)) ’
where the last inequality is from

l6*(VE) = & (V)

@ mgx{ 2 [P2(VE ) — Rspan(V} — 1)}
_ og@; {ﬁ;( T~ \) — (k% + R)Span(VZ — )\)} ’}
¢ max Oglgx { “(VE = \) + RSpan(VZ — \) — P5(VE — ) — (k% + R)Span(V — )\)} ‘}
{of@f |rsSpan(V} — /\)I} ) (29)

where (a) is from the dual form of o5 (V') and () is from the fact that | max, F'(z) — max, G(z)| <
max, |F(z) — G(z)|.

.. /Slog SA . log 24 log 454 Jog 24
From the definition of k¢ = “Z]\c,’i 3) , it holds that x} = \/215(2%%)) < \/852](373;“(5 w*?f))é and

hence
1 \/ 85 log # log %

*S 30
iSpan(V5 = IS T\ SN, m () 0
To further bound (28], we first note that
Zd* s,a)lo(V5) = 62(V)l
<o Y ds (si) max [PEVEL - PV, 61
— _(s,a) max SlVEIa — PSIVT Al
=1_ y v P& OS)\Sﬁ P A P A
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which is from the dual form of o5 (V), i.e.,

opa(V) = Oglgx {PSIV]x — Span([V]y)}, (32)

and [V]a(s) = min{V (s), \}. We then involve (20), and it holds that

1 * * T A~k T
ﬁ dp (Saa)|05(vja)*ffs(v5>)\

S,a

S de s, a) [ X \PZ[V;]/\—ﬁg[V;])\\
_ 0SS 1L

1 . 8S log 24 1og 454
e PR ¢mw&w»)

1 \/SSlog SA log =24 4SA

< (33)
1=V 2Nu(s,7*(s ))
Plugging this inequality to and from the definition of C™ , we have that
. 4S5 log == 45‘4 cr
_VF Bt T 4
VT ( ) Vg> (5) (1 — ) N’ (3 )
which completes the proof. O

Theorem 6. For the output policy 7 of algorithm|[I| with probability at least 1 — 44, it holds that

~ _ (™ L c™ S +
( ) ( ) . 35)

Ni—v2 NI

Proof. Note that Lemma 8 of [36] states that with probability 1 — §, for any (s, a) pair,

Nu(s,a)
N(s,a) > ——=+ 36
(s,a) 2 8log =42 45 4° (36)
‘We hence conduct our proof under the occurrence of this event. Note that for any s,
VE (5) = Vi (s) = Vi (s) = Vi (s) + VI () = Vi (5) . (37)

(A) (B)
From Lemma [2]and Lemma 3] the above bound can be bounded as

VE (s) = Vi (s)

< (32+ 4\/§) 16¢; log =25~ 4SAN log =3~ 4SA 1
- (1- )QN,umm max{R,1 —~}

2(8K7 + 16) log 254
N/J'min(]- - 7)2
L6K3C™ Slog 454 (128K3 + 32K, +32)C™ Slog 154
V(1 =7)°N (1—~)2N

8C™ Slog # 2
+ 4K 5 5
N 73(1 = 7)? max{(1 —v), R}
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(TS + L C™ S+ -

o st [OTseEDN .
N(1—7)? N(1—~)?

which completes the proof. O

Lemma 2. (Bound on Term A) With probability at least 1 — 26, it holds that

Vi (s) = V3 (s)

_ 4, [16K3CT Slog 454 (128K3 + 32K, + 32)C™ Slog 52
B (1 =7)°N (1—=7)2N

K 8C™ Slog % 2 (39)
? N 72(1 = v)? max{(1 — ), R}’

Proof. To bound term (A), note that

= r(s,7(5)) + 903 (V§ ) — max{r(s,a) + 152 (VZ)}
(a) . .

< r(s,m(s)) +yo (Vg ) —r(s,m7(s)) —vo5 (V)

=0l (VE ) = 155(VE)

=0 (VE ) - Yoi(VE) + 05 (VE) =55 (V)

<AP)i(VE = VE) +70i(VE) — 765 (VE), (40)

where (a) is from 7 = arg max, V3, and the last inequality is from the fact P € P} and hence
oL (VE) < (Pp)iVE

Applying (@0) recursively implies

Vi (s) = Vi (s) < li Y o db (@)lon(VE) =2 (V). (41)

v

Note that

. 16C™" Slog %

— T (42)
(1—7N
where the last inequality is from

6% (VE) = " (Vi)

(@) {
= Imax

—  max {ﬁ:(vg —A) — (ki + R)Span(V7 — A)} ’}

1
0<A< T

(b) {
< max

S

max {ﬁ;(vg — \) — RSpan(V — /\)}

1
0<A< i

1
0<A< 1o

max {ﬁ;(ug —\) + RSpan(VZ — \) — PX(VF — \) — (x% + R)Span(V — /\)} ‘}
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< max{ max, |/$§Span( 573_ A)|}, 43)
(a)

where (a) is from the dual form of o5 (V') and (b) is from the fact that | max, F'(x) — max, G(x)| <
max, |F(z) — G(x)|.

Since N(s,a) > N”(i;‘/l , from Assumption we have that

8log
1 8log =22 4SA 8C™" log # < 8C™" log % (S n 1 )
N(s,m(s) = Np(s,m* ( ) ~ min{dp_(s,7(s)), 5} N ds_(s,7m*(s))
(44)
From the definition of k% = m, it holds that k* = N(s;*(s)) < Nil(of:f“’:g)) < 8 ﬁg# (S+
1
W) and hence
80” log 454 1 1607 Slog 454
dp_ (s, a)Span( d* (s,a) (+* )<
2 by () <2 T Gl ey T— )N
(45)
To further bound [@2)), we first note that
—Zd* s,a)los(V§) =63 (V)
S Zd* s,a 0<T33\PZ[V£]Afﬁ§[V§]A\, (46)
<35
which is from the dual form of a?(V), ie.,
op: (V)= max {P{[V]x —Span([V]))}, (47)
0<SA<S =
and [V],(s) = min{V (s), \}. We then utilize Lemma|[15|and @4)), and it holds that
1 * * 7T Ak T
T > b (s,a)|os(VE) =65 (VE))
de s,a) max  |PY[VI]\ — PV
<AL
1 K
< — dp K
ST L TG
1 8K,C™ log 454 1
< - ds (s, —5(5 -
_1—782; Po(5:0) (1-7)N " .
16K,C™ Slog 234 K,
< 0 d*
16K,07 Slog 34 [,
< dy
Ay
Varp. (VI) — Varp_ o (VT
0 |Varp. (V) e ﬂ>)|’ 48)
N(s,a)
Az
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‘We then bound the two terms as follows.
Bound on Term A;
We first claim the following inequality:
Vi = APLVE +21y6" (V) — o™ (V)] = 0.

To prove (@9), we note that

> Q% (s, 7 (s))

= #(s,7%(s)) + 155 (VZ)

= (s, 7 () +Y(Pp)iVE —v(Py)iVE + 65 (VE)
= (s, 7(5)) +(Pyp)iVE +765(VE) — 05 (VE)

> (s, 7 (s)) +7(Py)sVE — 2165 (V) — yoi(VE)],

and hence for any s € 8,
VE(s) = v(Pp)iVE + 20063 (VE) = 1ol (Vi) = #(s,m"(s)) = 0,
which proves (@9).
Now with (@9), we first note that
(V5 o V) = (PR V) o (P V)
= (VZ = APLVE) o (VI +~PEVE)

P

< (VE = APEVE + 276" (VE) — 0™ (VE)]) o (VE +~PEVE)
2 % Y- F * T

<1z (Vf*’)’P VI +2y6*(VE) — yo " (VE)]),

where the last inequality is due to the fact HV7r +7P%, V7r | < 1= and ®@9).
We first have that

de s)Varp.)- (V’?)

sSES
= (dp,Py(V§ o VE) = (Py V) o (Py V)

P
(a) * T T 1 7T 7T 2

< < Py Po (VG o V) — T(V o VE) + 21=7)
1 2 . 4
S(VE V) + —— (I — AP )VE +
’7( ga) 72(1_7)( V) P

®) T 7
S P?P (V OV)—

* 1 T T 2 T 4 ~ % T
= <dP‘~/a ;(’YPV —DVF o Vi) + =T =Py)Vi + ﬁhff (V7

721 —1)
= 3 )T = Pg) (2 o Vi) 4 s VE ) e s

(VZ =Py Vi + 216" (V) -

(© T 1 T T 2 T 4 * ~ % T *
1 VoV 4+ VE) 4 Vi) —
(I=7)p ( 7( f 3’)+72(1—7) ?)+72(1—7)<PV’70( 5) —v0"(
2 L . o _
< EpTVEE @y e (VE) — yot (VE
—72p (P+,y2(1_,7)< Py [vo™ ( 3)) yo* ( g:)|>
< e e b (V) =90 (V)
— 1 |70 5) — V0 7 )
I B ) A 7 7
where (a) is from (32)), (b) is due to v < 1, (¢) is from the definition of visitation distribution.
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Note that by Cauchy’s inequality, dp \/Var(p )= ( V’T \/Z dp s)Varp)- (V ),
hence

Var(p- )a (ng)

> s o

8C™ (S + 7= }S a)) log #Var(pv)g(vg)

P~ S
< = v
— ;dp\_] (S’a’) N
8C™" log 4SA 1
= d* (s,a) —— ) Var V7r
Z dP(,(S7 )) (Py)e «(V3)
|8C™ log 454 e 1
< g Zd* s CL Var(pv)g(Vg)(\/g-i— m)
P, S,

|8C™ log 454 _
og \/Z dp_(s,a)SVar(pa Zd s,a)Varp ). (VF)
[32C7" S log 434 -

3207 Slog 454 4 _
< 201 = NTER—— {dp s Ve (VE) = o (V)
64C™ Slog 254 1280#*51og% —
S\/ 2(1— )N (I —7)N <dP‘~/7‘U (Vj)>_0 (Vj>)|>

64C™ Slog 254 64K,C™ Slog 234 1
72(1 = )N Y1 =N 2K,
64C Slog4SA+64K20ﬂ*51og#+ 1 s |5 (V) — 6t (VE))
2(1—~)N (1 — )N 20, P 17 e ) Ty
1

+ 91, ey No* (Vi) = 6" (VE)I)

64C™ S'log =5~ 454 6407 SK, log# 1 y - -
TN T N T g e (V) — ot (D))
N 16C™" Slog 4SA (54)
(1- )K2N ’
where the first inequality is from (44) and the last inequality follows similarly as (@2).
Hence, Term A; can be bounded as

N 64K3C™ Slog 494 64K3C™ Slog 454 L g lor(vE) — 6" v
SV 21—y YA =) Nptmin 21— ) P17 ) T
16C™ Slog 454
ﬂ. (55)
(1=7)2N

Bound on Term A,
From Lemma 0] it is straightforward to see that for any transition kernel ¢¢ € P?,

[Varp: (V) — Var,: (VZ)]
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= |Varpg(Vg~7f — min Vg(s)) Var,. (V93 man”( NI
< [IPE = gSlh[|VF — min V()]
< 2R(Span(Vy))

2

= a1 =), B} °0

Hence

" |VarP¢SL (Vj?) - Var(P‘./)g (V£)|
dev(s,a)\/ N(s,a)

3207 Slog 54| Varp. (VI) — Varp ). (VI
< Zd;o (s,a \/ v

/3207 S log 434

= %Zd* S a \/‘Vﬁl‘pa er) Val'(p )a (V )|
[ 3207 Slog 454 2

<\ —=9 dp_

- Z (5,a) v?max{(1 —v), R}

3207 S log 454 2
- N v2max{(1—~), R}

(57)

Thus Term A can be bounded as

3207 S log 454 2
2= Kz\/T (0 7P max{(1—7), K} >

Combine the bounds we obtained for terms A; and A, in (33) and (58), we have that

7Zd* (s,a)los V~)—0( )|

64K3C™ Slog 254 64K3C™ Slog 54 ~ i
d* * T\ Ak T
= \/ 72(1 —v)3N + v(1—~)2N + 2(1— ) ; PV(57Q)|C’S(VT) US(VT)|

N IGCW*Slog# e 320”*Slog# 2 n 16K,C™ Slog 454 4SA
(1—7)2N 2 N ¥2(1 — v)2 max{(1 — v), R} N1 —~)2 ’

(59)

which further implies that

1 * * T Ak T
ﬁZdPV(s,aﬂos(Vj}) - US(V@)

<4

\/ 16K2Cﬂ*31og 454 64K3C™ Slog 254 (32K log 232 + 161log £34)C™' S
(1 =7)*N (1 —7)*N

8C™* Slog
+AK, \ \/ 2(1— max{(l -7), R} (60)

Then, combine (#I), @2) and the inequality above, we have that
Vi (s) = Vg (s)
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8C™ Slog %

< Zd* DIV oV + =y

<4

16K2C Slog 454 (128K% + 32K, + 32)C™ Slog 454
P21 —=7)*N (1—7)2N

UK SCﬂ*Slog% 2 61)
? N 72(1 = y)? max{(1 — ), R}’

which completes the proof.

O

196¢; log 454N Jog 454 . -
Cl(lo_gv)gi\,ﬂ %2 5 then with probability at least 1 — 26,

16¢4 log 4SAN log =5~ 4SA 1
B < (32+4v8
=@ \f)\/ =) Npimin | mac( By 1=7)

2(8K; + 16) log 434
le«min(l - ’7)2

Lemma 3. (Bound on Term B) If N >
it holds that

(62)

Proof. From the robust Bellman equation, it holds that
VE(s) = Vi (s)
= 7(s,7(s)) +w (V”) (s, 7(s)) —v0% (Vi)

(
(
<&§<vf>—<P JTOVE + (PIOVE = o (V)
(PVIOVE = Vi) +7(E(VE) — (Py)I® V)
= =Y, @)E (V) - (PO

A
5

> i, ()67 (V) — (Pp)i™VE), (63)
where (Pv)j(f) = arg {ninqe?’;’(s) q\{f, and (PV)’;T(S) = arg minqegjir(s) qVZ, and the last inequality
is from (Py)3 € PT ) and (P) TV = 0 e (V) < (PV)TVVE.

On the other hand,

V) = (Py)IWVE + (Pp)TOVE — o7 (VF))

> y(67(VE) = (Pp)IOVE + (Py)TOVE — (Py)T0VE)
=v<P )@ (VE - pr>+v< TVE) = (Pp)I@VE)
Zd” (GZ(VE) — (PR @VD), (64)

where (a) is from the fact that Py, € P and hence o7 (V) < (Pv)g(s)ijr.
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Hence we have that

}. (65)

We then bound terms (/) and (/7). Note that the only difference between the two terms are the
visitation distributions, i.e, d’gv and dg‘_/.

11

Bound on Term (/)
We first note that

57 (V3) — (Py) T Vi

=7 (VF) — ol (VD)
<o (Vg) —od (Vi +165(VE) — oS (V) (66)
(Bl) (32)

hence it is sufficient to bound By, Bs.

To bound B1, note that

67 (VE) — o5 (V)

(@) S7(s) (17 7(s 7 S7(s) (17 7

= ImAaX{Ps( J(VE = N) = (R+ k1®)Span(VZ — \)} *mAaX{Ps( )(VZ = A) — RSpan(V] — M)}
< max{ﬁi(s)Span(Vg -}

()
< (67)

\g

where (a) is from the dual form of the support function [[13] and the last inequality is because
Span(V) < — forany 0 < V' < —7

We then bound Bg. Similarly from the dual form, it holds that

63 (VE) = ol (V)| < max{\(P” =PI (VF =N} (68)
We then apply Lemmal(T3] it holds that

mgx{\(lsf(” —PIN(VE =N}

< K \/C log(4SAN )Val‘p§<s>(‘/rj§r)
T N(s,7(s)) (1 =) N(s,

(69)

s, 7(s))
with probability at least 1 — ¢ and K; = <2 + colog (4SAN ) \/201 log <4SAN2 )) .

Note that for any s, a,
Varp. (ij )

= Val'(pv)g (Vg; ) (Var(pv)a (V~ ) Var(pv) (pr )) + (Val'pg (Vg) — Var(pv)g (Vﬂ];r)) (70)
Hence

\/Varpg,(fo \/Var Py)e (V) + \/|Var(pv (V~ ) — Varp, )« (VF)]
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+/IVares (VZ) = Varge, ) (V7). (71)

Firstly, Lemma 7 of [38] and Lemma[T0]imply that

. | 8Span(V}) 64
(VI < < . 72
Vare, ) (V§) < ~v2 — |/ max{R,1 —~} 72)

To bound \/|Var(pv) (V~) Varp, )« (V])|, note that it holds that \Var(pv)g(vjf) -
Var(p, s (V)| < [V — Vi | thus

> a5, (@)y/IVar e, )2 (VE) = Vare, s (Vi) < [V = Vi (73)

And the last term can be bounded as

) ) 2
o (VE) — (VI <
[Varp. (VZ) — Vare, ). (V)| < v?max{R,1—~}

§ - 8
" ) _ a 3 < T b 1 -
x)\/\Varpz (V:P ) — Varp,,)a (V? ) max{R,1 — ~} 7

Hence by combining (72)),(73) and we have that

(74)

using (56), and hence

Var,- (Vg)

2B N FaFw)

8log 454 Var_: ., (ij)

7 s P:
< Zde(m)\/ N fomi

i IVE — VE| + (8 + V8) ! (76)
~ V' Nfimin v 7 max{R,1 — v}

Thus plug the inequality above and the bound of B; in (63)), we have that

1< 1 S @) - PIVE)

160 lOg 4S'AN IOg 4SA B ~ 1
< Vi _yE
o \/ ]\/v/v’/mm(1 - ) ” > » || + (8 + \/g) maX{R, 1-— ’y}

4K log 454 8log 454
N:umln( - 7)2 (1 - ’Y)QNP'min

(77)

Bound on Term /]

Similarly to the analysis in bounding the Term (I), we have that
53 (V) = (Pp) iV < 167 (VE) = 6T (V)| + 165 (V) — ol (V) (78)

(B1) (B2)

where By can be bounded as

; } ; ;’r(e)
65 (Vg) — a7 (V)] < T—5 (79)

The bound on B, similarly follows as in Term (). Note that
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. K \/c 1 log(4548% Var . (V)
P T N(s,@(s)(1 =) N(s,7(s))

with probability at least 1 — § and K = <2 + ¢ log (45AN ) + \/ 2¢; log <4SAN2 )) .

Note that for any s, a,
Varp: (VZ) = Varp ). (V5) + (Vares (V) — Varp ). (V3)).

Hence

\/Varpg(Vg) < \/Var(p~ ya (V) + \/Varpg(VfT) — Varp, )Z(fo).

Similarly, Lemma 13 of [38]] and Lemma[I0]imply that

# % /8Span V) /
Z dp Var(e, . maX{R 11—~}

And to bound \/Vaer (VZ) — Var(p_ )2 (V), note that

N 2
Varp. (V7 Vi Vi <
| arpa ( g)) arep e ( g>)| = 52 max{R, 1_ 'Y}

from (36)), and hence

7'r 7T 5

Hence by comblmng 83) and we have that

Var ﬂ( )(V~ )

2 O\ NG 7))

~ 8 log %Vﬁrpﬁ(s) (er>
<zde;<s>J 003

N,LLmin

8log =5+ 45‘4 1
= \/ N/me <(8 + \/g) \/ max{R,1 — 'y})

Thus plug the inequality above and the bound of B;, we have that
s TP

16¢q lo 4SAN lo 4SA 1
< R SR (f Y/ Y R —
Numm(l —v)? max{R,1—~}

4K110g# L 810g4SA
Nﬂmin(l _7)2 ( )2N/me1n

Y 7 ~ T T 7(s)1/7
IT < T dp, (s)(&5(VE) — (Py)TWVT)

Then we combine the bounds of terms (I) and (1) together, and we have that

IVZ (s) = VE ()l

160 IOg 4SAN 10g 4SA ~ ~ 1
< VE -V + (16 +2V8)y | —
a \/ Nv,umm(1 - ’7) ” » v H - ( * \f) maX{Ra 1- ’7}'
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1)

(82)

(83)

(84)

(85)

(86)

87)



8K log 454 16log 234 &5)
N,umin(l _’7)2 (1 _’Y)QN,Umin
196¢; log 4S§‘N log #

Due to the fact that NV > =72 Nt
N . 16¢4 log SANI og ==~ 4SA 1
VI VIl < (324+4v8
” P TH _( + \[)\/ ( )QNMmm max{R,l—'y}

2(8K1 + 16) log 454
Z\/vluﬂmin(1 - ’7)2 ’
O

(89)

and hence completes the proof.

C Proofs of Section 4.2]
Theorem 7. With probability at least 1 — 46, the output policy 7 of algorithm[I]satisfies
(1+ R)log 254N Jog 25407 5 yK,S8/1+ Rlog 854 o0

VE (p) = Vi (p) < 40\/
sV N (T~ 2Nt
Proof. Using the similar decomposition implies that
VE (s) = Vi (s) = Vil (5) = Vi () + V() = Vii (5). 1)
(A) (B)
The proof is then completed by combing the following two lemmas O
T
Lemma 4. (Bound on Term A) With probability at least 1 — 46, it holds that
. - (1+ R)C™ Slog 54N Jog 454
Proof. To bound term (A), note that
VE (s) = V3 (5)
= (5,7 (s)) + 7oL (VF) — max{r(s,a) + 3¢ (V])}
(a) . P
< r(s,m(s) +y05 (Ve ) —r(s, 7 (s)) — a5 (VE)
=0 (V) =152 (VE)
=105 (V5 ) =70l (Vi) +107(V5) =335 (Vf)
<(Py)i(VE V”) +705(V3) =205 (V5), (93)

where (a) is from @ = arg max, V7, and the last inequality is from the fact Py, € P} and hence

ol(VF) < (Py)iVi
Applying (93) recursively implies
VE () - 1) = 5LVl (94)

Note that

S dp (2)|ok(VE) — 6V
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< b, (@2 () = 201 + 1 do, (0I63() - 52Vl 95)

The first term in (93)) can be bounded as follows. Recall the dual form of the support function w.r.t.
the uncertainty set P = {q € A(8) : x*(¢||p) < R} as follows:

op(V) = max] {pVa — RVarp(Va)}7 (96)
where V,,(s) = min{V (s), a}.
Applying the dual form further implies that
o2 (VE) = 62(VF)]

go;@% (PY — P)(VE)a <\/RVarpa (VE)a \/RVarPu (VE)a ))’

< P? —PY(VE RVarp: (VI)a RVar;, (V2
< e, [P =P+ max (y/RVare: (V3)) = |/ R¥ar (7)) )|
1Og25'AN _ R
< _ a 37 K _—
=7 N<,x1—w2+m£??w(V%““P<V =/ RVare, (V) O‘+(L—ﬂN’
7

where the last inequality directly follows from the Hoeffding’s inequality [38]] and ——net technique
used in Lemma[T3]

As for the second term in (97), we utilize Lemma([7]and the technique of e-net, which implies that

o8 ((V5)a) = 62(VE)]

\/ lo gQSAN \/ 2R log 24S5AN
<2 +2
~ TV N(s,a)(1 —7)? N(s,a)(1—~)?
2(1 + R)log 248AN R
<4 . 98
: \/ Neal-7)2  (1-7N %)

This hence bounds the first term in (93)). For the second term in (@3), similarly apply the dual form
and we have that

65(V) —as(VE)I
< max

0<a<i (\/RVarﬁ,g((Vg)a) o \/(R + H%)Var.sg((Vg’f)a))‘

,/V o V’r
_\F—F %R—H#HK , arP

14+ R)1 24SAN
< L e s~ (99)
N(s,a)(1—7)?
where the last inequality is from the fact that Var(V,) < =5z forany V < % andany a < 1.

1—~
We now plug (98)) and (©@9) to (93) and (94), and we have that

V() — V(s) < ﬁ a5, (@)|os(VE) — 52(VE)]
RIS (14 R)log 2SAN \/2(1+R)log24‘%‘4N 2R
eI \/N@,w*(x))(lv)?” N m @)1 -2 (1-7)N
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1 RYC™ S 1 24SAN1 4SA
<40\/( +R) o8 o8 (100)

N(1 =)t
where the last inequality is from (@4)). This hence completes the proof. O
Lemma 5. (Bound on Term B) With probability at least 1 — 49, it holds that

vK2Sv1+ Rlog %
(1 - ’7)2Nﬂmin

Vi(s) = Vi (s) < (101)

Proof. Similarly to the proof of Lemma] note that
Vi(s) = Vi (s)
=1r(s,7(s)) +755 (V) = (s, 7(s) =107 (VF)
=160 (Vf) = 70l@ (V)
=67 (V5) =167 (V) + 7670 (V) — 10T (V)
< V(Pv) TVE = VE) + 9670 (V) =10l (V)
<1 Zd” ) (5790 (V) = o7 (Vi) (102)

where (Py)% e = = argmin, () qV§ . We then bound the term &i(s)(vﬁ) — o (V).
From Lemmal6] it holds that
FOVF) = ol (V)
’}/ Z KQS\/ 1+ R
(1—~)N(s,a)
VKQS\A + Rlog 854
(1 - ) N/U‘HIIH ’
which completes the proof. O

(103)

Lemma 6. With probability at least 1 — 0, it holds that for any s € §,

K>Sv1+R
(1 =)N(s,7(s))

—oT (V) + 6TV <

(104)

Proof. We first consider a vector V' that is independent from P.
57(V) —al(V)
max{PT*) (V) — \/ (R+ KL (S))Varls§<5> (Va)} — mgx{P’;f(S)(Va) — /RVarpzc) (Va)}

< PTO)(V,.) — \/ (R + w3 W) Vargsco (Vas) — PTO) (Vo) + |/ RVarpzco (Vi) (105)

where o* 2 arg max, {PT* (V) — \/(R + Rt ))Varlsm) (Va)}, and the last inequality is from
the fact that — max f < — f(x) for any x.

We then construct an e;-net over [0
further have that

5:(V) =i (V)

< PTO) (V) — \/(R + w1 WVargze) (Vo) — PTO) (Vo) + 1 /RVar e (Vo)

< c1 L czVarﬁ,g(s) (Vg) n €1
(L =7)N(s,7(s)) N(s,m(s))  (1=7)

, 725, such that there exists 3 with ||V« — V3| < 1. Then we
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(R4 KIO)WVargeo (Var) + /RVargzco (Vo). (106)

where we use the Bernstein inequality and the technique of €;-net. To bound the last two terms, we
note that

(R + K1) Vargeo (Var) + \/RVargzo (Var)

@) —\/(R+f<:§( ))Var 7 (Va) + \/RVarw (V) — \/RVar w (V) + \/RVar 7 (Va) +

b (s 1
= 7\/(R+ns( ))VarFA,g(.w(Vg) + RVarlaZr(s>(V5) + \/(1_77)

ClVarF»,g(s) (Vﬁ) Csy
*“R< N(s.7(5) +ﬂ—wN®ﬁ@D)’

€1

(1-7)

—

—~

(107)

where we again use the €, -net technique in (a), and apply Lemma 7]in (b). Combining (T06) and
(107) implies that

51(V) = oi(V)

o CQVarlsi'(S) (Vp) €1
< oyt o)
T=)NG 7))\ NsaGs) (=)
B \/ R+m®) )Varg=c (V) + / RVargzc (V) + 1 6,17)
VB ClVarpjm (Vs) Cy

NG () (A= )N( ()

- c1 €1 €1 CovVR
TN AE) =y N T=7) T T=9)N ()

po RClVar ﬂ(s) 5) CQVaI‘A;r(s)(Vg)
_ 7(s) / P
\/(R—‘r Ks Var pr(®) Vﬁ + ,/RVar, 0 V5 \/ + N(s,ﬁ'(s))
C1 + 61 + 61 + 02\/>
~ (1—7)N(s,7(s)) )N (s, 7(s))
+\/Vargsc) vﬁ (,/ o 1/ % Rcl +\f— R+I€W(s)> (108)

Clearly, if we set C' = /c2 + +/RC and

go- ¢, _CR o 1
C T NEAE) O\ N A) O( N@ﬁ@»)’ (1o
then (,/ 50727 ©) +/w G S)) ++vVR-— \/R—i—n? s)> < 0, and hence
57 () _ g7 () C1 €1 €1 02\/R
W) el V) S AN A T Uy VT T A=) NG ()
~ vV1+ R
<O<U—WN@ﬁ®D)’ (10

by setting e; < O(%).

Now to show the claim for Vg , we construct an ex-net over |0, ﬁ]s . By applying the similar trick,
we complete the proof. O
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Lemma 7. For any vector V € |0, ] that is independent with P, with probability at least 1 — 0, it
holds that

ClVar,sg(V) Cy
‘\/Varpg(v) - \/Varﬁg(v)‘ : N(s,a) " (1—7)N(s,a)’ (o

Proof. This result can be derived from the Bernstein inequality for U-statistics [3}32], by noting that

the sample standard deviation , /"< Varp, (V') is an U-statistics and

Varg, ( )

— (112)

Varpa Varpa

D Proofs of Section 4.3

log + . . .
Theorem 8. If N > %’ then there exists some universal constants C1,Cy, such that with
probability at least 1 — 46, it holds that

VE () = Vi (p) < i + O™ log - ERV% A (113)
7 7 NR(l - ) R(l - 7) NPmin ’
Proof. Note that
| e e A A (114)
A A
1 2

The proof completes by combining the bounds on the two terms, shown in the following two
lemmas. O

Lemma 8. There exists a constant Cs, such that with probability at least 1 — 6, it holds that

A< 4 + Cyv/C™ log 2 1TRK;S 5 1)
NR(1 — )2 R(1—7)? NPmin
Proof. From the definition,
Vg(s) = mngg(s,a) > Qg)(s, 7 (s)) = 7(s,7"(s)) + VO (Vj’?), (116)
hence
Ai(s) = VF (s) = VE(s)
= (5,7 (s)) + 705 (Vi) = VE(5)
<0y (VF ) = 705, (Vi)
= YO pr* (V) — YO pr* (ij) + YO pr (Vjir) AL (ij)
g (VE - Vi) + els), (117)

where ¢2 is the worst-case transition kernel of V’r in P7, and (a) is from op.- (VF ) - Tpr (ij ) =
opr (V) = (a7 )(VE) < (a2 ) (V5 — V”) and c(s) £ Y0py+ (V3) = 105, (V).
Recursively applying (117) further implies that
1 .
plA; < f(d;r ,C)- (118)
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‘We moreover rewrite ¢ as
c(s) =709 (V5) = 105+ (VE) + 7052+ (VF) — 7052+ (V5 - (119)

A1 Aip

8 =185 HlaXd S, (0 S — O 5 120

Sy = (81)°. (121)

For s € 81, (216) of [36] implies that d7 (s) = 0.

We then focus on s € 83. It has been shown in [36] that u(s,7*(s)) > 0 and N(s,7*(s)) >
Nmin{%,d7" ()}

12C7" )
Thus Lemmal(I7|first implies that

2(14+R)N3S
~ - 4 C1 log 1—)5

oo (VE) = 05 (VE)| < + :

797 V) =952 V8Dl < R =) T R—2) \| N(s. 7 (s)) mimy B

<4, G 1207 log A2 (122)
T NR(1-7v) R(1—-%)\ min, |5§;N min{,d7” (s)}

To bound A , note that
A2(8) = 7055+ (VE)(8) =705, (VE)(5)

@ max { —\log | P™ ex 7‘/‘; — AR

R g | Fs exp by

Aog [ P™ V3 AR+ ™)
—max( —Alog | PTexp | — — MR+ K3
. —Vr

® max —Alog [ P; exp P — AR

0SAS——L—s A

(1—=7)(R+k

s

. ~Vr .
— max —Alog [ PT exp P — MR+ kT @)
oA —— 1L ‘ A ‘
A (R+xT )

) .
< max (AT ()}

0KAL— L

A=y (R4rT )
H;T"(S)

S 71'*(9)

1=y (R+ks )

" (s)
Rs

< s (123)

(1-7R

where (a) is from the dual solution of KL-divergence, and (b) is due to the fact that the optimal

solutions to both dual forms satisfy \* < (1)(R—1+"(’) [65]], and (c) is due to max f — max g <
-y kg

max |f — g|.

2(1+R)N3S

Then we plug in the definition of /{Q* (s) — 1 \/N(Slof*(s()l)nji)i Bre and using (202) of [36]], we have
that o

o 12 NS 2(1+R)N3S
Apa(s) < —1 SC™ log’ o8 Ty (124)
T (1-9)R Nmin{%,d7"(s)}Prmin
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Combine (122) and (124), we have that

o «;m log 88 log 20ENS J 1207 log 2LERNS

)< TR\ N i Ly P B0 70\ i, PN i L0
4
T NR( ) -

Thus we have that

c) = ng*(s)c(s)
% NS 2(1+R)N3S
_ Zd”*(s) Co C log—log (=T N 4
B s ? (1 _’Y)R NPmmmln{Sa ( )} NR(l _’Y)

. 2(1+R)N3S
@ 4 205 /C" log® (1 ULLRINGS Z 1
~ NR(1—7) R(1 - mln{s, (s)} V NPuin

3
(b) 4 2C, \/C’Tr log? %

- NR(l—’}/)—i_ R(].— ) A]\[Pmin7

(126)

where (a) is from Cauchy inequality, and (b) is from (220) of [36], which hence completes the
proof. O

We then bound the term A,.
Lemma 9.

(127)

Proof. First, note that

<14 (Vg = V5) +b(s), (128)
where g7 is the worst-case transition kernel of V¥ in P7, and b(s) = v(05+ (ng~r ) — o= ( j’j )

Recursively applying (I28) implies

p' Ay < 1%<al§2b>- (129)
We further introduce two sets as follows.
$1= {s: (s, 7(s)) = 0}, (130)
8o = {s: pu(s,7(s)) > 0}. (131)
For s € 81, PT = A(8), hence
b(s) = (05, (V§) — o9z (V5)) < 0. (132)

For s € 85, we have that

b(s) = 103 (V) — 092 (VE))



=052 (VF) = 035 (VE) + 052 (V) — 092 (V). (133)
Hence invoke Lemma[T7] we have that for s € 85, with probability at least 1 — 4,

1 4 C logw
Oan (VE) — 09 (VE) < min ; + 1 (A-¢ _
:PS( y) 2z ( fp) {17 NR(1—v) R(1—7)\ N(s,7(s))min, P7,

(134)

To further bound the RHS of (134), we first note that Lemma 8 of [36] states that if Nu(s,a) >
8log %, then with probability 1 — 4, for any (s, a) pair,

N
N(s,a) > M (135)
8log 5
This moreover implies that with probability 1 — 4, for s € S,
N -
N(s,#(s)) > R T(S) (136)
8 IOg 5
On the other hand, (202) of [36] states that with probability at least 1 — &,
min,, PT L as -
W < min Poa < e? min Pe s (137)
Hence by plugging (T36) and (I37) in (I34) we have that
NS 1. 2(1+R)N3S
_ _ 4 C, 8log =5~ log EE=9r)
(VF) — g (V) < ~ 138
9z (V3) =~ o9 (V5) < NR(I-7) " R(I-7) N (s,7(5))Pmin (139
On the other hand, similarly to (I23), it holds that
03 (V) — 03 (V)
. -VI
= max —Alog | PTexp L — AR
0= =R A
- -Vr _
- max —Mlog [ PTexp [ —Z | | = MR+ )
0SAS—— L —— A
a-m(r+sI)
(a) 1 N
(s
> K5 (139)
(1=7)R
where the last inequality is from the fact that max F' — max G > F'(z) — G(x), Vz.
Combining with(T34) further implies that
03 (V) — 09 (V)
2(1+R)N3S
< 4 n Cy log ﬁ
T NR(1-7) R(1-7)\ N(s,7(s)) min, Isﬁz
4 7 7
by combining (I38) and (139). Thus
_ . 4
o (VE) = 0pr (VI < o 141
UTS( j)) UfPS( ?)_NR(lf’}/) ( )
Hence combine with (129) and (132)), we further have that
4
.
Apg < — . 142
O
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E Auxiliary Lemmas

Lemma 10. It holds that
1

ymax{R,1 -~} (143)

Span (ijr ) <

8log % 8log % .
Proof. Note that when N > 7—7-*— and the fact that N (s,a) = —x,—2—, itholds that

1
N(s,7(s))
8 IOg 4SA

N//fmm
<1, (144)

R+ rT®) <R+

<R+

Denote s* = arg min, V~ (s). Then it holds that
V(%) = {7(s", 7(5)) + 1057 (V3 }- (145)

We denote the optimal action 7 (s) by a in the following proof. Note that there exists a vector ¢% € R,
such that P? > ¢ > 0, and 3", ¢%(s') = 1 — R — 2. This is doable because Y, P(s') = 1
and R + k% < 1. Hence it implies that the transition kernel ¢% + (R + x%)1,, € P%, since
lg? + (B + K1, = P < [lgg = PEll + (R + %) < 2(R + 55).

Hence
Jgpa(V”) < (g% + (R+ ki1, )Vfr
< (R+w)VF () + 45 Vg
< (R+w)VE () + a2l IVF
= (R+ rHVZ (5*) (1—=R—r5)Vz(s), (146)

where the last equation is from 3, ¢2(s') = 1 — R — ¢ and [|[V] || = max, VI = VI(s*).
Plug this inequality in (T43), and it holds that
Vg(s*) = Vinax < 7(s*,a) + v(R + k! )V’T( «) +7v(1—R— K )V”( )
<14+ 9(R+ &) Vimin +7(1 — R — £2)Vinax- (147)
Thus

Voo < 1+’7(R+/€S)Vmin
T 1-9(1-R-k2)
1+7(R+52)Vmin
I
1
<
T 1—~v4+~v(R+ K2

+ Vmin ) ( 148)

which implies that

1 1
< .
" 1—-v4+v9(R+ k%) ~ ymax{R,1—~}

Span(V”) (149)

Lemma 11. Recall the set 8° 2 {s € 8 : N(s) = 0}. Then
(1). For any policy 7 and s € 8°, Vj’;(s) =0

(2). There exists a deterministic robust optimal policy 7, such that for any s ¢ 8°, N (s, 7(s)) > 0.
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Proof. Proof of (1).
For any s € 8°, it holds that N (s, a) = 0 for any a € A. Hence (s, a) = 0 and P = A(S).
Then for any policy 7 and a € A, it holds that
Q% (s,a) = 7(s,a) + VOpa (V3) <AV (s). (150)
Thus
VZ(s) = m(als)Q%(s,a) <AVE(s), (151)

which implies V7 (s) = 0 together with the fact that VI > 0.
Proof of (2).

We prove Claim (2) by contradiction. Assume that for any optimal policy 7, there exists s ¢ 8% such
that N (s, 7(s)) = 0. We then consider a fixed pair (7, s).

N(s,#(s)) = 0 further implies #(s, #(s)) = 0, P1*) = A(8), and

V};’(s) = max Q’;f)(s, a) = Qg(s,ﬁ'(s)) = 7(s,7(s)) + ’yaj)j(s)(Vj’;T) < nyg(s), (152)
where the last inequality is from P = A(8), 7(s,7(s)) = 0, and o47cs) (Vg) < ISVg = jf(s).
This further implies that V7 (s) = 0 because VI > 0.

On the other hand, since s ¢ 8°, there exists another action b # 7(s) such that N(s,b) > 0, and
hence #(s,b) = r(s,b). We consider the following two cases.

(D.Ifr(s,b) > 0, then

Q5 (5,0) = 7(s,b) + 705, (VF) > 0 = Q5 (5,7(s)), (153)
which is contradict to V7 (s) = max, Q% (s, a) = Q% (s, 7(s)).

(). If r(s,b) = 0, Lemma|12|then implies the modified policy f;(7) is also optimal, and satisfies
N(z, f£(7)(z)) = N(z,7(z)) for any x # s, and N(s, f7(7)(s)) > 0.

Then consider the modified policy f; (7).

If there still exists s’ ¢ 8O such that N(s', f£(7)(s")) = 0, then similarly, there exists another action
b # fi(7)(s") such that N(s’,b") > 0. Then whether r(s’,b") > 0, which falls into Case (I) and

leads to a contradiction, or applying Lemma again implies another optimal policy flf,/ (fe(m),
such that N (s, /iy (f; ())(x)) = N(s, fj(@)(x)) > 0 fora ¢ {s.s'}. N(s, il (f(7))(s)) =
N(s, fy(7)(s)) > 0and N(s", i (f;(%))(s")) > 0.

Repeating this procedure recursively further implies there exists an optimal policy 7, such that
N(s,m(s)) > 0 forany s ¢ 8, which is a contraction to our assumption.

Therefore it completes the proof. O

Lemma 12. For a robust optimal policy 7, if there exists a state s ¢ 8° and an action b such that
N(s,7(s)) =0, 7(s,b) = 0and N(s,b) > 0, define a modified policy f (%) as

fi(@)(s) = b, (154)
[ (7)(z) = 7(z), forz # s. (155)
Then the modified policy f§(7) is also optimal, and satisfies N (s, £ (7)(s)) > 0, N(z, f (7)(x)) =

N(z,7(x)),Yx # s.
Proof. Recall that P1) = A(8) and Pb C A(8), we have that

Iy () 15 (%)
VI = vE®, (156)
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where f];ls’ is a modified uncertainty set defined as

(Ph)% = A(S), (157)
(Ph)2 = P2, for (z,a) # (s.b). (158)

Now we have that
VI (5) = Q1™ (s,b) = r(s,b) + 0 0y (Vi ) < v L ™), (159)

which further implies Vf b (ﬂ)( ) = 0. Note that in eq. lb we have shown ij (s) = 0, hence
Iy (%) 71' —

VE®(s) = Vi(s) =

Now consider the two robust Bellman operator T;V (z) = Y, f7(7)(alz)(7(z, a) + VO (5)a (V)

and TV (z) = #(z,7(x)) + v05 () y(V). Tt is known that Vfb( ) is the unique fixed point of the

robust Bellman operator T} and V’r is the unique fixed point of T.

When z # s,

TV (x Z [ (@) (alz)(F(z,a) + 'ya(?b)a(vﬁ))

(a)z (alz)(F(z,a +70( Fo)a (Vj’f))

= 7(2,7(2)) + 70570 (VF)
= TV (z) = Vi (x), (160)

where (a) is from f(7)(x) = 7(x) when = # s, (b) is from (be)”(f”) — pr@),
And for s, it holds that

; (161)
where (a) is from (351;)2 = A(8) and 7(s,b) = r(s,b) = 0 = #(s,7(s)), and (b) follows from the
fact 93?;(5) = A(S).

eq. (160) and eq. (161 further imply that V7 is also a fixed point of T}. Hence it must be identical
to Vfb(ﬂ') Vfb(ﬂ') Vj?
Combme with eq. @, we have

R@E o yh@® _ s
VI 2 vED = v (162)

which implies that f(7) is also optimal with N (s, f7(7)(s)) = N(s,b) > 0. And since f; (7)(z)
7(z) for x # s, then N(z, £ (7)(z)) = N(z, 7(x )) This thus completes the proof.

0ol

Lemma 13 (Lemma 4, [19]). For any §, with probability 1 — §, max{12N (s, a),8log %} >
Nu(s,a), Vs, a.
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Lemma 14 (Lemma 9, [19]). For any (s, a) pair with N (s,a) > 0, if V is an vector independent of
P2 obeying |V < ﬁ then with probability at least 1 — 0,

. 48Vars, (V) log ¥ AN
I(P‘;—P‘;)VIS\/ Al L

N(s,a) (1—7)N(s,a)’ (163)
SIOg%

Lemma 15. For the total variation uncertain set and for any fixed s, a and §, with probability at
least 1 — 0, it holds that

o2 (V) = 62(VF)

1 ASAN? ASAN? c1 log (22482 ) Varp. (V)
<-— |2 1 2¢ 1 P
—N<s,a><1—v>< “”g< >+\/ Og< 5 ))*\/ ’

] N(s,a)
(165)
and
. _ 41 log %
Varﬁ,g (Vj?:) S 2Varpr;(V£) + m (166)

Proof. Step 1: Construct an auxiliary robust MDP. For the state s € 8 and any constant u € [0, 1],

we construct the following MDP M % = (8, A, r5*, P*") with transition kernel P** and reward
rot:

(PP =1, ifz = s; (167)
(P")2 = P2 if & # s. (168)
and
r®(z,a) = u, if v = s; (169)
r®%(z,a) = r(z,a), if x # s. (170)

Centered at M **, we further construct the following robust MDP Mt = (8, A, 335*", o)

(F)s = {(P)5), ifz =5 a7
(P =Pa, ifw £ 5. (172)
(173)

The robust Bellman operator associated with this robust MDP is hence

'i‘s’uV(l‘) - m:;ix{Ts’u($> a) + VO (Ps.u)a (M)}, (174)

and we denote the robust value function w.r.t. it by V**.

Step 2: Prove Vg is a robust value function w.r.t. A/>*" for some u* € [0, 1]. We claim that if we
setu* = (1— W)ij(s) € [0, 1], then the robust value function w.r.t. M**" is equal to V,jf.
To prove the claim, recall that Vg is the unique fixed point of the optimal robust Bellman operator

TV (z) = max{r(z,a) + Y0 5ya (V) }- (175)
For the state s, note that

'i‘s’“VjZ~r (s) = mgx{rs’u (s,a) + VO (Psiuya (Vjir)}
— max{u* +(P*")3(VF)}
a

= mélX{(l - v)ng(S) + 'ijf(s)}
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— VZ(s), (176)
which is due to the construction of M*%” ; And for states x # s, we have that
ri\s,uvg(m) — mgx{’l"87u* (2,a) + V0 (auya (Vj’j)}
= max{r(x, a) + VOa (Vg—f)}
(VE)(x)

7 (2), a7

[
< el

which is from the construction of M %" and the fact that Vg is the fixed point of T.

These two equations hence imply that ijr is a fixed point of the robust Bellman operator T*"",
which further proves the claim.

Step 3: Decouple the dependence of V’r on P by constructing an —-net

Define U = {% : i = 0,1,..., N}. Clearly, U is a 3;-net [43] of the interval [0, 1], i.e., for any
u € [0,1], there exists u; € U, such that |u — u;| < .

Clearly, each u € U is a constant independent with Isf:, hence applying Lemmaimplies that for
any u € U,

. 1 Varp. (Vs log(4¥
‘P:Vs’u _ PZVs,u| < \/cl Og( ) arpa ( ) C2 Og( E; ) (178)

N(S»a) (1=7)N(s,a)

Take the union bound over any (s,a,u) € 8§ x A x U, and we have the following inequality holds
with probability at least 1 — §:

|PaVs,u . FA)aVS,ul < c1 10g(4SAN )Varpg(VS’“) Cs log(4SAN )
s s — N(S,a) (17 )N(S,a)

(179)

Step 4: Approximate |P§Vfr P“V’T| using the ;-net.
As we showed above, there exists u € U such that [u — u*| < % Moreover, note that
(Ve — ysu’|| = [ Touysu — suysa’|
< Tovvsu — vy v || 4 | Ty se — T vy |
AV = VI [ = 0 Gy (V) = 0y (V)]

* 1
s ety L 180
<AV v+ (180)

where the last inequality is from O (Pauya (st“*) = 0(psu*)a (Vs’“*) for any z, a. Hence we have
that

. 1

A T [ g — (181)

[ 1< 7w
We further have that
PVE — PLVS|
< |ngs,u Pavs u| 4 |(Pa )(Vs,u VS ut )l
< 2 o log( 4SAN ) N 1 log( 4SAN )Varpa (V)
~ (=N (1=7)N(s,a) N(s,a)
- 2 c2 log( 4SAN ) L e log (45482 (Varp. (V") + (Varpa (V%) — Varpa (Vsu")))
a (177)N (17 ,(l) N(Saa)
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§ 9 c log(4s‘2N2) ) \/Cl log(4SAN )Varp. (V5 )
T (=N (1=7)N(s,a) N(s,a)
N 1 log(#255— 4SAN2 )|Varpa (V%) — Varpa (V5u")]
N(s,a)
< 2 2 10g(4SAN ) N c1 10g(4SAN )Varpa (Vs:u")
T (=N (1-7)N(s,a) N(s,a)
9+ log( ASAN?
21 log(=5) (182)
N(s,a)(1—~)*’
where the last inequality is from
|Var, (V1) — Var,(V3)|
= lg(Vi o V1) = (¢V1) 0 (V1) — q(Va 0 V2) + (¢V2) o (qV2)]
< lg(VioVi = Voo Vo)l + |(¢Vi + ¢V2)q(Vi — V2)
<2[Vi+ Val[[Vi = V2|
2 —
< 2V = Vall. (183)
L=~
Thus (I82) can be further bounded as
PevZ — V7|
_ ) o 1Og(4SAN ) \/C1 10g(4SAN )Varp«; (Vs,u*)
B (1 _7)N (1_7)N(Saa’) N(57a)
2¢1 1Og(4SAN2)
N(s,a)(1—7)?
1 4SAN? \/ 4SAN?
<— |2 1 2cq 1
S N a)1—7) ( +co og( 5 )+ 1 log( 5 ))
1 log (4SAN )Varpa (Vsur)
184
+ N(s,a) (184)
We note that this inequality exactly matches (127) in [38]], hence the following part directly follows,
which is omitted here. O

Lemma 16. (Lemma 14 of [36]]) For any (s,a) satisfying N(s,a) > 0, and any vector V € RIS

independent of P obeying ||V/|| < ==, with probability at least 1 — 6, it holds that
Gy log %%
opa(V) = 04, (V)] < — (185)
| s( ) TS( )| R(l—’}/) N(s’a)minx F";732

Lemma 17. For the KL-divergence uncertainty set, and for any (s, a) satisfying N (s,a) > 0, with
probability at least 1 — 6, it holds that

_ - 1
opa(VE) — 04, (VI)| < min , + -
795 (V5) = 094 (V) {1—7 NR(1-7)  R(1-7)\ N(s,a)min, P

s,

2(14+R)N3S

Proof. Step 1. We first construct a robust MDP with state-absorbing empirical nominal transition
kernels. More specifically, for each state s and a constant © > 0, define the following transition
kernels for any a € A, x € 8:

(P*)5 & = Ls=a, (187)
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(Po)a, = P2, ifz #s. (188)

s,z

Moreover, define the modified reward function:

r®Y(s,a) = u, (189)
r¥%(x,a) = r(z,a), ifx # s. (190)
We then define the following uncertainty set (P**)% for any a € A,z € § as follows:
(P)s = {1}, (191)
(P*)e ={q € AS) : D(ql|(P**)3) < R+ k3}, ifx # s. (192)

The auxiliary robust MDP is then defined as M " = (P** = ), ,(P>*)%,r5").

Step 2. We next show that if we set u* = (1 — 'y)Vj’;T (s), then the optimal robust value function of
M*"" s identical to V7.

For any state = # s and action b, it can be verified from the definitions that (P**)? = ‘.]32, and hence
mgxx{rs’"* (,0) +yo(psuryp (Vj’j)} = ml?x{r(x, b) + Vo5 (Vj’;r)} = Vj’;r(a:). (193)

For state s, we have that
{75 (5, ) + 10 gy (Vi) = max{u” + 9V (5)} = Vi (5). (194)

Thus we verified that Vg is the fixed point of the robust Bellman operator of M ®*, and hence
identical to the optimal robust value function of M %

Step 3. Define the set U = { - : 1 <4 < N'}. The set U is then a - -net of the interval [0, 1]. Since
it is clear that u* < 1, there exists ug € U, such that |ug — u*| < %

1.
1—v>
Moreover, from the construction, the uncertainty set P is independent of Is‘;, hence invoking
Lemma [T6]implies

On the other hand, for any v € U, since v < 1, the optimal robust value function ||V *%|| <

C log NTS
opa (VY — 04, (V)] < —, (195)
| Pa ( ) Ppa ( )| R(l — 'Y) N(S, a) min,r Pg,m
with probability at least 1 — §. O
Step 4. We further show the following claim:
* 1
[vere = Ve < s (196)
To show (196), for s, we have that
* (@) * S, U s,u”
[V=He(s) = V=¥ (s)] < max|(uo — ") +7(0(psuo)s (V) = 0pasyp (V)]
(<b) 1 Vswo Vs u™*
< AV (s) VI (s)
1 .
< 5 VI (s) = VIr(s)]), (197)

where (a) is from | max f — max g| < max|f — g|, and (b) is from the fact that (P*%)% = {1,} for
any v and b.

And for state - # s, we have that
VU (z) — Vo (a)| < max % (2, b) — P (@, b) + (0 a0y, (VIU0) = 0oy (V)]

(@) .
< Vet —vEe (198)

where (a) is from (P**)2 = P and 540 (x,b) = r** (x,b) for any b € A and z # s.

Hence together we proved (196), which is identical to (240) of [36]. The remaining proof hence
follows exactly the same as [30].
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* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Proofs of all the theorems are provided in the appendix.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Information that are needed to reproduce the main experimental results of the
paper is disclosed in Experiment section.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

44



Answer:

Justification: The code will be released if the paper is accepted. The experiments are
straightforward and easy to reproduce.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We clearly specify all the details for the experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We plot a error bar/envelop to indicate the statistical significance. For 10
independence experiments, we plot the mean and the standard deviation of them as the error
bar.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: No computing resources are required.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We have reciewed the Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no potential societal impact that needs to be specified.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

46


https://neurips.cc/public/EthicsGuidelines

11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: We do not use any existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: We do not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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