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ABSTRACT

Training deep neural networks (DNNs) in solid mechanics is challenging due to
data scarcity. Even when using synthetic datasets obtained from computational
simulations, these datasets have limited size because each simulation is time-
consuming. One way to address this challenge is to use transfer learning, i.e.
finetuning a model pretrained in a different context (e.g., computer vision) such
that it can learn a new task while using less data (e.g., learning the behavior of a
material with a given microstructure). Unfortunately, a model obtained by transfer
learning loses the ability to solve the original task. Therefore, each new task that
is being learned destroys the ability to perform the previous one with the same
model. We present a Cooperative Data-driven Modeling (CDDM) network that
can continually learn tasks without forgetting, accumulating knowledge such that
less training data is required when facing a new task or that leads to smaller pre-
diction test error for each new task. We provide our numerical experiments on
predicting the plastic behavior of different materials using recurrent neural net-
works, as they have been shown to handle history-dependent problems. The full
version is available at https://arxiv.org/abs/2211.12971l

1 INTRODUCTION

Machine learning permeated almost every scientific discipline (Shanmuganathan| 2016; Wuest et al.,
2016; [Schmidt et al., 2019), and Solid Mechanics is no exception (Bessa et al., 2017} |(Capuano
& Rimoli, 2019; Thakolkaran et al., [2022). With all their merits and flaws (Karniadakis et al.)
2021)), these algorithms provide a means to understand large datasets, finding patterns and modeling
behavior where analytical solutions are challenging to obtain or not accurate enough. Focusing
on plasticity modeling, its path-dependency posed a specific machine learning challenge that was
recently addressed using recurrent neural networks, where time (or pseudo-time) can be naturally
incorporated (Mozaffar et al., 2019).

Nevertheless, there is a serious issue that obstructs the synergistic use of machine learning models
by the community. Artificial neural networks, unlike biological neural networks, suffer from catas-
trophic forgetting (McCloskey & Cohen, |1989; [French, |1999; |Goodfellow et al., 2013). Human
beings when learning a new task, e.g. playing tennis, do not forget how to perform past tasks, e.g.
swimming. Unfortunately, artificial neural networks fail at this because they are based on updating
their parameters (weights and biases) for the task and data being considered, but this changes the
previous configuration obtained for a past task (that led to different values of weights and biases).
This catastrophic forgetting has important implications in practice, as illustrated by the following
scenario.

Imagine that Team A of scientists collects computational or experimental data about the constitutive
behavior of Material A, and then trains an artificial neural network to predict the behavior of that
material. In the end, Team A publishes the artificial neural network model and corresponding data
according to FAIR (Wilkinson et al.,|2016; Jacobsen et al.l 2020) principles. Later, if Team B aims
to create a model that predicts the behavior of Material B then it faces two options: 1) collect data
and train a model from scratch for this new material; or 2) use the model developed by Team A
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in an attempt to get a better model for Material B and use less data during the training process.
If the material behavior for B has some commonality with the one for A, there is an advantage in
leveraging the work from Team A. However, the state of the art in the literature is to use transfer
learning or meta-learning methods (Caruanal |1994; |Vilalta & Drissil 2002} |Pan & Yang] 2010; |Tan
et al., [2018)) to adapt Model A and retrain it for Team B’s scenario (Liu et al. 2019; Lejeune &
Zhaol |2020). In this case, the new model obtained by Team B is no longer valid for Team A’s
scenario. Although Team B may create a model that is valid for its purposes, this would not be a
truly cooperative effort with Team A because a general model valid for both scenarios would not
be obtained. This represents a significant challenge to cooperative data-driven modeling because it
discourages different groups from working towards a common model, ultimately leading to many
independent models. Note that the problem gets worst as more tasks accumulate (more materials
and more teams).

A new branch of machine learning called continual or lifelong learning (Thrun & Pratt, |1998;|Zenke
et al.,|2017;|Parisi et al.,2019)) is recently opening new avenues to address the catastrophic forgetting
issue. Despite being at an early stage, we believe that addressing this limitation will unlock a new
era of cooperative data-driven modeling traversing all fields of application.

2  PROPOSED METHOD

We advocate here that architectural continual learning algorithms such as PackNet (Mallya & Lazeb-
nik} 2018) or CP&S (Dekhovich et al., [2023)) enable Cooperative Data-Driven Modeling (CDDM).
The method creates different subnetworks within an artificial neural network that are associated with
particular tasks without forgetting past tasks. For example, in our context, each subnetwork is asso-
ciated with a specific material model for a class of materials with a given microstructure, constituent
properties and external conditions (see e.g., Bessa et al.|(2017)). Architectural methods, however,
are limited by the availability of free neural connections that can be trained for a new task. A par-
ticular advantage of CP&S is that it is based on the NNrelief iterative pruning strategy (Dekhovich
et al., [2021) which was developed aiming to create sparser subnetworks (using fewer connections)
than other pruning methods such as magnitude pruning (Han et al., 2015) or neurons pruning (Hu
et al.,2016). Additionally, although CP&S was implemented in the original article for convolutional
and fully connected networks, it can easily be adapted to GRU networks as shown in this work.

CP&S is based on a set of simple steps to create a group of overlapping subnetworks, each of them
learning a particular task without disrupting the knowledge accumulated by the other subnetworks.
Importantly, the subnetworks can (and usually do) share knowledge among themselves by shar-
ing connections that are useful to each other. This mechanism allows to learn different tasks, and
transfer knowledge between them but avoids forgetting, unlike transfer learning methods. Overall,
cooperative data-driven modeling via the proposed CP&S method is described in Algorithm [T}

Algorithm 1 Pseudocode for training procedure

Require: network N, datasets {D'}L ;. Initialize learning parameters p (learning rate, weight
decay, number of epochs, etc. ), pruning parameters (for NNrelief algorithm: « and the number
of pruning iterations k)

cfort=1,2,...,Tdo

Nt < Pruning(N, D, a, k)
freeze parameters w € N and do not update them again
end for

: return network N that learned tasks 1,2,...,¢ + 1.

A

LSTMs (Hochreiter & Schmidhuber, |{1997) and GRUs (Cho et al., 2014)) have been shown to learn
history-dependent phenomena in mechanics (Mozaffar et al., 2019} (Chenl [2021)). In this work, we
follow the scheme proposed by [Mozaffar et al.| (2019) and use GRU to model the constitutive law
of materials, i.e. the ability to predict the average stress tensor (forces per unit area) of a material
domain when it is subjected to an average strain tensor (displacements per unit length) — see |Bessa
et al.| (2017); Mozaffar et al|(2019) for details. Figure E] shows four examples of two-dimensional
material domains, where each of them represents a particular material microstructure for which we
aim to learn its constitutive law.
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(a) Task A. (b) Task B. (c) Task C. (d) Task D.

Figure 1: Four different material domains defining the four different tasks to be learned. Each task
is a simple square domain of a porous material (a set of holes in a matrix) that is then deformed
by stretching the top edge uniformly according to a defined average strain (displacement at the top
divided by the length of the side edge). Training consists of mapping the average strains (input) to
the path-dependent average stresses (output), where data is obtained from finite element simulations.

3 NUMERICAL EXPERIMENTS

The above-mentioned four different materials have different porous microstructures but the same
matrix phase — a simple von Mises plasticity model |de Souza Neto et al.| (2011). For each task, the
corresponding material domain is subjected to the same 1000 paths of deformation. These 1000
paths are obtained from 100 end displacement values of the top boundary of the domain that are
sampled from a Gaussian Process posterior, conditioned on 20 displacement values sampled from a
uniform distribution for each path. Then the average stress obtained for each path is calculated via
the finite element method using FEniCS (Logg et al.,|2012).

The dataset is made available, and the simulations used to obtain it can be replicated via the source
code. Each presented task was subjected to the same deformation paths to calculate the domain-
specific average stresses. Our notation refers to the average strain as €;.;, and Cauchy stress as
1. where 1:t indicates the ¢ points of strain that form each path (every path has the same number
of points, see more details in Appendix [A.T). Then the learning problem for a single task can be
defined as, 1. = f(€1.t), where a machine learning model M is utilized to find the relationship
f DE1i > O 1t

We highlight that different strategies for sampling the paths of plasticity material laws have been
proposed (Wu et al.l [2020) and that this choice can affect the number of paths needed to train the
neural network up to the desired accuracy.

3.1 RESULTS
To evaluate the performance of CDDM we measure the error &; for every test path ¢ as follows:
L |loyy —oullr | llos —6%llr | lloi, —61lr

=< : : :
"3 llotulle ool F llotallr

100%, i =1,2,...,N, (1)

where N is the number of paths, ||-|| 7 is a Frobenius norm, 6, 55, 6}, € R? are predicted stress
components along path i formed by ¢ points, and o |, 0%,, 0%, € RY are the test ones. To show the
robustness of CDDM to the task ordering, we consider four orders: 1) Task A — Task B — Task C
— Task D; 2) Task B — Task D — Task A — Task C; 3) Task C — Task A — Task D — Task B; 4)
Task D — Task C — Task B — Task A.

Then, we compute the average over all IV test points to compute the final test error:

1 N
ETT:N;&-. (2)
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We train the GRU with 2 cells and 128 units in the sequence of four tasks, see more training details
in Appendix[A.2] We train the first task with 800 training paths, and for each of the following tasks,
we consider the cases of 800, 400, 200 and 100 training paths. We compare these results with the
conventional case (non-cooperative) where every new task is trained with the same GRU but inde-
pendently of the other tasks. Fig. 2] shows this comparison for one of the orderings, where the blue
bars refer to the cooperative model (CDDM) and the orange ones to the conventional case (standard
training). The test error is computed using Eq. [I] It is clear that CDDM significantly outperforms
standard training when we decrease the number of training points. This effect is consistent across
all four orders, independently of which task is considered to be the first. In Table[I] we present
the average error for every task when considering a different number of training points (number of
paths); note that this error is the average over the four task orderings. Figure [5]includes the error
obtained for each task ordering. It is clear that CDDM shows almost the same result if we have a
big amount of training data (800 paths) and starts to outperform standard training with one network
per task when we decrease the number of training paths. The gap for the first task is explained by a
small decrease in performance after pruning and retraining.

Moreover, we learn all four tasks with one network, while four separate networks are necessary for
the conventional case. Therefore, using fewer parameters and achieving better performance which
can be explained by the knowledge transfer that happens between subnetworks (see Appendix[A.3).
In addition, it should be noted that the network still has free space to learn future tasks, although
saturation would occur soon if more tasks were considered because the neural network is small.

Table 1: Test error (%) averaged over four considered task orders.

task 1 tasks 2—4
800 paths 800 paths 400 paths 200 paths 100 paths
standard training 2.02 2.02 2.82 3.75 6.43
CDDM 2.14 1.92 2.18 2.84 3.97
First task: Task A with 800 training paths
8 800 training paths 8 400 training paths 8 200 training paths 100 training paths
8
6 6 6 6
54 54 5 54
OTaskB  TaskC  TaskD OTaskB  TaskC  TaskD OTaskB  TaskC  TaskD OfaskB  TaskC  TaskD
mmm CDDM standard training

Figure 2: CDDM results on tasks ordering A -+ B — C — D.

4 CONCLUSION

This work introduces the concept of continual learning in mechanics and illustrates it by considering
a history-dependent plasticity problem. To the best of our knowledge, this is the first example of
the application of continual learning in this context. We demonstrate that a recurrent neural network
can sequentially learn multiple tasks, without replaying data from previous tasks and without for-
getting — an important distinction when comparing to transfer learning methods, and a key enabler
of cooperative modeling. The proposed method is based on creating task-related subnetworks that
transfer knowledge from each other by sharing neural connections. This is demonstrated to decrease
the number of training data required to learn a new task (in this case, a new material law). The ap-
proach is robust to different task orders. The authors share their belief that the proposed cooperative
data-driven modeling concept has a lot of potential for application and future development.
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A APPENDIX

A.1 DATA GENERATION DETAILS

In this work, an elastoplastic von Mises material without hardening is investigated to create a path-
dependent problem. A fixed-sized square is utilized as a domain and holes of varying sizes and
locations are placed inside the domain to create different tasks. The tasks originating from different
domains can be seen in Figure[I] For all the tasks the bottom part of the domain is fixed and the top
part is deformed according to a uniform displacement in u,, , and u,, , (see Figure E[)

S — S—— Y

Figure 3: A square domain fixed on the bottom and displaced on the top. Displacement is done in a
pseudo-time.

In Figure[d] we show one example of strain and stress paths.
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Figure 4: An example of strain and stress paths.

A.2 TRAINING HYPERPARAMETERS

In Table 2] we present the training details for CDDM. The number of pruning iterations and param-
eter o and retraining epochs refer to NNreilef pruning algorithms.

A.3 KNOWLEDGE TRANSFER

A crucial characteristic of CDDM is robustness to different orderings, both in terms of prediction
error and the number of parameters used for every task. We show the relation between subnetworks
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Table 2: Training hyperparameters.

training learning ~ weight pruning iterations  pruning parameter o  retraining
epochs rate decay epochs
1000 0.01 1076 1 0.95 200

100 —~ 100

Parameters occupied (%)
w
o

Parameters overlapped (%
w
o

60

40
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20

10 l
0

40
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10 l l
0

one task two tasks three tasks four tasks one task two tasks three tasks four tasks
Tasks learned Tasks learned
= orderingl W ordering2  WEM ordering3  WEE ordering 4 mmm orderingl W ordering2  WEM ordering3  WEE ordering 4
(a) Occupied parameters. (b) Shared parameters.

Figure 5: Subnetworks analysis: occupied and shared parameters.

in the case where the first task is trained with 800 paths and all the other tasks with 200 training
paths. In Fig. P[(a), we show which percentage of the total number of parameters is occupied after a
new task is learned. We compare these percentages across four orderings, and in general, we observe
the consistency in the number of used parameters with insignificant differences. This means that the
ordering of tasks has a negligible effect on how many parameters are occupied in the end.

At the same time, in Fig. [B[b), we demonstrate the percentage of shared connections while the
model learns a new task. So, for instance, we observe in ordering 3 that up to 60% of parameters
are assigned to more than one subnetwork when all tasks are learned. Overall, at least 45% of
the parameters are shared between multiple tasks without a negative impact on model performance.
From the figure, it is clear that the changes in the numbers of shared parameters are consistent across
all orderings meaning the robustness of CDDM to different task sequences.
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