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Abstract

Pruning is a widely used technique to reduce the size and inference cost of large
language models (LLMs), but it often causes performance degradation. To mitigate
this, existing restoration methods typically employ parameter-efficient fine-tuning
(PEFT), such as LoRA, to recover the pruned model’s performance. However, most
PEFT methods are designed for dense models and overlook the distinct properties
of pruned models, often resulting in suboptimal recovery. In this work, we propose
a targeted restoration strategy for pruned models that restores performance while
preserving their low cost and high efficiency. We observe that pruning-induced
information loss is reflected in attention activations, and selectively reintroduc-
ing components of this information can significantly recover model performance.
Based on this insight, we introduce RestoreLCC (Restoring Pruned LLMs via
Lost Component Compensation), a plug-and-play method that contrastively probes
critical attention heads via activation editing, extracts lost components from ac-
tivation differences, and finally injects them back into the corresponding pruned
heads for compensation and recovery. RestoreLCC is compatible with structured,
semi-structured, and unstructured pruning schemes. Extensive experiments demon-
strate that RestoreLCC consistently outperforms state-of-the-art baselines in both
general and task-specific performance recovery, without compromising the sparsity
or inference efficiency of pruned models 2.

1 Introduction

Large language models (LLMs) have achieved remarkable success in various natural language
processing (NLP) tasks like commonsense reasoning, math problem solving, and text completion
[1, 2, 3]. However, their large parameter counts demand substantial computational resources for
deployment and inference. To democratize LLMs, pruning has emerged as a key technique to reduce
model size and accelerate inference [4]. Pruning typically involves two steps: weight pruning and
performance restoration. Weight pruning methods can be roughly categorized into structured pruning,
such as LLM-Pruner [5] and SlimGPT [6], semi-structured pruning, and unstructured pruning, such
as SparseGPT [7] and Wanda [4]. These methods estimate the importance of parameters and zero out
unimportant ones to reduce model size. Performance restoration is a critical step in mitigating the
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Figure 1: These figures compare the performance of the original dense model, the pruned model,
and two recovery methods applied to the pruned model: LoRA and Lost Component Compensation
(LCC, ours), which directly adds back components lost due to pruning. The used dataset is BoolQ,
and please see § 3 for experimental details. The left figure shows the logit difference (correct minus
incorrect) of attention heads with/without recovery, and the right figure shows the accuracies of final
model outputs for each method. l[·] and a[·] indicate the layer index and the head index, respectively.
For instance, l12.a16 means the 16-th head at the 12-th layer.

performance degradation caused by weight pruning, aiming to recover model capability by adjusting
weights through language modeling or instruction tuning datasets [8, 9, 10].

As full fine-tuning (FT) still requires substantial computational resources, parameter-efficient fine-
tuning (PEFT) has become the mainstream approach for restoring pruned models. Recent pruning
methods, including LLM-Pruner, SparseGPT, Wanda, and SlimGPT, all adopt LoRA [11] to recover
performance. Although seemingly straightforward, applying existing PEFT methods, such as LoRA-
based approaches [11, 12, 13] and representation engineering [14, 15, 16], to pruned LLMs raises
concerns.

These PEFT methods are originally designed for dense models, where they adapt LLMs to downstream
tasks by training a small subset of parameters. When applied to pruned models, they often overlook
pruning-specific characteristics, such as the need to account for lost information, leading to inefficient
parameter search and suboptimal restoration. As shown in Figure 1, attention heads recovered using
LoRA achieve only limited improvement in logit predictions, resulting in suboptimal performance on
the final task accuracy. In contrast, directly reintroducing the pruned components into the pruned
attention heads (LCC) significantly improves both the outputs of the attention heads and the overall
model accuracy. Built on this insight, we propose RestoreLCC (Restoring Pruned LLMs via Lost
Component Compensation), which explicitly reconstructs critical information lost during pruning to
bridge the performance gap between pruned and dense models.

Specifically, our study in § 3 reveals that important information removed by pruning can be captured
in attention head activations, and reintroducing components of this lost information can substantially
restore the performance of the pruned model. However, this insight also presents challenges, such
as determining which attention heads to select and how to estimate component vectors that encode
critical information for compensation. To overcome these challenges, RestoreLCC incorporates two
main mechanisms: (1) contrastive probing, a general approach that leverages activation editing to
construct contrastive sample pairs and probes a subset of attention heads critical for performance
recovery; and (2) lost component compensation (LCC), which retrieves pruning-induced lost
information from these key heads. This information is decomposed into components, represented as
vectors that capture the lost information directions. We optimize their magnitudes to enable targeted
restoration along these directions, aggregate them into a single informative component, and finally
inject it into the pruned model to recover performance. Unlike existing PEFT methods that restore
pruned LLMs in an unguided manner, RestoreLCC explicitly compensates for key components lost
during pruning, offering a targeted and effective restoration strategy.

We empirically evaluate RestoreLCC against other performance restoration methods across all three
types of pruned models (e.g., structured, semi-structured, and unstructured), on both general recovery
and task-specific settings across a wide range of LLMs of different sizes. Our results show that
RestoreLCC significantly improves pruned model performance under general recovery settings
while maintaining similar inference speed and sparsity ratios, outperforming existing PEFT methods.
Furthermore, under task-specific recovery settings, RestoreLCC successfully recovers task-specific
information and enables higher pruning ratios, where other PEFT methods often fail.
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Contributions. Our main contributions are: (1) We observe that pruning-induced information loss
is reflected in attention activations, and that selectively restoring key components can significantly
recover model performance (§ 3); (2) We propose RestoreLCC, a method that learns the magnitudes of
important component directions lost during pruning and reintroduces them to restore pruned models
effectively (§ 4); (3) Extensive experiments across various LLMs and pruning schemes demonstrate
that RestoreLCC consistently outperforms existing restoration baselines (§ 5).

2 Related work

LLM Pruning. Pruning reduces model size and speeds up inference by removing less important
weights. Unstructured pruning removes individual weights irrespective of position, as in SparseGPT
[7], which uses approximate Hessian-based reconstruction, and Wanda [4], which ranks weights by
magnitude and activation norms. DSOT [17] and ALPS [18] further refine sparsity via optimization.
Semi-structured pruning enforces patterns like N:M sparsity [19], and many unstructured methods
adapt to this format [4, 7, 18]. Structured pruning removes entire blocks (e.g., rows or columns) to
enhance hardware efficiency. Recent methods include LLM-Pruner [5], Compresso [20], LoRAPrune
[21], and SlimGPT [6].

Performance Restoration and PEFT. Pruning methods such as LLM-Pruner [5], LoRAPrune [21],
SparseGPT [7], Wanda [4], and SlimGPT [6] consistently benefit from a performance restoration
step, typically involving fine-tuning on language modeling (e.g., C4 [8], WikiText [9]) or instruction-
tuning datasets (e.g., Alpaca [10]). While full fine-tuning (FT) is effective, it remains computationally
expensive, often requiring days on large GPU clusters. Parameter-efficient fine-tuning (PEFT) offers
a cheaper alternative by updating a small subset of parameters. PEFT techniques include adapter-
based [22, 23, 24], prompt-based [25, 26], LoRA-based (e.g., LoRA [11], AFLoRA [27], VERA
[12], DoRA [13]), and representation-engineering methods (e.g., RED [14], ReFT [15], LoFit [16]).
Among them, LoRA is the most widely adopted in modern pruning pipelines. In addition to PEFT
methods, FLAP [28] proposes a bias compensation strategy to reduce the pruning loss. EoRA [29]
provides a fine-tuning-free approach to recover pruned models by searching low-rank spaces in a
task-specific eigenspace to minimize compression loss.

3 Insight: injecting pruned components back effectively restores models

Preliminaries. We begin by clarifying several key terms and the scope of this study. Current
LLM pruning methods primarily target the weight matrices of both attention and feed-forward (FFN)
modules. For example, Wanda removes 50% of the weights in each matrix within both the attention
and FFN modules (setting them to zero), resulting in an overall sparsity of 50%. Accordingly, in our
work, all weight matrices within the LLM are pruned, and we focus on restoring the pruned
model by compensating through attention heads. An activation refers to the output of a specific
module within the Transformer architecture. A pruned activation is the output produced by a pruned
module. Although its dimensionality remains identical to that of the original activation, it typically
contains less information because the underlying weight matrices have been pruned. Importantly, the
activations themselves are not pruned—only the associated weight matrices are. Sparsity denotes the
proportion of weight parameters that have been pruned.

Pruning inherently leads to information loss, which becomes more pronounced at higher pruning
ratios. In this section, we demonstrate that the pruned activations contain critical information,
including discriminative components essential for downstream NLP tasks. By reintroducing the
components, the performance of the pruned model can be substantially restored.

Recent studies have shown that different attention heads specialize in distinct functions when per-
forming NLP tasks [30, 31, 32]. Motivated by this, we investigate how pruning-induced loss of head
activations affects the model’s retained functional capacity and performance. Let MultiHead denote
the multi-head attention output in a Transformer block with H attention heads. The output can be
expressed as:

MultiHead
(
xl
)
= concat

(
z(l,0), . . . , z(l,H−1)

)
WO, (1)

where xl is the input to the l-th layer, z(l,h) is the output of the h-th head, and WO is a shared output
projection matrix. Denote by z

(l,h)
d and z

(l,h)
p the activations of the h-th head in the dense and pruned
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models, respectively, for the same input. The lost activation can be computed as Eq. 2. Our objective
is to analyze whether δz(l,h) carries critical information that could aid in model recovery.

δz
(l,h)
d−p = z

(l,h)
d − z(l,h)p . (2)

Given N samples, we denote the activation loss matrix for all samples as ∆Z(l,h) =

[δz
(l,i)
0,d−p; . . . ; δz

(l,h)
N−1,d−p] ∈ RN×dh , where dh is the dimensionality of the head activation. To

better characterize the structure of the lost information, we apply singular value decomposition (SVD)
to ∆Z(l,h), as shown in Eq. 3, which decomposes the activation loss matrix into a set of orthogonal
latent components. This formulation enables us to identify the dominant directions of lost activation
information and quantify their impact on each sample.

∆Z(l,h) = U(l,h)Σl,h)V(l,h)⊤ =

dh∑
i=1

σi u
(l,h)
i v

(l,h)
i ≈

K∑
i=1

σiu
(l,h)
i v

(l,h)
i . (3)

For the output z(l,h)p of a pruned attention head, the lost principal components can be approximated
by

c(l,h) =

K∑
i=1

α
(l,h)
i v

(l,h)
i , (4)

where c(l,h) ∈ Rdh , and α
(l,h)
i denotes the average of σiu

(l,h)
i , representing the mean projection

coefficients across samples. Finally, the activation output of the pruned attention head z
(l,h)
p can be

compensated and recovered by injecting the estimated lost components c(l,h) back:

z(l,h)c = z(l,h)p + c(l,h), (5)

where we omit the sample index i in z
(l,h)
i,c and z

(l,h)
i,p for simplicity. To evaluate the predictive

behavior of an attention head’s activation, we follow the theories of LogitLens [33] and prior work
on interpreting LLMs in embedding space [34]. Specifically, we project the activation into the
embedding space and compute its prediction over the vocabulary space:

p(l,h)zc = LM_Head
[
ϕ
(
z(l,h)c WO,h

)]
, (6)

where LM_Head denotes the LLM’s prediction head, ϕ(·) is the layer normalization function, WO,h

is the output projection matrix in WO corresponding to the h-th head, p(l,h)zc ∈ R|V|, V represents
the model’s vocabulary, and |V| is the vocabulary size. Following IOI [35], we compute the logit
difference, defined as the logit assigned to the correct token minus the logit assigned to the wrong
token. This difference directly reflects the model’s confidence and faithfulness in predicting the
correct token over an incorrect alternative.

Empirical Study. To evaluate whether reintroducing lost components can aid in performance
recovery, we conduct an empirical study using BoolQ [36], a widely used commonsense reasoning
dataset. We adopt LLaMA-7B [2] as the dense backbone model and apply Wanda [4], a state-of-the-
art pruning method, to prune the model to 50% sparsity. We randomly sample 1,000 examples from
BoolQ, where both the dense and pruned models are tasked with answering “yes” or “no” questions.
We extract the attention head activations from the pruned model and reconstruct the compensated
activations using the main components, as described in Eqs. 2-5. To quantify model confidence, we
compute the logit difference λ using:

λ = p(l,h)zc [yes]− p(l,h)zc [no] or p(l,h)zc [no]− p(l,h)zc [yes],

We also report final accuracy, i.e., the predictions from the last layer, to assess the effect of component
compensation on the model’s output.
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Figure 2: Logit gain of different attention heads
recovered with principal components.
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Figure 3: Logit gain of attention heads recovered
with different components.

Finding 1. Reintroducing lost components to selected pruned attention heads can significantly
restore model performance. As shown in Figure 1, we use the top-10 (K = 10 in Eq. 4) lost
components to reconstruct the pruned activations. The left figure demonstrates that this compensation
substantially recovers the pruned activations. Specifically, the logit difference is restored to a level
comparable to that of the original dense model. Furthermore, compensating these attention heads
also leads to a notable improvement in the model’s final output accuracy.

Finding 2. Different attention heads vary in importance and exhibit distinct recovery behaviors.
We manually select and examine the outputs of several attention heads, along with their restoration
using the top-10 lost components. To quantify the direct effect of compensation, we calculate the
logit gains as δλ = λrecovered − λpruned, which directly captures the improvement brought by
reintroducing the lost components. Figure 2 shows the recovered logit gains for these heads. The
results reveal that attention heads respond differently to the compensation process, indicating that not
all can be effectively restored using the lost principal components.

Finding 3. Discriminative information may reside in minor components rather than in the
principal ones. Figure 3 illustrates the recovery performance using either the top principal component
or a selected minor component. Notably, since the coefficients of minor components are extremely
small, we scale them by a factor of 1000 for visualization and evaluation. Surprisingly, incorporating
certain minor components can lead to substantially better restoration performance compared to using
the leading principal component.

Extension to FFN. Each Transformer layer comprises a multi-head attention (MHA) module and a
feed-forward network (FFN) module. In the above analysis, we focus on compensating for the MHA
rather than the FFN. To further justify this design choice, that is, using MHA instead of FFN, we
provide additional theoretical and empirical analyses in Appendix A.

To summarize, the above analysis highlights not only the strong potential of leveraging lost compo-
nents for performance restoration, but also several key challenges: (1) How to select pruned attention
heads that are important for recovery? (2) How to determine the positions and coefficients of key
components? and (3) How to apply the findings to more general tasks beyond BoolQ?

4 RestoreLCC: restoring pruned LLMs via lost component compensation

To address these challenges and enable universal performance restoration for pruned LLMs, we
propose RestoreLCC, shown as Figure 4, which consists of two key mechanisms: (1) contrastive
probing, a general method that uses activation editing to create contrastive sample pairs and identify
critical attention heads; and (2) lost component compensation (LCC), which optimizes the magnitudes
of directional components for the lost information. The optimized components are then injected back
into the model to restore performance.

4.1 Contrastive probing

Contrastive Sample Construction. We construct contrastive samples for general NLP tasks to
support activation editing and probing to localize important heads. Given a dataset, either task-
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Figure 4: Overview of the RestoreLCC framework. It integrates two key modules, (1) contrastive
probing and (2) lost component compensation (LCC), to restore the performance of pruned LLMs.

specific (e.g., BoolQ) or general (e.g., the Alpaca dataset), every sample is organized as (q, r+),
where q is the question and r+ is the correct (positive) response. All responses are collected into a
set [r+0 , . . . , r

+
N−1]. We use a sentence encoder, such as MiniLM-L6 [37], to encode all responses.

For each sample, we select the most similar response (excluding the correct one) based on cosine
similarity as the negative response r−. This process converts each sample into a contrastive tuple
(q, r+, r−). Note that this method is universal and can be applied to any dataset. We provide examples
of constructed samples from the BoolQ and Alpaca datasets in Appendix B.

Activation Editing. Recent studies suggest that high-dimensional activations in LLMs are ap-
proximately orthogonal with high probability [38]. An activation can be guided toward a de-
sired generation space by adding a steering vector or a task-specific function vector [39, 32].
For pruned LLMs, we assume the lost principal components can be reintroduced to recover
the activation and restore the correct response. Formally: recovered question activation ≈
pruned question activation+ lost important component. Based on this, the recovered activation
for a question is defined as

zqc = zqp + cq, (7)

where we omit the layer and head indices (l, h) for simplicity. Here, q indicates the activation is
taken from the last token of the question, and the other symbols follow the notation in Eq. 5.

Attention Head Probing. Ideally, the recovered activation zqc should contain sufficient information to
generate the correct response. It should be consistent with the activation of the complete and correct
sample, denoted as zq+r+

d , which is obtained from the last token of the full sequence (including both
the question q and the positive response r+) in the original dense model. Additionally, it should be
contrastive with respect to the negative sequence activation zq+r−

d . However, some attention heads
may be inactive, and certain components may contribute little to performance restoration. In such
cases, the recovered activation zqc may not adequately distinguish between zq+r+

d and zq+r−

d .

In this way, identifying important attention heads can be formulated as a natural language inference
(NLI) task. If an attention head is important and the corresponding component is useful, then the
recovered activation zqc should entail the correct sequence activation zq+r+

d and contradict the negative

sequence activation zq+r−

d . Specifically, activation pairs are constructed as m+ = [zqc , z
q+r+

d ] with

label 1 (entailment) and m− = [zqc , z
q+r−

d ] with label 0 (contradiction). A probing classifier,
composed of a linear layer followed by a sigmoid activation, is trained to assess the discriminative
power of each recovered head activation. The importance of attention heads is then ranked based on
the accuracy of their corresponding probing classifiers.

4.2 Lost component compensation

We now have a list of important attention heads along with their corresponding lost components vi
based on Eq. 3. The goal is to use these components to approximate the missing information and
recover the performance of pruned LLMs.
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Lost Component Estimation. As observed in § 3, the usefulness of a component does not necessarily
correlate with its coefficient. Minor components may also carry critical information and enable more
effective recovery of pruned LLMs. To address this, we consider all possible components. Since
the vectors vi are orthogonal and unit-normalized, we treat each vi as a potential direction of lost
information. We keep these directions fixed and learn a scalar magnitude for each, representing
its importance. Formally, for an attention head, we model its lost component containing important
information as:

clearned =

dh∑
i=1

βivi + b. (8)

Here, vi is obtained from Eq. 3 and remains fixed during training, while βi is a trainable scalar
indicating the importance of each direction. The term b ∈ Rdh is a trainable bias vector for the
attention head, acting as a hedging vector to provide flexibility in cases where important information
lies outside the span of the predefined directions.

Component Compensation. For each pruned attention head, its output activation is recovered as
z̃p = zp + clearned. It is worth noting that the final learned component clearned is a constant bias vector,
capturing important information that was lost for all samples as a result of pruning. The recovered
activation z̃p is then passed to the subsequent computations, such as those described in Eq. 1, allowing
the model to better approximate the behavior of the original dense LLM.

Extension of RestoreLCC to FFNs. It is worth noting that RestoreLCC can be seamlessly extended
to FFN modules. Our objective is to restore pruned models in which all weight matrices—both in
the attention and FFN modules—have been pruned. We provide further theoretical and empirical
analyses in Appendix A to justify why we apply RestoreLCC to attention heads instead of FFNs.

4.3 Overhead analysis of sparsity and inference speed

LLM pruning aims to produce a sparse model, while performance restoration seeks to close the
performance gap between the pruned and dense models. It is important to ensure that performance
restoration improves the pruned model’s accuracy without compromising its sparsity or inference
efficiency.

Sparsity Analysis. Each compensated attention head introduces a learned vector clearned ∈ Rdh . In
the worst case, where all heads in a layer are compensated, the total number of additional parameters
introduced across the projection matrices (q_proj, k_proj, v_proj, o_proj) within the multi-head
attention mechanism is:

Parameter Overhead =
2dl
4d2l

=
1

2dl
,

where dl is the hidden size of the layer and dh = dl/H . Since dl is typically larger than 1000, the
increase in parameters is less than 0.05%, which has minimal impact on sparsity.

Inference Speed. To maintain inference efficiency, the learned vector clearned is absorbed as the
constant bias vector in the multi-head attention block. This modification introduces almost no
additional computation during inference and preserves the speed of the pruned model. Therefore,
RestoreLCC effectively preserves the pruned model’s sparsity and inference speed while recovering
its performance. Additional empirical evidence is provided in Appendix D.

5 Experiments

5.1 Experimental settings

Metrics. To evaluate the restoration effectiveness of RestoreLCC, we experiment with representative
pruned LLMs from diverse pruning strategies. Specifically, we use Wanda [4] for unstructured
pruning, SparserGPT [7] for semi-structured pruning, and SlimGPT [6] for structured pruning. The
pruning ratio is set to 50% for unstructured and semi-structured methods, and 20% for structured
pruning, with C4 [8] as the calibration dataset. Following these works, we assess perplexity (PPL)
of language modeling on the held-out WikiText [9] and accuracy of several commonsense reasoning
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benchmarks, including BoolQ [36], HellaSwag [40], WinoGrande [41], ARC-easy [42], ARC-
challenge [42], RTE [43], and OpenBookQA [44], all evaluated using the lm-eval-harness framework
[45]. We consider two restoration settings:

• General Recovery. It is widely adopted in previous work. We follow SlimGPT and use the Alpaca
instruction dataset [10] for tuning. Evaluations are performed in a zero-shot setting across language
modeling and commonsense reasoning tasks.

• Task-Specific Recovery. While prior work focuses on general recovery, we highlight the impor-
tance of task-specific restoration, as pruned LLMs should also perform effectively when deployed
in specialized domains. To evaluate this, we increase the sparsity ratio and restore pruned models
using 100 3 training examples (e.g. 100 BoolQ samples) from the target task (e.g., BoolQ).

Models and Implementations. We conduct our main experiments using LLaMA-7B/13B models
[2]. To evaluate the universality and scalability of RestoreLCC, we provide additional results on
LLMs of varying sizes and families, including LLaMA-30B, LLaMA-2-7B/13B, LLaMA-3-8B [2],
Vicuna-7b-v1.5 [46], Tulu-2-7B [47], Qwen-3-8B/14B [48], and DeepSeek-R1-Qwen3-8B [49] in
Appendix K. For RestoreLCC, the number of components K is set to 1 to identify important attention
heads, and we select 10%–25% of them for recovery. Additional implementation details are also
provided in Appendix K.

Baselines. To ensure a comprehensive evaluation, we compare RestoreLCC with comprehensive
baselines methods as follows:

• LoRA [11], which fine-tunes low-rank adapters to update the parameters of pruned LLMs. It is
widely used for performance restoration in recent SOTA pruning methods [4, 5, 6, 7].

• DORA [13], which enhances LoRA by decomposing low-rank adaptation.
• FLAP [28], which recovers the pruned model by bias compensation.
• EoRA [29], which searches low-rank spaces in the eigenspace to minimize compression loss.
• LoFiT [16], which is a SOTA representation engineering method that intervenes in attention

activations to adapt LLMs to downstream tasks.

5.2 Performance of general recovery

Table 1 reports results across three pruning regimes on LLaMA-7B. Under unstructured pruning
at 50% sparsity, RestoreLCC achieves 58.83% mean accuracy, outperforming the best baseline,
LoFiT (56.82%), by +2.01%, and reduces PPL to 6.93. In the semi-structured pruning setting,
RestoreLCC improves mean accuracy to 55.00%, yielding a +2.65% gain over the best baseline
DoRA (52.35%), while also lowering PPL from 9.16 to 8.99. Under structured pruning at 20%
sparsity, RestoreLCC reaches 59.76% accuracy, improving over DoRA (58.51%) by +1.25%. Across
all settings, RestoreLCC consistently outperforms prior recovery methods in both accuracy and
perplexity, recovering performance close to the dense model (59.99%).

Table 1: Performance of general recovery on zero-shot language modeling (PPL) and commonsense
reasoning tasks (accuracy) using LLaMA-7B. Best scores are bolded.

Method PPL ↓ BoolQ ↑ RTE↑ HellaSwag ↑ WinoGrande ↑ ARC-e ↑ ARC-c ↑ OBQA ↑ Mean ↑
Dense Model 5.68 75.02 66.79 56.95 69.93 75.29 41.72 34.20 59.99

Unstructured Pruning at 50% Sparsity
Wanda (Base Model for Recovery) 7.26 71.07 54.87 51.86 65.98 69.19 37.03 28.60 54.09
LoRA 7.09 72.05 58.84 52.93 66.85 71.68 39.16 32.40 56.27
DoRA 7.11 71.83 62.45 54.09 65.19 71.13 39.76 31.60 56.58
EoRA 7.14 74.16 60.29 51.27 68.27 70.96 37.63 28.60 55.88
LoFiT 7.35 72.29 64.26 54.79 65.19 69.99 38.40 32.80 56.82
RestoreLCC (Ours) 6.93 72.84 69.68 56.34 65.98 71.80 40.96 34.20 58.83 (+2.01)
Semi-Structured Pruning (N:M=2:4) at 50% Sparsity
SparseGPT ((Base Model for Recovery) 11.04 69.45 54.51 43.12 60.93 60.90 30.20 23.80 48.99
LoRA 9.32 70.89 58.12 48.81 63.77 64.60 31.06 24.40 51.66
DoRA 9.16 71.41 59.21 49.16 62.04 65.99 33.45 25.20 52.35
FLAP 10.57 68.81 54.15 44.48 64.40 63.97 30.03 24.00 49.98
EoRA 9.87 71.68 59.93 44.65 64.33 63.72 30.38 23.80 51.21
LoFiT 10.02 70.24 58.48 49.41 63.06 64.06 32.51 27.00 52.11
RestoreLCC (Ours) 8.99 73.61 63.90 51.71 65.11 68.14 33.53 29.00 55.00 (+2.65)
Structured Pruning at 20% Sparsity
SlimGPT (Base Model for Recovery) 7.46 75.99 62.09 53.73 67.72 72.14 39.33 31.80 57.54
LoRA 7.66 76.48 65.70 55.25 66.77 72.01 40.36 32.60 58.45
DoRA 7.54 76.79 64.62 55.40 66.77 72.35 40.61 33.00 58.51
LoFiT 7.86 75.90 63.54 56.26 67.80 71.34 40.53 33.60 58.42
RestoreLCC (Ours) 7.53 76.48 68.59 57.05 69.46 72.01 40.53 34.20 59.76 (+1.25)

3We found that 100 samples are sufficient for effective restoration.
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Table 2: General recovery on zero-shot
language modeling (PPL) and common-
sense reasoning tasks (mean accuracy)
with LLaMA-13B.

Method PPL ↓ Acc. ↑
Dense Model 5.09 62.57

Unstructured Pruning at 50% Sparsity
Wanda 6.15 59.43
LoRA 6.08 61.13
DoRA 6.11 61.42
LoFiT 6.29 60.98
RestoreLCC (Ours) 6.08 62.46 (+1.04)
Semi-Structured Pruning (N:M=2:4) at 50% Sparsity
SparseGPT 9.08 53.32
LoRA 7.75 55.22
DoRA 7.72 55.18
LoFiT 8.10 55.94
RestoreLCC (Ours) 7.61 57.67 (+1.73)
Structured Pruning at 20% Sparsity
SlimGPT 5.99 60.21
LoRA 6.29 61.12
DoRA 6.10 61.96
LoFiT 6.51 61.22
RestoreLCC (Ours) 6.21 63.41 (+1.45)

Table 3: Performance of task-specific recovery on indi-
vidual commonsense reasoning tasks with LLaMA-7B.

Method BoolQ ↑ RTE ↑ ARC-e ↑ ARC-c ↑ Mean ↑
Dense Model 75.02 66.79 75.29 41.72 64.71

Unstructured Pruning at 60% Sparsity
Wanda 68.87 59.21 62.67 30.29 55.26
LoRA 69.14 67.51 62.08 33.36 58.02
DoRA 69.82 67.51 61.03 33.19 57.89
LoFiT 69.97 67.87 60.10 34.90 58.21
RestoreLCC (Ours) 75.32 70.40 63.89 37.46 61.77 (+3.56)
Semi-Structured Pruning (N:M=2:4) at 50% Sparsity
SparseGPT 69.45 54.51 60.90 30.20 53.77
LoRA 69.76 68.59 62.46 35.92 59.18
DoRA 69.72 68.95 64.27 35.67 59.65
LoFiT 70.92 68.95 66.58 36.26 60.68
RestoreLCC (Ours) 77.74 69.31 69.32 38.57 63.74 (+3.06)
Structured Pruning at 40% Sparsity
SlimGPT 69.57 64.26 55.98 32.94 55.69
LoRA 69.02 66.06 56.31 33.19 56.15
DoRA 69.20 65.34 56.10 33.19 55.96
LoFiT 67.68 64.26 57.41 33.45 55.70
RestoreLCC (Ours) 70.95 68.23 62.08 36.95 59.55 (+3.40)

Table 2 reports the recovery performance of LLaMA-13B; detailed results are provided in Table
17. Under unstructured pruning, RestoreLCC achieves 62.46% mean accuracy with a PPL of 6.08,
corresponding to a +1.04% gain over the best baseline. In the semi-structured setting, RestoreLCC
outperforms LoFiT by +1.73%. For structured pruning, RestoreLCC reaches 63.41% accuracy,
surpassing DoRA by +1.45%. These results verify that RestoreLCC generalizes well to larger models.
and consistently provides superior recovery across all pruning types.

5.3 Task-specific recovery

Table 3 evaluates task-specific recovery on LLaMA-7B under three sparsity settings. For unstructured
pruning at 60% sparsity, RestoreLCC achieves a mean accuracy of 61.77%, improving over LoFiT
(58.21%) by +3.56%. In the semi-structured pruning, RestoreLCC achieves 63.74% mean accuracy,
outperforming LoFiT by +3.06%. For structured pruning at 40% sparsity, RestoreLCC again yields
the best mean accuracy (59.55%), outperforming LoRA by +3.4%. In addition, we increase the prun-
ing ratio by a challenging 10–20%. RestoreLCC successfully recovers performance, demonstrating
its effectiveness in enabling higher sparsity ratios for LLM pruning.

5.4 Ablation study Table 4: Ablation study results on a 50%
pruned LLaMA-7B model using Wanda.

Method Mean Accuracy

ResoreLCC 58.83
w/o probing 57.57 (-1.26)
MSE-selected 58.14 (-0.69)
KL-selected 57.92 (-0.91)
w/o

∑dh

i=1 βivi 57.13 (-1.70)
w/o b 58.26 (-0.57)

In this subsection, we analyze the impact of different mech-
anisms in RestoreLCC.

Effects of Contrastive Probing on Identifying Impor-
tant Attention Heads. We apply contrastive probing to
identify attention heads critical for performance recov-
ery. Table 4 compares performance using heads selected
by contrastive probing (RestoreLCC) versus randomly se-
lected heads (w/o probing). The 1.26% degradation in the
latter case confirms that contrastive probing effectively
identifies heads essential for recovery. We also conduct
experiments with two alternative head-selection strategies: (1) MSE-selected heads: selecting heads
with the smallest MSE between the outputs of the dense and pruned models. (2) KL-selected heads:
selecting heads with the smallest KL divergence. It can be observed that our probing-based selection
consistently identifies important heads and is more effective than other metric-based approaches.

Effects of
∑dh

i=1 βivi. We estimate the lost information from pruning using
∑dh

i=1 βivi, which
captures both direction and magnitude. To evaluate its impact, we remove this term and tune clearned
using only the bias vector in Eq. 8. This results in a 1.70% performance drop, underscoring the
importance of recovering both directional and magnitude information in pruned models.
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Effects of Bias Vector. We introduce a bias vector in Eq. 8 to serve as a hedging term, allowing
flexibility when important information lies outside the span of predefined directions. Table 4 reports
the results of removing the bias vector (w/o b), showing a 0.57% performance drop, which confirms
its role in optimizing the final learned component.

5.5 Interpreting the learned component
l30a13 '_no', 'no', ' _yes', 'No', 'yes'
l29a10 '_yes', '_young' _Young', 'no', 'yes'
l26a16 'yes', '_yes', ' _off ', 'no', ‘YES'

Heads Top-5 Decoded Tokens

Figure 5: Visualization of learned com-
ponents for different attention heads.

To examine the information encoded in the learned com-
ponent clearned and its role in performance recovery, we
illustrate task-specific recovery on BoolQ (binary yes/no
answering). Following § 3, we use LogitLens to project
clearned into the embedding space and show the top-5 de-
coded tokens in Figure 5. The results suggest that clearned captures task-relevant signals, such as
indicating “yes” or “no” answers for BoolQ examples.

5.6 Further analysis

We provide additional analysis to verify the universality and efficiency of RestoreLCC as follows:

• Hyperparameter Sensitivity (Appendix C): We evaluate RestoreLCC under varying numbers of
attention heads and components in Eq. 3. Results demonstrate its stability.

• Overhead and Efficiency Analysis (§ 4.3 and Appendix D): We compare the trainable parameters,
inference speed and overhead sensitivity of RestoreLCC with other baselines. The results verify
that RestoreLCC restores pruned LLMs without compromising sparsity or inference efficiency.

• Parameter Visualization (Appendix E): We visualize the trained directions, magnitudes, and
biases, offering deeper insight into the internal mechanisms of RestoreLCC.

• Comparison with Full-Parameter Tuning (Appendix F): We present experimental results that
compare RestoreLCC with full-parameter tuning (FT).

• Cross-Task Portability and Generalization of Probing (Appendix G): We discuss the cross-task
portability and generalization of the contrastive probing module in Appendix G.

• Efficiency at Scale (Appendix H): We demonstrate the efficiency of RestoreLCC on a larger LLM
(LLaMA-70B) and evaluate its latency.

• Compatibility with Quantized Models. (Appendix H): We conducted experiments with 4-bit
quantization on the pruned model and verify RestoreLCC’s compatibility with heavily quantized
models.

• Effect of Probing Samples. (Appendix J): We study the effect of the number of probing samples
on RestoreLCC.

• Evaluation on More LLMs (Appendix K): Experiments on LLMs including LLaMA-30B,
LLaMA-2-7B/13B, LLaMA-3-8B [2], Vicuna-7b-v1.5 [46], Tulu-2-7B [47], Qwen-3-8B/14B
[48], and DeepSeek-R1-Qwen3-8B [49] further validate the universality and scalability of Re-
storeLCC.

6 Conclusion

In this work, we propose RestoreLCC, a targeted strategy for restoring the performance of pruned
LLMs without compromising their sparsity or inference speed. RestoreLCC integrates two key
mechanisms: (1) contrastive probing, which leverages activation editing to probe critical attention
heads, and (2) lost component compensation (LCC), which estimates and restores the lost directional
information in pruned heads. Extensive experiments across diverse pruning settings and LLMs
demonstrate the effectiveness of RestoreLCC in recovering model performance.

Limitation. We assign learnable magnitudes to all components to compensate for pruned attention
heads, allowing less important ones to be down-weighted. However, this still may cause overfitting of
unimportant components. In future work, we plan to pre-select relevant components before learning
their magnitudes, reducing both overfitting and the number of trainable parameters. In addition,
Moore and Chaudhuri [50] utilize activation noise to probe network structure and identify redundant
neurons. They also discuss a novel way of leveraging activation noise for neuron identification.
We believe activation noise could similarly be used to enhance contrastive probing, and we plan to
explore this direction in future work.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction provide an accurate summary of our contributions
and the scope of the paper.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Please see section 6.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: We have provided assumptions and proof in section 3.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Please refer to sections 4 and 5.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We will submit our source code as an anonymized zip file in the supplemental
material.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Please see section 5.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: The paper does not include error bars because of limited computational
resources that prevented extensive experimentation.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Please see details of implementations in section 5.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have read the NeurIPS Code of Ethics and ensure that our paper strictly
adheres to these guidelines.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Please see section 6.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks as we only used open-sourced models.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer:[Yes]

Justification: All of these are properly credited.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A MHA Compensation versus FFN Compensation

Each Transformer layer comprises a multi-head attention (MHA) module and a feed-forward network
(FFN) module. In this study, we restore pruned LLMs via attention head compensation instead of
FFN compensation, as justified by both theoretical analysis and empirical results.

Theoretical Analysis. Studies on mechanistic interpretability show that attention heads specialize in
distinct functions for different tasks, while FFNs mainly store knowledge and map inputs to outputs.
For example, [51] finds that in arithmetic tasks, attention heads process key information and FFNs
then produce the final answer. They also show that fine-tuning only important heads outperforms
tuning all parameters (including FFNs). Similarly, [31] demonstrates that different heads play distinct
roles, and [32] also supports this observation. By contrast, FFNs store factual knowledge [52] and
refine output logits [53]. Hence, compensating attention heads is more appropriate than compensating
FFNs.

Moreover, attention heads provide finer information, whereas FFNs produce high-dimensional,
aggregated outputs. In LLaMA-7B, each head outputs 128 dimensions (32 heads per layer), while
an FFN outputs 4096-dimensional vectors. Smaller head outputs allow finer analysis. Moreover,
choosing 32 heads can span multiple layers, while the same size in FFN covers only one layer.

Empirical Evidence. It is worth noting that our method can also be directly applied to the FFN
modules. Accordingly, we applied RestoredLCC to the FFNs and report the best results in Table 5.
The results obtained with different numbers of FFN layers are presented in Table 6. Compensating
the attention modules achieves a score of 58.83, whereas compensating only the FFNs yields 57.00.

Table 5: Performance (accuracy) of general recovery on zero-shot commonsense reasoning tasks
using LLaMA-7B pruned by Wanda at 50% sparsity.

Method BoolQ ↑ RTE↑ HellaSwag ↑ WinoGrande ↑ ARC-e ↑ ARC-c ↑ OBQA ↑ Mean ↑
Recover attn. 72.84 69.68 56.34 65.98 71.80 40.96 34.20 58.83
Recover FFN. 69.42 63.54 55.54 67.17 70.96 39.59 32.80 57.00

Table 6: Average accuracy performance with different recovered FFN ratios.
FFN ratio 0.1 0.3 0.5 0.7 1.0

Mean 55.92 57.00 56.24 56.68 56.80

B Examples of Contrastive Samples

Figure 6 and Figure 7 show constructed contrastive sample pairs for the Alpaca dataset and the BoolQ
dataset, respectively.
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Instruction: Describe a traditional wedding 
ceremony you attended. 
Response: As an AI, I do not have physical 
presence and therefore do not attend events such 
as wedding ceremonies. However, from my 
understanding, traditional wedding ceremonies 
vary greatly across different cultures and religions. 
Can you please specify the cultural or religious 
context for the traditional wedding ceremony you 
would like me to describe?

Positive Sample Negative Sample

Instruction: Describe a traditional wedding 
ceremony you attended.
Response: Weddings are a celebration of love, 
commitment, and the start of a new life journey for 
two individuals. These ceremonies are often 
steeped in traditions that vary from culture to 
culture, with each having its unique rituals and 
customs to make the day special family and 
friends to witness and share in the union of two 
people in love...

Instruction: Come up with a product idea to solve 
a problem.
Response: One common problem that many 
people face is forgetting to take their medication 
on time. This can be due to busy schedules, 
forgetfulness or simply being away from home. To 
solve this problem, we could develop a smart 
medication dispenser that reminds people when 
it's time to take their medication and...

Instruction: Come up with a product idea to solve 
a problem.
Response: Sure. Here is a prototype of a mobile 
application for tracking medication compliance:
MedicineTracker - Mobile Application Prototype.
Application Overview: MedicineTracker is a mobile 
application designed to help users track their 
medication compliance. With this app, users can 
easily log......

Figure 6: Constructed contrastive sample pairs for the Alpaca dataset.

Ghost in the Shell -- Animation studio Production 
I.G has produced several different anime... 
Question: is ghost in the shell based on the anime?
Answer: no

Positive Sample Negative Sample

The Walking Dead (season 8) -- The eighth season 
of The Walking Dead, an American post-
apocalyptic horror television series on AMC, 
premiered on October 22, 2017, and concluded on 
April 15...
Question: is there gonna be a season 8 of the 
walking dead?
Answer: yes

Ghost in the Shell -- Animation studio Production 
I.G has produced several different anime... 
Question: is ghost in the shell based on the anime?
Answer: yes

The Walking Dead (season 8) -- The eighth season 
of The Walking Dead, an American post-
apocalyptic horror television series on AMC, 
premiered on October 22, 2017, and concluded on 
April 15...
Question: is there gonna be a season 8 of the 
walking dead?
Answer: no

Figure 7: Constructed contrastive sample pairs for the BoolQ dataset.
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C Hyperparameter Sensitivity
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Figure 8: Average accuracy on commonsense reasoning tasks for different numbers of attention
heads.

Table 7: Experimental results on differ-
ent numbers of components in Eq. 3

K Mean Accuracy

1 58.83
3 58.53
10 58.51

Number of Attention Heads. Figure 8 shows the average
accuracy on commonsense reasoning tasks for different
numbers of attention heads. We observe that using more
than 5% of attention heads allows RestoreLCC to achieve
around 58% mean accuracy. Based on the results, we
recommend using 5%–25% of attention heads, striking a
balance between strong performance and parameter effi-
ciency.

Number of Components. The number of components
K in Eq. 3 is used to identify important attention heads.
Since the component coefficients from SVD are ordered by magnitude, and the top components
dominate, the selected heads remain consistent for K ≥ 3. As a result, RestoreLCC achieves
similar performance across these settings, as shown in Table 7. Additionally, RestoreLCC is highly
stable across different K values, with only around 0.3% difference between K = 1, K = 3, and
K = 10. Based on these observations, we recommend using K ≤ 3, which already captures the most
informative components.

D Overhead Analysis

Table 8: Comparison of trainable parameters and inference speed across different restoration methods.
The base model is LLaMA-7B at 50% sparsity pruned by Wanda. The inference delay is computed
by comparing the inference speed of the restored model to that of the original pruned model. A value
of 1.0× indicates that the inference is performed at the same speed as the original pruned model.

Method Number of Parameters Inference Delay
Pruned Model (Base Speed) – 1.0×
LoRA (w/ mask) 0.0600% 1.0×
LoRA (w/o mask) 0.0600% 1.1×
LoFiT 0.0005% 1.0×
RestoreLCC 0.0010% 1.0×

As discussed in § 4.3, RestoreLCC introduces negligible additional parameters that would impact
the sparsity or inference speed of the pruned model. The representative engineering baseline, LoFiT,
maintains a similar number of trainable parameters and can be integrated into the pruned LLM in the
same manner as RestoreLCC, thus incurring no overhead. In contrast, LoRA and DoRA have two
implementation options: (1) training with a masking constraint, where the low-rank matrices A and
B in LoRA are constrained to have zeros in the same pruned positions. This allows the product BA
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Table 9: Comparison of training time and GPU memory usage on LLaMA-7B at 50% sparsity pruned
by Wanda.

Method Time Memory
LoRA 4h20min 61GB
DoRA 6h08min 71GB
LoFiT 8h11min 65GB
RestoreLCC 4h13min 65GB

Table 10: GPU memory usage and training time with different head ratios.
Head Ratio 0.1 0.2 0.3 0.5 1.0

GPU Memory 65GB 65GB 65GB 66GB 68GB
Time 3h40min 4h13min 4h40min 5h30min 7h42min

to be merged into the pruned LLM without affecting its sparsity or inference speed; and (2) direct
training without masking, which treats A and B as external adapters. In this case, merging them
would reintroduce non-zero values in pruned locations, compromising sparsity.

Furthermore, the overhead introduced by the intermediate activations (vi) is negligible and can be
ignored. These activations remain fixed (frozen) during training. Taking LLaMA-7B as an example,
each attention head has 128 dimensions; by the property of singular value decomposition (SVD),
this corresponds to at most 128 components, resulting in 128× 128 = 16,384 parameters per head.
Even in the extreme case where all 1,024 heads are used, this adds only 1,024× 16,384 ≈ 16.8M
parameters—merely about 0.24% of a 7B model. Moreover, as shown in Figure 8, only 10–30% of
the heads are required for recovery, making the actual overhead substantially smaller.

Table 8 presents the number of trainable parameters and inference speed relative to the original
pruned model. RestoreLCC requires significantly fewer parameters than LoRA and does not degrade
inference speed. These empirical results support our earlier analysis: RestoreLCC effectively restores
pruned LLMs without introducing overhead in terms of sparsity or efficiency.

Table 9 compares the training time and GPU memory usage on same computing conditions across
different methods for recovering LLaMA-7B (1 H100 GPU, torch.bfloat16 precision, max-length=512,
batch-size=8, Alpaca Dataset). For training time, the methods rank as follows: RestoreLCC < LoRA
< DoRA < LoFiT. For GPU memory usage, the order is LoRA < RestoreLCC = LoFiT < DoRA.
Compared with DoRA and LoFiT, RestoreLCC exhibits the lowest overall overhead while providing
superior performance.

Overhead Sensitivity to the Number of Trainable Parameters. The number of trainable parameters
in RestoreLCC depends on the proportion of attention heads selected for tuning. Table 10 reports
GPU memory usage and training time for different head ratios. The results show that: (i) GPU
memory consumption remains nearly constant as the number of trainable parameters increases and is
consistently lower than that of DoRA (71 GB); (ii) the training time is generally shorter than both
DoRA and LoFiT. Importantly, increasing the number of trainable parameters does not necessarily
improve performance, indicating that RestoreLCC is not sensitive to this factor. This observation also
motivates our design choice to first contrastively identify the most informative heads.

Based on the theoretical and empirical analysis, the overhead of our proposed RestoreLCC is smaller
than advanced PEFT methods while achieving much better performance.

E Analysis of Trained Components

Figure 9 and Figure 10 illustrate the training results for both magnitudes and directions. Figure
9 shows that the learned magnitudes diverge notably from the original SVD coefficients, which
are ranked from largest to smallest, supporting Finding 3: minor components can retain valuable
pruned information. Figure 10 visualizes the directions (vi), the trained bias vector (b), the combined
direction (

∑dh

i=1 βivi), and the final learned component ( clearned). The final component benefits
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Figure 9: Visualization of trained magnitudes.
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Figure 10: Visualization of trained
directions.

Table 11: Comparison between RestoreLCC and full-parameter tuning (FT) on pruned LLaMA-7B
models.

Method Wanda (avg.) SparseGPT (avg.)
LoFiT 56.82 52.11
FT 58.43 56.44
Ours (RestoreLCC) 58.83 55.00

from both magnitude adjustment and the bias vector, which collectively shift it slightly toward the
lower-right.

F Comparison with Full-Parameter Tuning

We conduct experiments on LLaMA-7B. Table 11 summarizes the average results on commonsense
reasoning tasks. On Wanda-pruned models, RestoreLCC achieves slightly better performance than
full-parameter tuning (FT). On SparseGPT-pruned models, RestoreLCC performs slightly worse than
FT. Overall, RestoreLCC achieves performance comparable to FT while requiring significantly fewer
trainable parameters.

G Cross-Task Portability and Generalization of Probing

The probing module in RestoreLCC has (i) negligible overhead. For each attention head, we train
only a simple linear layer as the probing classifier. This step is performed before the recovery tuning
stage (Section 4.2, LCC) and can be completed even on a low-end GPU (e.g., NVIDIA RTX 1080)
within minutes using minimal GPU memory. (ii) It is easy to implement. For new datasets or models,
only head-wise activations need to be obtained. This can be achieved easily through three approaches:
(a) using Python hook functions to capture the input/output of attention modules; (b) employing
the open-source Pyvene 4 package, which offers convenient APIs for activation extraction; or (c)
leveraging the TransformerLens 5 package, which supports modern architectures such as Qwen3.
In all cases, only a few lines of Python code are required, and the classifiers can be quickly trained.
(iii) Cross-task portability. When no dataset is available for a new task, the Alpaca instruction-tuning
dataset can be used as a general-purpose probing dataset. As shown in Table 1, it works well for
both language modeling and multiple commonsense reasoning tasks, enabling recovery without
task-specific data. This makes the Alpaca dataset an effective universal fallback for probing and
tuning, substantially improving portability. (iv) Benefits outweigh the cost. Probing focuses on
identifying informative attention heads—typically only 10%–30% of all heads are restored—greatly
improving efficiency by avoiding unnecessary tuning. Hence, the computational benefits of probing
far exceed its minimal cost.

4https://github.com/stanfordnlp/pyvene
5https://github.com/TransformerLensOrg/TransformerLens
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Table 12: Cross-task evaluation results using probing trained on BoolQ. RestoreLCC generalizes
effectively without retraining.

Tasks RTE ARC-e ARC-c
Pruned Model 59.21 62.67 30.29
RestoreLCC (w/o retraining probing) 68.23 62.92 35.41

Generalization Across Tasks. The probing module generalizes effectively across diverse down-
stream tasks without retraining, as evidenced by two observations:

(1) Probing on a general dataset, testing on diverse tasks. In our general recovery setup, attention
heads are probed using the Alpaca dataset, while evaluations span distinct tasks including language
modeling and seven commonsense reasoning benchmarks. As shown in Table 1, heads identified
from Alpaca generalize well to diverse tasks such as BoolQ and ARC.

(2) Probing on a specific dataset, testing on others. To further verify scalability, we probe
attention heads using the BoolQ dataset and then apply them to recover pruned models on other
datasets, including RTE, ARC-e, and ARC-c. Table 12 presents the results. Even without retraining,
RestoreLCC successfully restores performance beyond the pruned baseline.

H Efficiency at Scale

Scalability to Larger Models. We conduct task-specific recovery on the BoolQ dataset using
LLaMA-70B. As shown in Table 13, our proposed RESTORELCC continues to outperform the LoRA
baseline.

Table 13: Performance comparison on LLaMA-70B.
Method BoolQ
Pruned Model 84.70
LoRA 86.21
RestoreLCC 87.25

Latency and Throughput. We also measure inference latency and throughput on the BoolQ dataset
after recovery. The delay ratio is defined as the total inference time of RestoreLCC relative to that of
the original pruned model. This ratio is approximately 1.03, corresponding to only a ∼3% slowdown,
which is negligible. Thus, RestoreLCC maintains nearly the same inference speed as the pruned
baseline while delivering significantly better performance.

I Compatibility with Quantized Models

Our method can also be effectively applied to heavily quantized models. We conducted experiments
with 4-bit quantization on the pruned model (using Wanda for task-specific recovery) and report
the recovery results in Table 14. As shown, the proposed RestoreLCC successfully recovers the
performance of heavily quantized LLMs.

Table 14: Performance of RestoreLCC on 4-bit quantized models.
Data BoolQ RTE ARC-e ARC-c
4-bit Quantized Model 68.20 57.76 59.89 29.95
RestoreLCC (Ours) 72.97 68.23 61.03 33.02
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J Effect of Probing Samples

We investigate the effect of probing sample size on recovery performance. The results are shown
in Tables 15 and 16. For general recovery, 1,000 samples are sufficient to achieve stable accuracy
(≈ 58.8). For task-specific recovery on the BoolQ dataset, only 200 samples are sufficient to reach
an accuracy of approximately 76.

Table 15: Effect of sample size on general recovery.
Samples 100 200 500 1000 (reported) 3000
Mean Accuracy 57.63 58.14 58.69 58.83 58.81

Table 16: Effect of sample size on BoolQ task-specific recovery.
Samples 10 20 50 100 (reported) 200 500 1000
Accuracy 70.03 73.09 74.98 75.32 76.15 76.12 76.51

K Experimental Results on More LLMs

Implementation Details. The batch size is set to 8. The learning rate is {1e-4, 1e-5}. The max
sequence length is 512. All experiments are conducted on a single H100 GPU. For LoRA and
DoRA, we use the same settings: α = 16 and rank = 8. Regarding the applied modules, we try two
configurations: (1) ["v_proj", "o_proj"], which tunes only the head output matrices; and (2) ["q_proj",
"k_proj", "v_proj", "o_proj"], which tunes all head matrices. For LoFiT, we experiment with 10%,
20%, and 30% of the heads and report the best results.

For each probing classifier, we use the formulation of y = σ(Wm + b), where m is either m+ or
m−, W is a weight matrix (with input dimension equal to the size of m and output dimension 1), b is
a bias term, and σ denotes the sigmoid function. The output y ∈ [0, 1] represents the probability of
contradiction or entailment. We employ a cross-entropy loss optimized with Adam (learning rate
= 1× 10−2). The dataset is divided into training and validation subsets in a 7:3 ratio, and models
are trained for 100 epochs based on empirical observations. We report the probing accuracy on the
validation set and rank the importance of attention heads according to their probing accuracy.

Tables 17 – 24 present experimental results across a broader range of LLMs from various families and
sizes, including LLaMA-13B/30B, LLaMA-2-7B/13B, LLaMA-3-8B [2], Vicuna-7B-v1.5 [46], Tulu-
2-7B [47], Qwen-3-8B/14B [48], and DeepSeek-R1-Qwen3-8B [49]. Our proposed RestoreLCC
consistently achieves the highest mean accuracy in all cases, demonstrating strong generalizability
and scalability.
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Table 17: Performance of general recovery on zero-shot language modeling (PPL) and commonsense
reasoning tasks (accuracy) using LLaMA-13B.

Method PPL ↓ BoolQ ↑ RTE↑ HellaSwag ↑ WinoGrande ↑ ARC-e ↑ ARC-c ↑ OBQA ↑ Mean ↑
Dense Model 5.09 77.92 70.40 59.92 72.85 77.31 46.42 33.20 62.57

Unstructured Pruning at 50% Sparsity
Wanda 6.15 75.90 63.18 55.73 71.90 73.36 43.77 32.20 59.43
LoRA 6.08 78.56 63.18 59.15 71.11 74.75 46.33 34.80 61.13
DoRA 6.11 78.59 64.62 59.06 71.43 74.79 46.42 35.00 61.42
LoFiT 6.29 73.52 68.59 59.41 71.11 75.04 45.22 34.00 60.98
RestoreLCC (Ours) 6.08 78.07 70.04 58.50 73.01 75.97 46.42 35.20 62.46
Semi-Structured Pruning (N:M=2:4) at 50% Sparsity
SparseGPT 9.08 71.59 55.23 48.00 69.93 67.47 35.24 25.80 53.32
LoRA 7.75 73.21 57.04 53.57 67.09 68.27 38.57 28.80 55.22
DoRA 7.72 73.18 57.76 53.69 66.46 68.22 38.57 28.40 55.18
LoFiT 8.10 73.15 59.93 53.66 67.32 68.81 39.08 29.60 55.94
RestoreLCC (Ours) 7.61 74.98 61.37 55.51 68.43 70.33 40.87 32.20 57.67
Structured Pruning at 20% Sparsity
SlimGPT 5.99 76.33 62.45 58.06 73.72 75.38 42.32 33.20 60.21
LoRA 6.29 76.39 64.26 60.20 72.14 75.72 45.31 33.80 61.12
DoRA 6.10 77.03 65.70 60.86 73.16 76.68 46.08 34.20 61.96
LoFiT 6.51 76.01 66.79 59.93 72.14 74.75 44.45 34.60 61.24
RestoreLCC (Ours) 6.21 78.47 71.84 61.88 72.77 75.34 46.16 37.40 63.41

Table 18: Performance (accuracy) of general recovery on zero-shot commonsense reasoning tasks
using LLaMA-30B.

Method BoolQ ↑ RTE↑ HellaSwag ↑ WinoGrande ↑ ARC-e ↑ ARC-c ↑ OBQA ↑ Mean ↑
Dense Model 82.75 67.15 63.32 75.93 80.43 52.90 36.00 65.50

Unstructured Pruning at 60% Sparsity
Wanda 76.85 51.99 56.65 72.22 76.43 46.25 32.00 58.91
LoRA 78.69 57.04 61.13 71.59 78.03 47.95 36.40 61.55
DoRA 77.65 64.26 61.55 71.98 78.11 49.06 36.40 62.72
LoFiT 82.23 61.37 60.52 70.64 76.30 45.99 37.20 62.04
RestoreLCC (Ours) 83.58 66.06 61.63 73.09 77.61 49.74 36.60 64.04

Table 19: Performance (accuracy) of general recovery on zero-shot commonsense reasoning tasks
using LLaMA-2-7B.

Method BoolQ ↑ RTE↑ HellaSwag ↑ WinoGrande ↑ ARC-e ↑ ARC-c ↑ OBQA ↑ Mean ↑
Dense Model 77.74 62.82 57.14 69.14 76.30 43.52 31.40 59.72

Unstructured Pruning at 50% Sparsity
Wanda 76.51 53.43 52.54 68.59 72.31 39.16 31.00 56.22
DoRA 76.67 57.40 53.78 66.54 73.06 40.78 31.60 57.12
LoFiT 74.34 59.57 54.24 67.72 72.81 40.44 32.40 57.36
RestoreLCC (Ours) 75.23 63.90 55.08 67.56 73.48 41.21 32.80 58.47

Table 20: Performance (accuracy) of general recovery on zero-shot commonsense reasoning tasks
using LLaMA-2-13B.

Method BoolQ ↑ RTE↑ HellaSwag ↑ WinoGrande ↑ ARC-e ↑ ARC-c ↑ OBQA ↑ Mean ↑
Dense Model 80.55 65.34 60.05 72.06 79.42 48.38 35.20 63.00

Unstructured Pruning at 50% Sparsity
Wanda 81.13 59.21 57.01 70.96 75.84 42.92 32.00 59.87
DoRA 79.97 63.54 59.64 71.11 75.84 43.17 36.20 61.35
LoFiT 79.72 64.98 59.00 70.80 75.72 44.11 35.20 61.36
RestoreLCC (Ours) 81.68 64.98 58.97 72.22 77.69 45.31 34.60 62.21

30



Table 21: Performance (accuracy) of general recovery on zero-shot commonsense reasoning tasks
using LLaMA-3-8B.

Method BoolQ ↑ RTE↑ HellaSwag ↑ WinoGrande ↑ ARC-e ↑ ARC-c ↑ OBQA ↑ Mean ↑
Dense Model 81.38 69.68 60.19 72.69 80.09 50.43 34.80 64.18

Unstructured Pruning at 50% Sparsity
Wanda 75.81 59.93 50.74 70.80 71.42 40.27 29.00 56.85
DoRA 74.46 55.96 55.52 70.01 75.63 45.05 30.80 58.20
LoFiT 78.04 61.01 55.89 67.88 73.61 43.26 31.40 58.73
RestoreLCC (Ours) 73.15 64.62 55.09 70.24 76.52 45.39 29.40 59.20

Table 22: Performance (accuracy) of general recovery on zero-shot commonsense reasoning tasks
using Vicuna-7B-v1.5.

Method BoolQ ↑ RTE↑ HellaSwag ↑ WinoGrande ↑ ARC-e ↑ ARC-c ↑ OBQA ↑ Mean ↑
Dense Model 80.92 63.90 56.43 69.61 75.59 43.17 33.00 60.37

Unstructured Pruning at 50% Sparsity
Wanda 80.00 54.87 53.20 68.35 71.46 40.44 29.20 56.79
DoRA 77.09 56.68 54.13 67.96 70.58 41.81 31.60 57.12
LoFiT 77.16 57.76 54.08 67.40 70.54 41.72 32.00 57.24
RestoreLCC (Ours) 80.83 55.96 53.86 68.90 74.41 41.72 32.40 58.30

Table 23: Performance (accuracy) of general recovery on zero-shot commonsense reasoning tasks
using Tulu-2-7B.

Method BoolQ ↑ RTE↑ HellaSwag ↑ WinoGrande ↑ ARC-e ↑ ARC-c ↑ OBQA ↑ Mean ↑
Dense Model 82.48 65.34 58.90 69.85 80.39 48.81 33.40 62.74

Unstructured Pruning at 50% Sparsity
Wanda 81.07 55.60 54.31 68.43 74.79 42.58 31.20 58.28
DoRA 78.65 67.15 54.09 67.72 71.38 43.09 32.00 59.15
LoFiT 78.59 68.23 54.06 68.19 71.30 43.43 31.80 59.37
RestoreLCC (Ours) 80.46 67.87 54.56 69.14 74.37 43.17 31.20 60.11

Table 24: Performance (accuracy) of general recovery on zero-shot commonsense reasoning tasks
using Qwen3-8B, Qwen3-14B, and DS-R1-8B.

Model BoolQ ↑ RTE ↑ HellaSwag ↑ WinoGrande ↑ ARC-e ↑ ARC-c ↑ OBQA ↑ Mean ↑
Qwen3-8B Unstructured Pruning at 50% Sparsity
Dense 86.57 78.34 57.10 67.80 83.54 55.80 31.00 65.74
Wanda 84.86 70.04 50.12 69.46 80.22 50.85 28.20 61.96
DoRA 86.30 77.26 56.13 68.82 82.37 53.58 31.80 65.18
Ours 87.13 79.06 57.29 70.48 84.68 57.59 32.60 66.98

Qwen3-14B Unstructured Pruning at 50% Sparsity
Dense 89.33 77.62 60.97 73.01 84.22 58.62 35.00 68.40
Wanda 87.43 72.92 57.69 69.77 83.50 55.97 33.60 65.84
DoRA 88.07 78.70 59.87 74.66 84.09 57.85 34.50 68.25
Ours 89.57 80.14 60.70 74.74 86.15 60.15 35.00 69.49

DS-R1-8B Unstructured Pruning at 50% Sparsity
Dense 85.87 80.51 58.54 67.01 80.18 51.71 31.60 65.06
Wanda 82.48 77.26 51.53 67.17 75.67 48.12 28.40 61.52
DoRA 84.80 74.37 56.84 68.35 77.90 50.09 32.30 63.52
Ours 87.22 74.01 57.41 69.46 83.84 55.63 33.80 65.91
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