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Abstract

In recent advancements of natural language pro-001
cessing, Large Language Models (LLMs) have002
demonstrated unprecedented capabilities in un-003
derstanding, generating, and interacting. This004
evaluation explores the ability of proficiency in005
mainstream LLMs including GPT-3.5, GPT-006
4.0-turbo, GPT-4.0-vision-preview,Claude-2,007
and Gemini Pro, extending across mathematics,008
implicit reasoning, long-context understanding,009
multi-modal reasoning , and fault-identification010
abilities. Current literature often underscores011
the qualitative triumphs of LLMs without quan-012
tifying their holistic abilities and limitations013
in rigorous scenarios. This study aims to014
fill the gap through a series of methodically015
crafted evaluations. Our methodology for as-016
sessing the capabilities of mainstream LLMs is017
grounded in a hands-on approach, leveraging018
the practical functionality of their respective019
API endpoints. Through this method, we en-020
gage in a analysis of their performance, ulti-021
mately quantifying their effectiveness using a022
reliable scores—metrics system that constitute023
a balanced representation of each model’s capa-024
bilities.And we’ve crafted unique prompts and025
different experiment for different tasks to test026
each model’s strengths and weaknesses effec-027
tively.028

1 Introduction029

The evolution of machine learning has ushered030

in an era where Large Language Models (LLMs)031

such as GPT-3.5, GPT-4.0-turbo, Claude-2, and032

Gemini Pro have emerged.In the realm of Natural033

Language Processing (NLP), These LLMs models034

have each pushed the boundaries of what artificial035

intelligence can achieve. GPT-3.5 laid the ground-036

work with robust conversational abilities and con-037

textual understanding, while its successor, GPT-038

4.0-turbo, built on this with improved efficiency039

and an even more nuanced grasp of complex lan-040

guage tasks, such as summarization and language041

Figure 1: The performance of mainstream LLMs
varies in terms of Mathematical MultiModal,Long-
context understanding, Implicit Reasoning, and Fault-
Consistency. (ps. The max score on Mathematical and
Fault-Identification is 20 and 50. GPT-3.5,Claude-2
has no multimodal capabilities,we set it to 0,The multi-
modal score of GPT-4-turbo comes from GPT-4-vision-
preview.)

inference . In turn, Claude-2 focused on optimiz- 042

ing conversational interactions to maximize user 043

engagement and computational sustainability (Lan- 044

nelongue et al., 2023). Gemini Pro advanced the 045

field into the multi-modal domain, handling not 046

only text but also integrating visual elements to 047

enhance tasks like visual question answering and 048

providing a more comprehensive understanding in 049

scenarios where visuals complement textual infor- 050

mation(Singh et al., 2023). Across different NLP 051

tasks, including the challenging realm of machine 052

translation, these models have shown proficiency 053

and adaptability(Jiao et al., 2023). 054

To understand the limits and possibilities of cur- 055

rent LLMs, evaluation necessitates empirical ex- 056

periments to scrutinize the capabilities of state-of- 057

the-art LLMs. Thus in this paper, we conduct a 058

comprehensive evaluation into the prowess of con- 059

temporary LLMS utilizes a diverse assembly of 060
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Dataset Size Input Output Description
GSM-Hard (Chen et al., 2023) 936 Question Number GSM8K with larger number
StrategyQA (Geva et al., 2021) 2780 Question Yes/No Multi-hop commonsense reasoning
Squad (Rajpurkar et al., 2016) 3892 Q+Context Sentences Long-context understanding
ScienceQA (Lu et al., 2022) 21208 Q+Image Option Multi-modal reasoning
FELM (Chen et al., 2023) 846 Question Yes/No Factuality segments

Table 1: The datasets used in the evaluation.

datasets, each meticulously curated to interrogate061

specific facets of these LLMS. The datasets in-062

clude GSM-Hard (Gao et al., 2022), challenging063

the mathematical logic and problem-solving abili-064

ties of the models with intricate numerical puzzles.065

StrategyQA (Geva et al., 2021) examines their066

aptitude for abstract reasoning and inferential logic067

through indirectly-framed questions. With Squad068

(Rajpurkar et al., 2016), we evaluate the long-069

context understanding ability of the models, assess-070

ing their proficiency in following and contributing071

to complex, domain-specific conversations. In the072

realm of multi-modal ability, ScienceQA (Lu et al.,073

2022) serves as a gauge for the models’ multimodal074

capabilities in parsing and conveying complex prin-075

ciples spanning various scientific fields. Finally,076

the FELM (Chen et al., 2023) dataset focuses on077

factuality across diverse domains, spanning from078

world knowledge to math and reasoning.079

Together, these datasets create a multifaceted080

testing ground, providing a rigorous benchmark081

for LLMs’ performance across a broad spectrum082

of mathematics, implicit reasoning, long-context083

understanding, multi-modal reasoning, and fault-084

identification abilities. Figure 1 indicates that to-085

day’s mainstream large models have strong abili-086

ties in multi round dialogue and implicit reason-087

ing. Meanwhile, it is evident that the GPT-4.0088

turbo still holds a leading position in various tasks,089

demonstrating its error detection function that dis-090

tinguishes it from other models. Google’s Gem-091

ini Pro model is a strong competitor to GPT-4.0092

turbo in terms of implicit reasoning and multimodal093

ability. In the future, mainstream large-scale lan-094

guage models should focus on improving graphic095

understanding and processing large-scale numeri-096

cal calculations to further enhance their capabili-097

ties. The prospect of large-scale language models098

is constantly evolving, and GPT-4-Turbo is in a099

leading position while facing competition and im-100

provement opportunities.101

In summary, we have conducted a compre-102

hensive assessment of the capabilities of current 103

large language models. By using carefully crafted 104

prompts and interacting with official API endpoints, 105

we are able to objectively measure their perfor- 106

mance on specific tasks and datasets. This experi- 107

mental approach not only simulates real-world sce- 108

narios but also provides standardized data for us 109

to gain insights into the abilities and limitations of 110

these models. 111

2 Experimental Setup 112

2.1 Dataset 113

In our comprehensive evaluation, we rigorously as- 114

sess the Large Language Models (LLMs) across 115

various tasks. For mathmatical reasoning, We se- 116

lect the wildly-used GSM-Hard(Gao et al., 2022) 117

train set to examines numerical and logical rea- 118

soning through complex math problems. For im- 119

plicit reasoning, We use StrategyQA(Geva et al., 120

2021) train set inferential and strategic thinking 121

required to interpret implicit queries. For long- 122

context understanding, the squad(Rajpurkar et al., 123

2016) dataset evaluates the models’ aptitude for 124

long-context understanding. For multi-modal abil- 125

ity ,ScienceQA(Lu et al., 2022) gauges the multi- 126

modal reasoning across scientific field , and for 127

fault-identification ablility, the FELM(Chen et al., 128

2023) set assesses about math,commonsense rea- 129

soning, wikipedia and science module. Table 1 130

presents the statistics of the datasets we used. 131

2.2 Mainstream LLMs system 132

In the exploration of the capabilities of mainstream 133

LLMs, several models from leading organizations 134

stand out. OpenAI’s GPT-3.51, also known as Chat- 135

GPT, and the subsequent advancement, GPT-4.01 136

are paradigms of AI conversational prowess, with 137

improvements in comprehension and task-specific 138

performance. Anthropic’s Claude-22 emerges as 139

a strong contender, emphasizing ethical AI devel- 140

opment and exhibiting high adeptness in contextu- 141

ally nuanced interactions. Google’s contribution, 142
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Figure 2: Use the effect of Prompt to improve the stability of model output and make it easier to judge.

Gemini Pro4, stands as a testament to their expan-143

sive data harnessing capabilities, bringing a potent144

LLM into the arena noted for its versatility and ac-145

curacy.We assess these LLMs’ performance using146

official API 1 2 3.147

2.3 Evaluation Method148

The NLP large model exhibits a high degree of di-149

versity in generating answers, providing the model150

with rich expressive capabilities and flexibility.151

However, this diversity poses a challenge for our152

evaluation. To facilitate the assessment of these153

answers, we adopt a method based on the "prompt154

engineering" technology to standardize the answer155

generation. Through clear prompts, this method156

can guide the model to produce answers related157

to specific themes or formats, and improve the as-158

sessability and controllability of the answers. As159

shown in the Fig.2 , we can specify "Below are you160

outputs: Answer:" to make the model generate stan-161

dardized answers. Subsequently, we can use string162

processing tools to extract the model’s answers for163

convenient evaluation. This approach helped us164

create conditions that would not only streamline165

the processing of the data but also faithfully reflect166

the inherent capabilities of the LLMs.167

Mathematical Evaluation In our Mathemati-168

cal Evaluation, we utilized the training set of the169

challenging GSM-Hard dataset, renowned for its170

very large number and extensive computational171

demands. To probe the mathematical acuity of172

mainstream LLMs, we crafted specialized prompts173

introduced in Appendix B, intended to elicit model174

1 https://platform.openai.com/docs/api-reference
2 https://developer.poe.com/
3 https://ai.google.dev/docs

responses that could be directly compared to solu- 175

tions within the GSM-Hard dataset. This compar- 176

ative analysis provided us with a clear benchmark 177

of the LLMs’ performance in mathematical tasks. 178

Implicit Reasoning Evaluation For the implicit 179

reasoning evaluation, we employed the StrategyQA 180

dataset, which is challenging that demands logical 181

reasoning abilities. This dataset includes not only 182

questions but also relevant term and their descrip- 183

tions, requiring the models to demonstrate an un- 184

derstanding of objective facts with description and 185

their training sample. This comparison provides 186

evaluation of the LLMs’ performance on implicit 187

reasoning tasks. 188

Long-Context Understanding Evaluation To 189

evaluate the long-context understanding of LLMs, 190

we utilized the Squad dataset, which is composed 191

of long context that test a model’s ability to process 192

and respond to extended narratives (Zhou et al., 193

2020). We then compared these responses with the 194

benchmark answers in the Squad dataset and em- 195

ployed evaluation function to analyze the semantic 196

similarity between the sentences, . 197

Multi-Modal Reasoning Evaluation The multi- 198

modal reasoning evaluation was conducted on Sci- 199

enceQA dataset, which presents a comprehensive 200

challenge requiring the integration of visual pro- 201

cessing with textual understanding. We constructed 202

prompts specifically designed to push the limits of 203

mainstream LLMs, pushing them to synthesize in- 204

formation from both the images provided and the 205

accompanying text, thus effectively quantifies the 206

models’ capabilities in multi-modal contexts. 207

Fault-Identification Evaluation Fault identifi- 208

cation evaluation was conducted on FELM dataset 209

due to its segments of long context. The dataset’s 210
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split response into many segments which are cor-211

rect or false, with this ask LLMs to judge the fault212

among many segments, a critical ability for ef-213

fective reasoning (Hendrycks et al., 2021). This214

mimics real-world scenarios in which LLMs could215

’cure’ themselves one day.216

3 Experiments217

3.1 Mainstream LLMs Performance on218

Mathematical219

In this part of experiments,we engaged GPT-3.5-220

turbo, GPT-4-turbo, Claude-2, and Gemini Pro in a221

series of one-on-one question-and-answer sessions.222

These sessions were designed to test each model’s223

ability to handle mathematical problems involving224

large numbers, using raw prompts to standardize225

the responses with these LLMs.226

The raw prompt methodology was selected to227

reflect a realistic use case, where users may pose228

questions directly and expect accurate numerical229

computations in return, without providing addi-230

tional context or computational aids. This ap-231

proach is crucial for evaluating the practical utility232

of LLMs in real-world scenarios where users rely233

on conversational AI for immediate and precise234

answers to complex queries.235

GSM-Hard
Acc.

GPT-3.5-turbo 8.6
GPT-4-turbo 16.9

Claude-2 9.3
Gemini Pro 6.8

Table 2: Mainstream LLMS performance on mathemat-
ica,Bold values indicate the best scores across different
LLMs.

In experiments on GSM hard datasets, we found236

that the GPT-4-turbo model demonstrated the237

strongest mathematical ability in the tested LLM.238

However, these experiments also revealed a com-239

mon weakness of mainstream LLMs: they are240

prone to hallucinations when dealing with mathe-241

matical problems with large values, leading to in-242

correct answers. For example, consider the follow-243

ing mathematical problem: calculation 21000.The244

correct answer is a very large number, approxi-245

mately 1.0715086071862673 × 10301. However,246

due to the magnitude of the values, mainstream247

LLMs (including GPT-4 turbo) may experience248

hallucinations, leading to incorrect answers. Most249

models may give an incorrect answer, such as 250

21000 = 0 . 251

This example demonstrates the problem of hallu- 252

cinations that mainstream LLMs are prone to when 253

dealing with mathematical problems with large nu- 254

merical values. Although GPT-4 turbo performs 255

well in mathematical abilities, there are still chal- 256

lenges in dealing with this specific type of problem. 257

This discovery provides valuable guidance for fur- 258

ther improving the mathematical reasoning ability 259

of the model. 260

3.2 Mainstream LLMs Performance on 261

Implicit Reasoning 262

In this section,we evaluated the performance of 263

GPT-3.5-turbo, GPT-4-turbo, Claude-2, and Gem- 264

ini Pro. The task for the LLMs was to select the 265

most reasonable objective fact option from a set 266

of multiple choices, a test designed to assess their 267

grasp of commonsense accuracy. This evaluation 268

was conducted using the StrategyQA dataset, which 269

is specifically tailored to measure how well models 270

can handle questions that require implicit reasoning 271

with known facts. 272

StrategyQA
Pre. Rec. F1

GPT-3.5-turbo 41.1 93.8 57.2
GPT-4-turbo 52.1 90.0 66

Claude-2 39.7 93.6 55.7
Gemini Pro 52.1 86.7 65.1

Table 3: Mainstream LLMS performance on implicit
reasoning ,Bold values indicate the best scores across
different LLMs.

In the domain of implicit reasoning, mainstream 273

LLMs have demonstrated a notable proficiency, 274

adeptly navigating the subtleties of implied mean- 275

ing and inference. GPT-4-turbo and Gemini Pro, 276

in particular, stand out for their advanced ability 277

to parse and reason through the nuanced undercur- 278

rents of language that go beyond explicit factual 279

information. This suggests a sophisticated level of 280

understanding that is essential for complex cogni- 281

tive tasks. 282

3.3 Mainstream LLMs Performance on 283

Long-Context Understanding 284

In assessing mainstream LLMs’ aptitude for pro- 285

cessing long-context information, we applied a 286

evaluation metric. This method was specifically 287
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selected to compute values for Average (Avg), Ex-288

act Match (EM), and the F1 scores, which together289

offer a multifaceted view of an LLM’s performance290

in the context of Long-Context Understanding. Re-291

sponses from the LLMs, prompted by the intricate292

and lengthy texts in the Squad dataset, were evalu-293

ated against these metrics. Through the evaluation294

method, we were able to determine how accurately295

and completely the models could comprehend and296

recall details from extended text passages.297

Squad
Avg. Em.A.2 FA.1

1

GPT-3.5-turbo 69.7 57.0 82.3
GPT-4-turbo 66.1 52.3 80.0

Claude-2 63.8 50.6 75.5
Gemini Pro 75.2 66.1 84.2

Table 4: Mainstream LLMS performance on Long-
Context Understanding ,Bold values indicate the best
scores across different LLMs.

During our experiments focused on long-context298

understanding, notable models such as GPT-3.5-299

turbo, GPT-4-turbo, Claude-2, and Gemini Pro300

were evaluated. Notably, Gemini Pro emerged as301

the outlier, achieving a breakthrough victory with a302

slight advantage over other mainstream LLMs. On303

the whole, the current suite of mainstream LLMs304

displayed commendable performance in this area.305

With all models scoring an F1 above 80, the results306

underscore a significant level of proficiency in com-307

prehending lengthy texts. This overarching success308

indicates that these advanced LLMs are increas-309

ingly adept at navigating complex narratives and310

maintaining consistency over longer passages, a tes-311

tament to the rapid evolution of language models312

in understanding and processing extended content.313

3.4 Mainstream LLMs Performance on314

Multi-Modal Reasoning315

We explored the capabilities of LLMs in process-316

ing and integrating information from both text and317

images. The models involved in this evaluation318

were GPT-4-vision-preview and Gemini Pro, both319

of which are equipped with multi-modal capabili-320

ties that allow them to interpret and analyze visual321

content in conjunction with textual data.322

Utilizing the ScienceQA dataset, which includes323

questions that require an understanding of both the324

provided text and associated images, we tasked the325

LLMs with selecting the correct answer from a set326

of multiple-choice options.327

ScienceQA
Acc.

GPT-4-vision-preview 82.4
Gemini Pro 73.6

Table 5: Mainstream LLMS performance on Multi-
Modal Reasoning ,Bold values indicate the best scores
across different LLMs.

The raw promptB approach was employed to 328

simulate a straightforward interaction with the 329

models, without any pre-processing or additional 330

hints that could influence their performance.GPT-4- 331

vision-preview, in particular, stands out, illustrating 332

the evolving competence of mainstream LLMs in 333

synthesizing insights from images alongside text, 334

which is a notable advancement in the realm of 335

multi-modal artificial intelligence. 336

3.5 Mainstream LLMS Performance on 337

Fault-Identification 338

Our research has found that the FELM dataset re- 339

veals the excellent ability of GPT-4 turbo in infer- 340

ence error detection. For example, when faced with 341

a large number of text paragraphs, GPT-4 turbo can 342

accurately identify logical fallacies, which makes 343

it in sharp contrast to other mainstream models 344

such as Gemini Pro in this field. For example, 345

consider the following sentence: "All cats can fly, 346

and Garfield is a cat, so Garfield can fly." Logical 347

fallacy: There is an obvious logical error in this 348

sentence because not all cats can fly. 349

FELM
Pre. Rec. F1

GPT-3.5-turbo 31.8 7.1 11.6
GPT-4-turbo 55.0 33.0 41.2

Claude-2 37.9 7.5 12.5
Gemini Pro 30.2 2.0 3.2

Table 6: Mainstream LLMS performance on Fault-
Identification ,Bold values indicate the best scores
across different LLMs.

GPT-4 turbo can accurately capture this logi- 350

cal error and point out the correctness of the state- 351

ment. This powerful reasoning ability enables GPT- 352

4 turbo to perform excellently in ensuring factual 353

consistency. This discovery provides strong sup- 354

port for further improving the quality and accuracy 355

of natural language processing models. 356
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4 Conclusion357

In conclusion, the performance of mainstream358

Large Language Models (LLMs) has shown that359

while they excel in certain areas of natural language360

understanding, they still face significant challenges361

in tasks that require advanced numerical reasoning,362

error detection, and multi-modal data integration.363

The current state of LLMs indicates that they are364

capable of impressive feats in implicit reasoning365

and language-based tasks. However, their ability366

to process large numbers accurately, implicit rea-367

soning, and update their knowledge base with new368

information is limited.369

Despite the introduction of Google’s Gemini Pro,370

GPT-4-turbo remains the reigning champion in the371

realm of Large Language Models (LLMs). GPT-4-372

turbo’s performance in areas such as mathematical373

reasoning, multi-modal abilities, and fault identi-374

fication has solidified its position as the leading375

model. While Gemini Pro represents a significant376

advancement in AI, current assessments indicate377

that it has not surpassed the performance threshold378

set by GPT-4-turbo in these key areas. Thus, GPT-379

4-turbo continues to maintain its dominance in the380

LLMs’ landscape.381

Limitations382

we must acknowledge a critical issue that pervades383

current Large Language Models (LLMs): output384

instability. The responses generated by LLMs can385

vary with each invocation, even when presented386

with identical prompts. This inconsistency poses387

a challenge for researchers attempting to evaluate388

the models’ performance, as it introduces a level389

of variance that can compromise the reliability of390

results. Repeatability is the bedrock of empiri-391

cal analysis; thus, the fluctuating nature of LLM392

outputs can undermine the accuracy of systematic393

testing.394

Further compounding this issue is the fact that395

LLMs, as of the current state of technology, are396

static in their knowledge base. They are trained397

on datasets that are a snapshot in time and thus398

lack the ability to acquire information post-training.399

Consequently, these models do not have the facility400

to incorporate or reflect the most current events,401

discoveries, or consensus changes that occur af-402

ter their last update. This limitation restricts the403

models’ ability to provide insights into recent devel-404

opments and reduces their relevance, particularly405

in fields where current information is critical.406

In light of these limitations, the evaluation of 407

LLMs should be viewed with careful considera- 408

tion of these constraints. The instability in output 409

and the static knowledge base highlight the need 410

for continued development in model architecture, 411

training techniques, and data integration methods 412

to enhance the robustness, repeatability, and cur- 413

rency of the information LLMs offer. 414
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Appendix474

A Details of Evaluation Function475

A.1 F1476

The F1 evaluation metric is the harmonic mean477

of Precision and Recall, used to evaluate the per-478

formance of classification models. It combines the479

advantages of precision and recall, which can better480

reflect the correctness and accuracy of the model.481

Among them, accuracy refers to the proportion of482

samples that are predicted to be positive but are ac-483

tually positive; Recall rate refers to the proportion484

of actual positive samples that are predicted to be485

positive.486

For quantitative prediction tasks, for example,487

assuming a classification model has 80 positive488

samples predicted out of 100, and 70 actual positive489

samples; There are 20 predicted negative samples490

and 30 actual negative samples. So, the accuracy491

of the model is 70
80 = 0.875, and the recall rate of492

the model is 70
100 = 0.7. So, the F1 evaluation index493

of this model is: 2× (0.875×0.7)
(0.875+0.7) = 0.793.494

For natural language processing tasks such as495

machine reading comprehension, the calculation496

of F1 Index is similar to quantitative prediction497

tasks. F1 = 2 ×P×R
P+R . Where the calculation of498

P and R is based on the model’s prediction and499

the number of tokens shared by the ground truth.500

Here’s an example: for a prediction, ground truth501

is“Today I ate rice” and the prediction is“Today I502

ate noodles with her”. Obviously, the number of503

shared tokens Nshare is 3. So P = Nshare
Nlabel

= 0.75,504

R = Nshare
Npred = 0.5. And the final calculation for505

F1 is 0.6.506

1 def mixed_segmentation(in_str , rm_punc=507
False):508

2 in_str = str(in_str).lower().strip()509
3 segs_out = []510
4 temp_str = ""511

5 sp_char = [’-’,’:’,’_’,’*’,’^’,’/’,’ 512
\\’,’~’,’‘’,’+’,’=’, 513

6 ’ ’,’ ’,’ ’,’ ’,’ 514
’,’ ’,’ ’,’ ’,’ ’,’ ’,’ 515
’,’ ’,’ ’,’ ’, 516

7 ’ ’,’ ’,’ ’,’ ’,’ 517
’,’ ’,’ ’,’ ’] 518

8 for char in in_str: 519
9 if rm_punc and char in sp_char: 520

10 continue 521
11 if re.search(r’[\u4e00 -\u9fa5]’, 522

char) or char in sp_char: 523
12 if temp_str != "": 524
13 ss = nltk.word_tokenize( 525

temp_str) 526
14 segs_out.extend(ss) 527
15 temp_str = "" 528
16 segs_out.append(char) 529
17 else: 530
18 temp_str += char 531
19 def calc_f1_score(answer , prediction): 532
20 f1_scores = [] 533
21 534
22 ans_segs = mixed_segmentation(answer 535

, rm_punc=True) 536
23 prediction_segs = mixed_segmentation 537

(prediction , rm_punc=True) 538
24 lcs , lcs_len = find_lcs(ans_segs , 539

prediction_segs) 540
25 if lcs_len == 0: 541
26 return 0 542
27 precision = 1.0* lcs_len/len( 543

prediction_segs) 544
28 recall = 1.0* lcs_len/len( 545

ans_segs) 546
29 f1 = (2* precision*recall 547

)/( precision+recall) 548
30 f1_scores.append(f1) 549
31 return max(f1_scores) 550

Listing 1: Python code for calculating F1 score between
two sentences

A.2 Em (Exact Match) 551

The calculation of the Exact Match indicator is: if 552

the predicted answer is completely consistent with 553

the ground truth, then EM is 1; otherwise, it is 0. 554

1 def remove_punctuation(in_str): 555
2 in_str = str(in_str).lower().strip() 556
3 sp_char = [’-’,’:’,’_’,’*’,’^’,’/’,’ 557

\\’,’~’,’‘’,’+’,’=’, 558
4 ’ ’,’ ’,’ ’,’ ’,’ 559

’,’ ’,’ ’,’ ’,’ ’,’ ’,’ 560
’,’ ’,’ ’,’ ’, 561

5 ’ ’,’ ’,’ ’,’ ’,’ 562
’,’ ’,’ ’,’ ’] 563

6 out_segs = [] 564
7 for char in in_str: 565
8 if char in sp_char: 566
9 continue 567

10 else: 568
11 out_segs.append(char) 569
12 return ’’.join(out_segs) 570
13 def calc_em_score(answer , prediction): 571
14 em = 0 572
15 ans_ = remove_punctuation(answer) 573
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16 prediction_ = remove_punctuation(574
prediction)575

17 if ans_ == prediction_:576
18 em = 1577
19 return em578

Listing 2: Python code for calculating exact match score
between two sentences

B Experiments Example579

For the robust evaluation of mainstream LLMs, we580

developed a suite of specialized prompts tailored581

to the unique characteristics and presumed capabil-582

ities of each model under consideration.583
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Figure 3: The Example of Prompts
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