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Abstract

How can we construct an automated debate
judge to assist with evaluating an extensive, fer-
vent, multi-turn debate? This task is challeng-
ing, as judging a debate involves grappling with
lengthy texts, intricate argument relationships,
and multi-dimensional assessments, while cur-
rent research mainly focuses on short dialogues,
rarely touching upon the evaluation of an entire
debate. In this paper, by leveraging Large Lan-
guage Models (LLMs), we propose Debatrix,
which makes the analysis and assessment of
multi-turn debates more aligned with majority
preferences. Specifically, Debatrix features a
horizontal chronological workflow and a verti-
cal multi-dimensional evaluation collaboration.
To align with real-world debate scenarios, we
introduced DebateArt and DebateCompetition
benchmarks, comparing our system’s perfor-
mance to actual debate outcomes. The findings
indicate a notable enhancement over directly
using LLMs for debate evaluation.

1 Introduction

Debating is the formal process of gaining consen-
sus among groups with different opinions. While
some debates are cooperative and aim to solve a
public issue, in many cases, such as competitive
debates, only the policy from the winning side will
be accepted (Zhang et al., 2016). Debaters in these
debates must apply various strategies to persuade
the audience to support their side. Developing sys-
tems like Project Debater (Slonim et al., 2021) de-
mands thorough testing for effectiveness. Yet, as-
sessing their performance against humans involves
extensive human input. Furthermore, the common
method of audience voting for debate outcomes is
often unclear and subject to bias. This reinforces
the importance of automatic debate evaluation.
Recently, large language models (LLM) such as
ChatGPT and GPT-4 (OpenAl, 2023) have shown
a strong ability to solve various downstream tasks,
including text quality evaluation (Liu et al., 2023;
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Figure 1: An LLM debate judge judging a debate be-
tween Alice and Bob. The LLM needs to understand
the arguments and how they counter each other (purple
bubble); the LLM also needs to evaluate the speeches in
multiple dimensions (orange bubble). However, multi-
round debates are often very long, detracting attention
or even exceeding the context window (light gray bub-
ble).
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Chiang and Lee, 2023). Referred to by Zheng et al.
(2023) as LLM-as-a-judge, LLLMs are capable of
providing results more aligned to human preference
than traditional metrics like ROUGE (Lin, 2004)
and BLEU (Papineni et al., 2002). Additionally,
verdicts from LLM judges are easier to interpret,
as they are usually combined with generated expla-
nations; this brings an extra advantage compared to
crowdsource voting, including the audience voting
method mentioned above.

However, judging debates with LLMs incor-
porates several issues to be considered, as illus-
trated in Figure 1. First, evaluating long, multi-
turn debates continues to be challenging, while
most current research focuses on short text, such as
open-question answers and user-request responses
(Zhong et al., 2022; Wu et al., 2023).

Second, debate, as a field rich in logic and criti-



cal thinking, often requires a deep understanding
of how arguments are organized and refuted across
speeches. This makes the evaluation of debates
require more professional and multi-dimensional
knowledge. Finally, the quality of speeches is
affected by various factors, such as argument
strength, evidence reliability, and language style,
demanding systematic analyses across dimensions.

To this end, we propose Debatrix, a fine-grained
framework to assist LLMs in handling these chal-
lenges by breaking down debate evaluation along
both chronological and multi-dimensional axes.
1) Chronological workflow: We instruct the LLM
to analyze the debate speech by speech and use a
memory system to maintain the speech stream and
the analysis stream. After reviewing all speeches,
the LLM then makes decisions based on these anal-
yses. This chronological approach lets the LLM
concentrate on one speech at a time and also al-
lows it to provide feedback or decisions for each
speech, each debater, and the final winner. 2) Multi-
dimensional collaboration: Debatrix also allows
LLMs to focus on a specific judging dimension,
such as arguments, language, or clash, during the
speech analyzing process. Each LLM agent can
make comments on these specific aspects. For the
overall judgment, all these individual analyses are
combined into one summary, providing a system-
atic judgment across multiple dimensions.

For the experiments, we introduce novel debate
judging benchmarks covering multi-dimensional
and multi-debater scenarios, namely Debate Art and
DebateCompetition. DebateArt sources from on-
line platforms that follow competitive debate for-
mats and have dimensional voting results, while De-
bateCompetition includes transcribed videos from
world-class competitive debate competitions, en-
riching our benchmark with complex and high-
quality samples. These debates follow the British
Parliamentary (BP) format involving four teams
(two on each side), increasing judging difficulty.
On these two more challenging benchmarks, our
Debatrix evaluation system achieved improvements
in winner prediction accuracy both per dimension
and generally, compared to the baseline of directly
prompting the LLM with raw debate speeches.
Furthermore, the experimental results have also
proved that speech-by-speech analyses and multi-
dimensional judgments help generate a more accu-
rate final verdict.

Our contributions are as follows:

1. We propose Debatrix, a fine-grained auto-
matic debate judging framework based on
LLM but performs general or dimensional
analysis speech by speech before producing
the final verdict.

2. We propose a debate judging benchmark for
LLMs and other autonomous debate judg-
ing systems, including multi-dimensional and
multi-debater settings, which differ from sim-
ple 1v1 debate assessment.

3. We investigate how well LLMs can judge
debates directly or equipped with Debatrix,
enabling either chronological or dimensional
analysis or both.

2 Related Work

Argumentation persuasion assessment is the foun-
dation of automatic debate systems, as they must
be persuasive enough to argue effectively. Previous
works have focused on the persuasiveness of argu-
ments, including empirical studies (Thomas et al.,
2017, 2019a), machine learning models (Persing
and Ng, 2015; Zhang et al., 2016; Gleize et al.,
2019) and works covering both (Al Khatib et al.,
2020; Donadello et al., 2022). Some argument-
based chatbots also take persuasiveness as a moti-
vating factor (Rosenfeld and Kraus, 2016; Thomas
et al., 2019b).

While these works mainly involve empirical laws
or delicate models, within the bigger context of
text evaluation, large language models (LLM) have
become a new, powerful tool to tackle this task.
Multiple exploitation methods have been proposed,
such as conditional probability (Fu et al., 2023),
score prompting (Wang et al., 2023a; Liu et al.,
2023; Zhu et al., 2023) and pairwise comparison
(Wang et al., 2023b). Several works, such as Bai
et al. (2023), utilize multiple of them and introduce
various methods to stabilize the results.

As for the challenges of judging debates with
LLMs, a few pioneering works have researched
some of them. For instance, Li et al. (2023) and
Chan et al. (2023) focus on multi-dimensional as-
sessment and propose different strategies to im-
prove accuracy, such as peer review and group chat.
Meanwhile, de Wynter and Yuan (2023) and Chen
et al. (2023) have explored LLM’s ability to handle
argumentation tasks, measuring its capability of ar-
gumentation reasoning. These works are partially
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in line with our work yet do not cover all 3 issues
mentioned in Section 1. Finally, Li et al. (2019)
proposed a dialog evaluation framework that works
in a multi-turn manner, similar to our chronological
design. However, this framework is designed for
human annotators instead of LLLM judges.

3 Debatrix

In this section, we provide a detailed overview of
Debatrix, our fine-grained debate judging frame-
work, including its general structure and workflow.

3.1 Structure and Components

The overall structure of Debatrix is illustrated in
Figure 2. Debatrix contains a collection of chrono-
logical columns, each being able to evaluate de-
bates under a specific preference or dimension.
Each chronological column processes speeches se-
quentially, generating speech judgments, including
a score and a comment. When all speeches are an-
alyzed, the column summarizes the past analyses,
generating debater judgments (similar to speech
judgments but for individual debaters) and the win-
ner verdict (including the winner and a comment).
Multiple columns can collaborate like a matrix, pro-
ducing systematic judgments that cover multiple
dimensions.

There are two groups of components in a chrono-
logical column: memory and judgment. They work
together to analyze the debate thoroughly.

Memory provides long-term storage during the
debate judging process. There are two types of
memory: context memory records incoming speech
context, and analysis memory stores intermedi-
ate analyses. Every incoming speech is added to
the context memory before being analyzed by the
speech judge. At any time, judges can fetch or
query contents from both memories and add new
analyses to the analysis memory.

Judge is the core component to analyze and
judge the debate, including the speech judge, the
debater judge, and the winner judge. The speech
judge analyzes the stream of speeches, utilizing
memories to understand them; the analysis is added
to the memory and can be used to generate judg-
ments. The debater and winner judges work after
all speeches are processed. They use past analyses
by the speech judges to generate debater judgments
and the winner verdicts, respectively.

3.2 Chronological Column Workflow

LLMs have shown a strong capability in evaluating
single passages and short conversations. To elabo-
rate on this power for multi-turn long debates, we
propose a dedicated workflow design for chrono-
logical columns, which can already be seen in Fig-
ure 2. Figure 3 illustrates a more detailed version
of the workflow; the complete algorithm is listed
in Appendix A.

The key point of our design is the speech analysis
process. Speech analysis focuses on decomposing
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Figure 3: A more detailed version of the workflow of
a single column. Blocks and numbers match the ones
in Figure 2, except for the debate analyzer which is not
shown in Figure 2.

the content of the speech, such as how arguments
interact with each other, what evidence is intro-
duced to back arguments, and what language style
the speech has shown. The column preference or
dimension controls what is included in the analysis.
The speech judge can use this information to gen-
erate the corresponding speech judgment and gain
insight into the performance of the current speaking
debater. Meanwhile, the analysis also acts as a sum-
marized and digested version of the current speech,
reducing the difficulty of subsequent speech judg-
ment.

When the speech judge finishes analyzing the
speech, the speech analysis is added to the analysis
memory as part of the content analysis. At the end
of the debate, the debater and winner judges must
exploit the entire list of content analyses to judge
a specific debater or compare between debaters.
This is achieved by an extra debate analyzer, which
converts all content analysis into a debater-directed
debate analysis. Finally, the debater judges and the
winner judge generate debater judgments and the
winner’s verdict based on the debate analysis.

3.3 Multi-Dimensional Collaboration

While we can configure a single column to produce
general judgment directly, in Debatrix, combin-
ing multiple columns focusing on various dimen-
sions is a better approach. One approach in our
experiments is to summarize analyses from multi-
ple columns into one systematic analysis. Figure 4
demonstrates this approach for debater assessment
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Figure 4: Combining dimensional debate analyses from
multiple columns into one systematic analysis at the
end of the debate. Note that each column possesses a
memory containing dimensional content analysis, which
allows a more nuanced understanding of the debate.

and winner judging, summarizing debate analyses
under various dimensions; the same approach can
also be applied to speech analyses when generating
speech judgments.

It is worth noting that this is not the only way to
collaborate columns. For instance, columns may in-
teract with each other during the analyzing process,
similar to the approach of Chan et al. (2023); we
have examined whether such interactions are bene-
ficial when summarizing debate analyses. However,
they are not limited to this specific step — interac-
tions may occur at any point, even when generating
content analysis.

4 Debate Judging Benchmark

To assess LLMs and our proposed Debatrix frame-
work with real competitive debates, we introduce
a novel debate judging benchmark covering multi-
dimensional and multi-debater scenarios. We in-
clude two debate sources in our debate judging
benchmark: DebateArt for multi-dimensional 1v1
debates and debate competitions for high-quality,
multi-debater debates.

4.1 DebateArt

One major part of our debate judging benchmark
is based on DebateArt', an online debate platform
that provides 1v1l debate arenas. The formation
setting makes DebateArt different from many other

lhttps://debateart.org
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# Speech  Speech Tok. Debate Tok.

Min 4.0 53.0 468.0
Mean 6.7 650.5 4,342.6
Max 10.0 2,368.0 12,337.0

Table 1: DebateArt debates content statistics, including
the number of speeches in a debate, tokens in a speech,
and tokens in a debate.

Dimension Pro Tie Con

General 37 7 56

Arguments 33 11 56
Sources 14 67 19
Langauge 9 66 25

Table 2: DebateArt debates winner distribution, includ-
ing general and dimensional ones.

debate forums that do not restrict the speaking or-
der, as debates on this platform are closer to formal
competitive ones.

In DebateArt, users vote to decide debate win-
ners. Besides the common winner selection sys-
tem, the platform also provides a categorical point
assignment system, where voters must consider
and vote on four metrics for comparative perfor-
mance insights: arguments, sources, legibility, and
conduct.”? This voting system provides judging
results under separate dimensions, which can be
pro-winning, con-winning, or a tie. Moreover, vot-
ers must provide detailed explanations of their de-
cisions, and their votes are supervised by expe-
rienced moderators, enhancing the quality of the
votes. The weighted average of votes under each
dimension decides the debate’s winner. Details
of how DebateArt debates are run are covered in
Appendix B.1.

Our benchmark includes 100 valid debates with
valid votes from DebateArt; we include our data
collection process and filtering criteria in Ap-
pendix B.2. Table 1 lists the statistics of these
debates. To align with oral debates that are not
formatted, we merged two dimensions — legibility
and conduct — into a single language dimension,
representing the language style. We averaged their
votes in these two dimensions for each vote and

Mhttps://info.debateart.com/terms—of-s
ervice/voting-policy#casting-votes

Speech Tok. Debate Tok.

Min 1,478.0 13,571.0
Mean 1,892.5 15,139.9
Max 2,411.0 17,089.0

Table 3: Competition debates content statistics, includ-
ing the number of tokens in a speech and a debate.

Debater OG OO CG CO
# Wins 8 16 8 6

Table 4: Competition debates winner distribution. In
BP debates, the names of the teams are always fixed to
OG, OO, CG, and CO; OG and CG form the pro side,
and OO and CO form the con side. As some debates
have two winners, the sum exceeds 22.

converted them into a single vote (pro/tie/con). Ta-
ble 2 lists the winner distribution of all debates:
while voters tend to give ties on sources and lan-
guage, most debates have a specific winning side,
largely because of the argument dimension.

4.2 Debate Competitions

To extend our benchmark with high-quality for-
mal debates, we furthermore collected debates
from world-class competitive debate competitions
in recent years, including the World Universities
Debating Championship (WUDC), the European
Universities Debating Championship (EUDC),
and the North American Debating Champi-
onship (NAUDC). All these competitions follow
the British Parliamentary (BP) format (World Uni-
versities Debating Council, 2023), where four
teams are divided into two sides of a motion but
compete against all three other teams in the debate.
Instead of predicting the winning side, our bench-
mark requires judging which of the four teams is
the best. Please refer to Appendix B.3 for more
details about BP debates.

We transcribed debate videos from knockout
rounds of famous competitive debate competitions
to obtain high-quality BP debates; for more data
collection details, please refer to Appendix B.4. Af-
ter filtering incomplete or damaged transcriptions,
we obtained 22 debates with full transcriptions and
final verdicts. Table 3 lists statistics of these com-
petition debates; they are significantly longer than
DebateArt debates.
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It is worth noting that we were only able to col-
lect the winning teams of these debates, which is
not necessarily unique: in the finals, only one of
the four teams wins the debate; yet, in the semi-
finals and quarter-finals, two of them (they can
even be mutual opponents) can win and proceed.
Among all the collected debates, 6 are finals and
have only one winner, and 16 have two winners.
Table 4 demonstrates the distribution of winners in
all these debates. To unify them, our benchmark
treats predicting any winning teams as correct.

S Experiments

Using our benchmark, we conduct experiments to
evaluate the debate-judging performance of LLMs.
We also compare our Debatrix framework with
judging directly with LLMs.

5.1 Model & Framework Configuration

We utilize the latest GPT family as our target LLMs,
including ChatGPT (gpt-3.5-turbo-0125)
and GPT-4 (gpt-4-0125-preview); our ex-
periments mainly focus on ChatGPT to test Deba-
trix under a limited context window (16, 385 to-
kens). We set the temperature to 0 and repeated all
experiments 3 times, measuring the average perfor-
mance.

To control the dimension of the judge results, we
provide judge preferences in the system prompt for
every judge. We ask the judges to output comments
only and then call the LLM again to generate their
corresponding scores (integers from 1 to 10) or
winner verdict to diminish mismatches.

We compare two variants of chronological work-
flow concerning relevant context fetching: half-
analysis and full-analysis. In half-analysis, we
fetch previous speeches; in full-analysis, we fetch
content analysis of previous speeches instead of
raw speeches. We denote Debatrix frameworks
with these workflow variants as Debatrix-H and
Debatrix-F, respectively.

5.2 Experiment Settings

We use DebateArt debates and competition debates
to evaluate general winner prediction performance
and DebateArt debates exclusively to evaluate di-
mensional ones.

Metrics We compare the winner verdict predic-
tion with the true voting result of the debate; for
scores, we compare the two debaters to generate
an alternative score-based winner verdict and com-

Method  Arg. Src. Lang. Summary
Direct 52.06 32.47 3991 4491
Debatrix-H 50.87 33.14 32.55 44.18
Debatrix-F 47.50 34.67 36.16 42.21

Table 5: ChatGPT score comparison RMSE (x100) on
DebateArt debates. Arg.: Arguments; Src. Sources;
Lang.: Language. Summary predictions are generated
by multi-column collaboration. Lower RMSE is better.

Method  Arg. Src. Lang. Summary
Direct 52.23 41.37 4731 45.01
Debatrix-H 50.37 38.43 33.41 44.03
Debatrix-F 47.67 37.67 44.22 41.75

Table 6: ChatGPT winner prediction RMSE (x100) on
DebateArt debates. Notations follow Table 5. Lower
RMSE is better.

pare it with the true verdict. Specifically, for the
sources and languages dimensions, we treat score
differences within +3 as ties, as score comparison
is too strict (as can be seen in Table 2). We also
prompt the model to allow tie verdicts. Due to the
existence of ties, we measure the root mean square
error (RMSE) between the model prediction and
the votes. More specifically, we assign the val-
ues of pro, tie, and con votes/predictions to 0, 0.5,
and 1, respectively; then we match each vote to
its corresponding model prediction and calculate
the RMSE. Debates from debate competitions have
four debaters and do not have ties. Therefore, we
prompt the model only to give winning verdicts,
measure the accuracy, and ignore the scores. As
for Debatrix dimensions, we adopt the dimensions
defined for DebateArt, and add a clash dimension
which originally belongs to the arguments dimen-
sion, so that all dimensions are balanced.?
The baseline models we used are as follows:

* Direct: We choose ChatGPT without any
frameworks as our baseline, which we denote
as Direct. We prompt the model to analyze
and judge a debate, and input the entire de-
bate.

* Debatrix-H: While both Debatrix-H and

3The clash dimension is for competition debates exclu-

sively; for DebateArt debates, we stick to their pre-defined
dimensions.



Method  Completion %  Accuracy Method  DArt (S) | DArt (W) | Comp. T
Direct 36.36 16.67 Direct S 49.99 51.16 *
Debatrix-F 100 51.52 C 4491 45.01 *

S 45.82 46.18
Debatrix-H
Table 7: ChatGPT winner prediction accuracy on com- C 4418 44.03 *
petition debates. Completion %: percentage of debates
for which the LLM can actually complete a verdict  Debatrix-F (S: iggi jf;é glllgg

within the context window.

Debatrix-F apply our framework, Debatrix-
H is selected as a baseline to examine the
effectiveness of speech analysis.

5.3 Main Results

Tables 5 and 6 demonstrate score comparison and
winner prediction RMSEs on DebateArt debates
using ChatGPT respectively. Debatrix supersedes
the direct method both generally and on each di-
mension, except for the dimension of sources in
score comparison, where the difference is relatively
small compared to other dimensions. As for the two
Debatrix variants, on the one hand, Debatrix-F con-
sistently outperforms Debatrix-H on the arguments
dimension, which contributes to its lead in general
winner prediction; on the other hand, Debatrix-H
performs better on sources and language dimen-
sions, specifically the latter one.

Table 7 lists the winner prediction accuracy on
competition debates. Due to the limited context
window, bare ChatGPT failed to process over 60%
of the debates, significantly hindering performance.
For this reason, we do not conduct experiments
with Debatrix-H since, with this variant, analyzing
the last speech costs as many tokens as judging the
entire debate. In contrast, Debatrix-F successfully
solved this issue, aiding ChatGPT to judge all 22
debates and achieve a much higher accuracy.

6 Analysis
6.1 Half-Analysis or Full-Analysis?

From Tables 5 and 6, we can see that while
Debatrix-F is consistently better than Debatrix-H
when judging arguments, Debatrix-H is better on
the language dimension. This indicates that either
variant has its specific expertise, or in other words,
different dimensions prefer different types of past
context: for the arguments dimension, intense anal-
ysis is required for an accurate understanding of
both side’s arguments and counter-arguments, in

Table 8: Comparison between single-dimension and
multi-dimensional collaborate approaches, using Chat-
GPT. Methods: S for Single, C for Collaborate;
DArt (S): DebateArt debate score comparison RMSE;
DArt (W): DebateArt debate winner prediction RMSE;
Comp.: Competition debate winner prediction accuracy.
We do not include Direct and Debatrix-H in competition
debate results, as they cannot complete all judgments.

Method
Accuracy 34.85

Discussion

51.52

Single Summary

42.42

Table 9: Winner prediction distribution on debate com-
petition debates, using ChatGPT with Debatrix-F. Sum-
mary and Discussion are collaboration methods.

which case the digested content analysis is bene-
ficial; for the language dimension, however, the
content analysis could underestimate or overesti-
mate the language style of speeches, in which case
a direct comparison between raw speeches may be
better instead.

6.2 Single or Collaborate?

Besides running multiple columns in Debatrix, an-
other method to obtain general winner predictions
is to encode all dimensions into one single dimen-
sion and create a single column to perform all analy-
ses. Table 8 compares these two approaches. While
Debatrix still outperforms the Direct method using
one single dimension, in all cases, collaborating
multiple dimensions gives better results than merg-
ing them into a super dimension. This result illus-
trates the importance of multi-column design in
Debatrix.

An unusual observation is that Debatrix-H super-
sedes Debatrix-F when using a single dimension.
We argue that ChatGPT cannot properly summa-
rize key information for multiple dimensions in one
output, causing the content analysis to lose critical
clues that may affect the final verdict. With multi-



Model Method DArt(S), DArt(W)| Comp. T
ChatGPT Debatrix-F C 41.84 42.29 51.52
GPT-4 Direct S 44.14 46.39 34.85
GPT4 Debatrix-F S 39.82 40.61 36.36
GPT-4 Debatrix-F  C 36.07 37.58 *

Table 10: Comparison between ChatGPT with Debatrix-F and GPT-4. Notations follow Table 8. We did not conduct
full experiments for GPT-4 with Debatrix-F due to the position bias issue.

Model Method OG 00 CG CO
ChatGPT Debatrix-F 13 21 15 17
Direct 0 0 10 56

GPT-4

Debatrix-F(S) 0 5 9 52

Table 11: Winner prediction distribution on debate com-
petition debates. OG, OO, CG, and CO are teams in BP
debates, and their speaking order is OG, OO, OG, OO,
CG, CO, CG, and finally CO.

dimensional collaboration, this issue is effectively
solved, hence Debatrix-F performs better in this
case.

6.3 Summary or Discussion?

In Section 3, we mentioned that column interaction
could be an alternative way to combine multiple
columns. Following Chan et al. (2023), we try to or-
ganize a discussion among columns based on their
debate analyses to replace the one-step summary.
Table 9 lists experiment results on competition de-
bates. Although superseding the single-column set-
ting, introducing discussion does not improve the
performance compared to a direct summary; fur-
ther investigation reveals that subsequent speakers
tend to follow previous statements if some specific
verdict is already included instead of combining
their analyses. The result, while not completely
denying the discussion method, suggests that such
strategies could be better applied to rectify mistakes
in analysis rather than giving a verdict.

6.4 Debatrix or GPT-4?

Table 10 compares ChatGPT with Debatrix-F and
GPT-4 under various settings*. It can be seen that
ChatGPT with Debatrix-F outperforms naive GPT-

“Due to the high cost of GPT-4, we only conduct experi-
ments on 30 out of 100 DebateArt debates and all competition
debates.

4 using single dimension; while introducing De-
batrix helps GPT-4 reach the best performance on
DebateArt debates, it does not gain much improve-
ment on competition debates.

Table 11 summarizes the predicted winner in all
complete runs for each model and method com-
bination to further investigate this outcome. Sur-
prisingly, while ChatGPT gives relatively balanced
predictions, GPT-4 always predicts the closing side
(CG and CO), in most cases CO; CO is the speaker
of the last speech in the debate; even Debatrix can
hardly change this. In all cases, they do not match
the true winner distribution (Table 4), excluding
the potential cause of imbalanced labels.

We conjecture that position bias (Ko et al., 2020;
Wang et al., 2023b) could be a major factor that
causes LLMs as powerful as GPT-4 to fail in judg-
ing BP debates. When arguments from all de-
baters are similarly strong, LLM may prefer the
last speaker who can refute other debaters while
not being refuted by others, thus seemingly more
convincing.

7 Conclusion

In this paper, we propose a fine-grained debate
judging framework based on LLM, Debatrix. We
decompose the debate judging task into a speech-
by-speech analysis to tackle multi-turn, long de-
bates and elaborate multiple dimensions to gener-
ate systematic judgments. We introduce a novel
debate judging benchmark to assess our framework
and other automatic debate judging approaches,
covering multi-dimensional and multi-debater sce-
narios. Under both settings, Debatrix significantly
improves ChatGPT, aiding it in judging long de-
bates that exceed the context window and outper-
forming bare GPT-4.



Limitations

Despite the above results, this paper has a few limi-
tations for which we appreciate future studies. First,
the workflow implementation in Debatrix, while
already showing competence, can be further stud-
ied and polished. Second, the position bias issue
on GPT-4 for BP debates remains even when De-
batrix is applied, calling for a more powerful tool
to rectify this phenomenon.
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A Debatrix Column Workflow Algorithm

Algorithm 1 demonstrates the complete workflow
of Debatrix chronological columns. Here we do
not include multi-column collaboration.

B Benchmark Data Details

B.1 DebateArt Debate Procedure’

Users instigate debates in DebateArt. The instiga-
tor needs to provide a debate topic and set debate
configurations such as character limit, time limit
(12 hours to 2 weeks), and the number of rounds
(up to 5); they can also include a description with
pertinent details like definitions, expanded resolu-
tion, special rules, and scope limitations.

The instigator may elect to be pro or con, leaving
the other position to the contender; the contender
can be any community user willing to accept the
challenge or another user requested directly by the
instigator. No matter which case, once the con-
tender enters, the debate starts, and both sides pub-
lish their arguments. If any side fails to propose an
argument within the time limit, they will automati-
cally forfeit the round; in our work, debates with
forfeited turns are treated as incomplete.

When all arguments have been published, the
community or the appointed judges select the de-
bate’s winner by voting. Voters need to follow
the specified voting system and give fair verdicts.
The debate is finished when the winner has been
selected according to the votes.

B.2 DebateArt Debate Collection

To collect debates with valid content and votes, we
first crawled the list of finished (result announced)
debates on DebateArt and then filtered out de-
bates that had no valid votes or were interrupted
(not using all preset rounds). Next, we crawled
the debate details of the remaining debates, in-
cluding topic (motion), debaters, description (info
slide), arguments (speeches), and votes. The raw
arguments are in HTML format; hence, we use

5This section mainly refers to https://info.debat
eart.com/help/debates.
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Algorithm 1: Debatrix Chronological Column Workflow

input :judge preference P, debate motion M, a list of debaters { Dy, ..., D,,}, an info slide I, a

list of speaker-speech tuples {(d1, $1), .- -, (dn, sn)}

output :a list of speech comments {Cs,, ..., Cj, }, alist of debater comments {Cp,, ...
winner verdict V'

sc_mem < 0; // speech context

ca_mem <« 0; // content analysis

ci «— (P,M,{Dy,...,Dn},1); // common

for i + 1tondo
rel_ s¢ <« QuerySpeechContext (SC_mem, s;);

// query relevant contents to new
ca_mem <« ca_mem U{(d;, s;) };

ca + AnalyzeContent (Ci, d;, s;, ca_mem, rel_sc); // analyze

ca_mem < ca_mem U ca;

Cs, + JudgeSpeech (Ci, d;, ca) ; // judge
end

all_ ca < FetchContentAnalysis (ca_mem);

7CDm}’ a

memory
memory
inputs

speech

speech

speech

// fetch all content analyses

da + AnalyzeDebate (Ci, all_ca); // analyze debate
for : < 1tomdo

| Cp, + JudgeDebater (ci, D;, da); // judge debater
end

1% < DecideWinner (ci, da); // decide winner of debate

return {Cs,,...,Cs, },{Cp,,...,Cp,, },V
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markdownify® to convert them into Markdown
documents.

We further filtered out debates that do not fit
in our benchmark, including debates that do not
use the categorical point assignment system, are
not formal, and contain very short speeches, which
may indicate a forfeit. Although many are close to
being professionals, we also excluded some very
long debates to ensure that inputs do not exceed
the LLM’s context window during the experiment.

B.3 BP Debates

The British Parliamentary (BP) format is a widely
accepted competitive debate style, followed by
famous competitions like WUDC, EUDC, and
NAUDC (World Universities Debating Council,
2023). Each BP debate contains four teams, with
a total of eight debaters. There are two teams on
each side of the debate: on one side are Opening
Government (OG) and Closing Government (CG);
on the other side are Opening Opposition (OO) and
Closing Opposition (CO). They follow the order
specified below to give speeches:

* First speaker (the “Prime Minister”) from OG;

First speaker (the “Leader of Opposition™)
from OO;

Second speaker (the “Deputy Prime Minis-
ter”) from OG;

Second speaker (the “Deputy Leader of Oppo-
sition””) from OQO;

First speaker (the “Government Member”)
from CG;

First speaker (the “Opposition Member”)
from CO;

Second speaker (the “Government Whip”)
from CG;

 Second speaker (the “Opposition Whip”’) from
CO.

Each speech lasts for 7 minutes, with limited tol-
erance for timeouts. In general, OG should define
the motion, propose arguments, and refute argu-
ments from OO; OO should rebut OG’s case and
propose constructive arguments for their side; CG

*https://github.com/matthewwithanm/py
thon-markdownify
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and CO should provide further supplementary anal-
ysis in favor of their side, respectively.

The Points of Information (POI) is a special fea-
ture in BP debates. A POI is a formalized inter-
jection from any debater on the opposite side to
the current speaker. The current speaker has the
right to decide whether the POI is accepted or re-
jected; once accepted, the debater offering the POI
can make an argument or ask a question within 15
seconds, and the current speaker should respond
properly before continuing their speech. In our
benchmark, we mark POI conversations as quoting
blocks and prompt LLMs to pay attention to them,
as engaging in POIs may contribute to the debaters’
overall performance.

B.4 Competition Debate Collection

Many debate competitions, including WUDC,
EUDC, and NAUDC, only provide essential infor-
mation about debates, such as motions, info slides,
teams, and winners. They do not have official tran-
scriptions; unofficial ones are often incomplete.
Fortunately, in recent years, many of these compe-
titions have provided official video recordings of
debates not long before the finals.

We selected debates starting from the quarter
finals from WUDC (2020-2023), EUDC (2019-
2022) and NAUDC (2021 and 2023), and down-
loaded their video recordings. Next, we extracted
audio files from the recordings and used Whisper
(Radford et al., 2023) to recognize the speeches.
We manually checked and formatted the output
results into valid transcriptions.

Due to missing, damaged, or incomplete record-
ings, not every debate was available for transcrip-
tion; we only kept debates whose transcription was
complete. Finally, we merged their transcriptions
with debate information to produce the final data.
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