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Abstract

How can we construct an automated debate001
judge to assist with evaluating an extensive, fer-002
vent, multi-turn debate? This task is challeng-003
ing, as judging a debate involves grappling with004
lengthy texts, intricate argument relationships,005
and multi-dimensional assessments, while cur-006
rent research mainly focuses on short dialogues,007
rarely touching upon the evaluation of an entire008
debate. In this paper, by leveraging Large Lan-009
guage Models (LLMs), we propose Debatrix,010
which makes the analysis and assessment of011
multi-turn debates more aligned with majority012
preferences. Specifically, Debatrix features a013
horizontal chronological workflow and a verti-014
cal multi-dimensional evaluation collaboration.015
To align with real-world debate scenarios, we016
introduced DebateArt and DebateCompetition017
benchmarks, comparing our system’s perfor-018
mance to actual debate outcomes. The findings019
indicate a notable enhancement over directly020
using LLMs for debate evaluation.021

1 Introduction022

Debating is the formal process of gaining consen-023

sus among groups with different opinions. While024

some debates are cooperative and aim to solve a025

public issue, in many cases, such as competitive026

debates, only the policy from the winning side will027

be accepted (Zhang et al., 2016). Debaters in these028

debates must apply various strategies to persuade029

the audience to support their side. Developing sys-030

tems like Project Debater (Slonim et al., 2021) de-031

mands thorough testing for effectiveness. Yet, as-032

sessing their performance against humans involves033

extensive human input. Furthermore, the common034

method of audience voting for debate outcomes is035

often unclear and subject to bias. This reinforces036

the importance of automatic debate evaluation.037

Recently, large language models (LLM) such as038

ChatGPT and GPT-4 (OpenAI, 2023) have shown039

a strong ability to solve various downstream tasks,040

including text quality evaluation (Liu et al., 2023;041

Honorable judges... First, let's talk about its
ubiquity... PHP powers over 78% of the web...
Its ease of use is unparalleled... incredible
community support... makes PHP a powerhouse
for developers worldwide...

Motion:
THBT PHP is the
best language in

the world

Thank you, Alice, but... It's about evolution,
my friends... Modern languages like JavaScript
and Python are frankly more enjoyable to use...
Plus, let's talk about security vulnerabilities...
PHP's history is riddled with them...

Evolution does not necessarily mean
superiority...  Let's Go, let's go Rust, let's...

Bob... no language is without flaws. PHP has
evolved... PHP 7 has improved drastically ...

......

PHP is popular & easy.
Sounds  reasonable... Wait,
Python is a good counter...

PHP7? Not enough...

Alice seems to use
more evidence... But Bob is

really engaging...

They talk too much!
I can't follo</s>

Alice Bob
LLM the

Debate Judge

Figure 1: An LLM debate judge judging a debate be-
tween Alice and Bob. The LLM needs to understand
the arguments and how they counter each other (purple
bubble); the LLM also needs to evaluate the speeches in
multiple dimensions (orange bubble). However, multi-
round debates are often very long, detracting attention
or even exceeding the context window (light gray bub-
ble).

Chiang and Lee, 2023). Referred to by Zheng et al. 042

(2023) as LLM-as-a-judge, LLMs are capable of 043

providing results more aligned to human preference 044

than traditional metrics like ROUGE (Lin, 2004) 045

and BLEU (Papineni et al., 2002). Additionally, 046

verdicts from LLM judges are easier to interpret, 047

as they are usually combined with generated expla- 048

nations; this brings an extra advantage compared to 049

crowdsource voting, including the audience voting 050

method mentioned above. 051

However, judging debates with LLMs incor- 052

porates several issues to be considered, as illus- 053

trated in Figure 1. First, evaluating long, multi- 054

turn debates continues to be challenging, while 055

most current research focuses on short text, such as 056

open-question answers and user-request responses 057

(Zhong et al., 2022; Wu et al., 2023). 058

Second, debate, as a field rich in logic and criti- 059
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cal thinking, often requires a deep understanding060

of how arguments are organized and refuted across061

speeches. This makes the evaluation of debates062

require more professional and multi-dimensional063

knowledge. Finally, the quality of speeches is064

affected by various factors, such as argument065

strength, evidence reliability, and language style,066

demanding systematic analyses across dimensions.067

To this end, we propose Debatrix, a fine-grained068

framework to assist LLMs in handling these chal-069

lenges by breaking down debate evaluation along070

both chronological and multi-dimensional axes.071

1) Chronological workflow: We instruct the LLM072

to analyze the debate speech by speech and use a073

memory system to maintain the speech stream and074

the analysis stream. After reviewing all speeches,075

the LLM then makes decisions based on these anal-076

yses. This chronological approach lets the LLM077

concentrate on one speech at a time and also al-078

lows it to provide feedback or decisions for each079

speech, each debater, and the final winner. 2) Multi-080

dimensional collaboration: Debatrix also allows081

LLMs to focus on a specific judging dimension,082

such as arguments, language, or clash, during the083

speech analyzing process. Each LLM agent can084

make comments on these specific aspects. For the085

overall judgment, all these individual analyses are086

combined into one summary, providing a system-087

atic judgment across multiple dimensions.088

For the experiments, we introduce novel debate089

judging benchmarks covering multi-dimensional090

and multi-debater scenarios, namely DebateArt and091

DebateCompetition. DebateArt sources from on-092

line platforms that follow competitive debate for-093

mats and have dimensional voting results, while De-094

bateCompetition includes transcribed videos from095

world-class competitive debate competitions, en-096

riching our benchmark with complex and high-097

quality samples. These debates follow the British098

Parliamentary (BP) format involving four teams099

(two on each side), increasing judging difficulty.100

On these two more challenging benchmarks, our101

Debatrix evaluation system achieved improvements102

in winner prediction accuracy both per dimension103

and generally, compared to the baseline of directly104

prompting the LLM with raw debate speeches.105

Furthermore, the experimental results have also106

proved that speech-by-speech analyses and multi-107

dimensional judgments help generate a more accu-108

rate final verdict.109

Our contributions are as follows:110

1. We propose Debatrix, a fine-grained auto- 111

matic debate judging framework based on 112

LLM but performs general or dimensional 113

analysis speech by speech before producing 114

the final verdict. 115

2. We propose a debate judging benchmark for 116

LLMs and other autonomous debate judg- 117

ing systems, including multi-dimensional and 118

multi-debater settings, which differ from sim- 119

ple 1v1 debate assessment. 120

3. We investigate how well LLMs can judge 121

debates directly or equipped with Debatrix, 122

enabling either chronological or dimensional 123

analysis or both. 124

2 Related Work 125

Argumentation persuasion assessment is the foun- 126

dation of automatic debate systems, as they must 127

be persuasive enough to argue effectively. Previous 128

works have focused on the persuasiveness of argu- 129

ments, including empirical studies (Thomas et al., 130

2017, 2019a), machine learning models (Persing 131

and Ng, 2015; Zhang et al., 2016; Gleize et al., 132

2019) and works covering both (Al Khatib et al., 133

2020; Donadello et al., 2022). Some argument- 134

based chatbots also take persuasiveness as a moti- 135

vating factor (Rosenfeld and Kraus, 2016; Thomas 136

et al., 2019b). 137

While these works mainly involve empirical laws 138

or delicate models, within the bigger context of 139

text evaluation, large language models (LLM) have 140

become a new, powerful tool to tackle this task. 141

Multiple exploitation methods have been proposed, 142

such as conditional probability (Fu et al., 2023), 143

score prompting (Wang et al., 2023a; Liu et al., 144

2023; Zhu et al., 2023) and pairwise comparison 145

(Wang et al., 2023b). Several works, such as Bai 146

et al. (2023), utilize multiple of them and introduce 147

various methods to stabilize the results. 148

As for the challenges of judging debates with 149

LLMs, a few pioneering works have researched 150

some of them. For instance, Li et al. (2023) and 151

Chan et al. (2023) focus on multi-dimensional as- 152

sessment and propose different strategies to im- 153

prove accuracy, such as peer review and group chat. 154

Meanwhile, de Wynter and Yuan (2023) and Chen 155

et al. (2023) have explored LLM’s ability to handle 156

argumentation tasks, measuring its capability of ar- 157

gumentation reasoning. These works are partially 158
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Alice:
In my opinion,
we should ...

Bob:
Thank you, Alice.
Yet, I think ...

Alice: ...

Bob: ...

Alice: ...

Bob: ...
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Figure 2: General structure of Debatrix. ①: add speech to context memory; ②: fetch relevant pieces of context and
analysis; ③: add analysis and reflections to analysis memory; ④: fetch analysis for final judgment. The framework
can generate speech judgments, debater judgments, and the winner verdict based on analysis from single or multiple
dimensions.

in line with our work yet do not cover all 3 issues159

mentioned in Section 1. Finally, Li et al. (2019)160

proposed a dialog evaluation framework that works161

in a multi-turn manner, similar to our chronological162

design. However, this framework is designed for163

human annotators instead of LLM judges.164

3 Debatrix165

In this section, we provide a detailed overview of166

Debatrix, our fine-grained debate judging frame-167

work, including its general structure and workflow.168

3.1 Structure and Components169

The overall structure of Debatrix is illustrated in170

Figure 2. Debatrix contains a collection of chrono-171

logical columns, each being able to evaluate de-172

bates under a specific preference or dimension.173

Each chronological column processes speeches se-174

quentially, generating speech judgments, including175

a score and a comment. When all speeches are an-176

alyzed, the column summarizes the past analyses,177

generating debater judgments (similar to speech178

judgments but for individual debaters) and the win-179

ner verdict (including the winner and a comment).180

Multiple columns can collaborate like a matrix, pro-181

ducing systematic judgments that cover multiple182

dimensions.183

There are two groups of components in a chrono-184

logical column: memory and judgment. They work185

together to analyze the debate thoroughly.186

Memory provides long-term storage during the 187

debate judging process. There are two types of 188

memory: context memory records incoming speech 189

context, and analysis memory stores intermedi- 190

ate analyses. Every incoming speech is added to 191

the context memory before being analyzed by the 192

speech judge. At any time, judges can fetch or 193

query contents from both memories and add new 194

analyses to the analysis memory. 195

Judge is the core component to analyze and 196

judge the debate, including the speech judge, the 197

debater judge, and the winner judge. The speech 198

judge analyzes the stream of speeches, utilizing 199

memories to understand them; the analysis is added 200

to the memory and can be used to generate judg- 201

ments. The debater and winner judges work after 202

all speeches are processed. They use past analyses 203

by the speech judges to generate debater judgments 204

and the winner verdicts, respectively. 205

3.2 Chronological Column Workflow 206

LLMs have shown a strong capability in evaluating 207

single passages and short conversations. To elabo- 208

rate on this power for multi-turn long debates, we 209

propose a dedicated workflow design for chrono- 210

logical columns, which can already be seen in Fig- 211

ure 2. Figure 3 illustrates a more detailed version 212

of the workflow; the complete algorithm is listed 213

in Appendix A. 214

The key point of our design is the speech analysis 215

process. Speech analysis focuses on decomposing 216
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②

Speech Context
Alice:
In my opinion, we should ...
Bob:
Thank you Alice. However, I
think ...

...

④

Content Analysis

Alice mentioned ... The
claims are well supported.

Bob refutes ... The speaking
style is very engaging.

...

①

Speech

Speech Analysis

Debater
Judgement

Winner
Verdict

③

Speech
Analyzer

Debater
Judge

Winner
Judge

Debate
Analyzer

Debate AnalysisAnalyze

Speech
Speech
Judge

Speech
Judgment

by

Speech

...

Figure 3: A more detailed version of the workflow of
a single column. Blocks and numbers match the ones
in Figure 2, except for the debate analyzer which is not
shown in Figure 2.

the content of the speech, such as how arguments217

interact with each other, what evidence is intro-218

duced to back arguments, and what language style219

the speech has shown. The column preference or220

dimension controls what is included in the analysis.221

The speech judge can use this information to gen-222

erate the corresponding speech judgment and gain223

insight into the performance of the current speaking224

debater. Meanwhile, the analysis also acts as a sum-225

marized and digested version of the current speech,226

reducing the difficulty of subsequent speech judg-227

ment.228

When the speech judge finishes analyzing the229

speech, the speech analysis is added to the analysis230

memory as part of the content analysis. At the end231

of the debate, the debater and winner judges must232

exploit the entire list of content analyses to judge233

a specific debater or compare between debaters.234

This is achieved by an extra debate analyzer, which235

converts all content analysis into a debater-directed236

debate analysis. Finally, the debater judges and the237

winner judge generate debater judgments and the238

winner’s verdict based on the debate analysis.239

3.3 Multi-Dimensional Collaboration240

While we can configure a single column to produce241

general judgment directly, in Debatrix, combin-242

ing multiple columns focusing on various dimen-243

sions is a better approach. One approach in our244

experiments is to summarize analyses from multi-245

ple columns into one systematic analysis. Figure 4246

demonstrates this approach for debater assessment247

Debater
Judgement

Winner
Verdict

Debater
Judge

Winner
Judge

Arg. Dim.
Debate

Analyzer

Argument
Analysis

Arguments
Alice
mentioned ...

Bob refutes ...

...

Sources

Alice's claims
are well
supported.

...

Language

Bob's speaking
style is very
engaging.

...

Src. Dim.
Debate

Analyzer

Lang. Dim.
Debate

Analyzer

Sources
Analysis

Language
Analysis

Debate Analysis Summarizer

Debate Analysis

Figure 4: Combining dimensional debate analyses from
multiple columns into one systematic analysis at the
end of the debate. Note that each column possesses a
memory containing dimensional content analysis, which
allows a more nuanced understanding of the debate.

and winner judging, summarizing debate analyses 248

under various dimensions; the same approach can 249

also be applied to speech analyses when generating 250

speech judgments. 251

It is worth noting that this is not the only way to 252

collaborate columns. For instance, columns may in- 253

teract with each other during the analyzing process, 254

similar to the approach of Chan et al. (2023); we 255

have examined whether such interactions are bene- 256

ficial when summarizing debate analyses. However, 257

they are not limited to this specific step — interac- 258

tions may occur at any point, even when generating 259

content analysis. 260

4 Debate Judging Benchmark 261

To assess LLMs and our proposed Debatrix frame- 262

work with real competitive debates, we introduce 263

a novel debate judging benchmark covering multi- 264

dimensional and multi-debater scenarios. We in- 265

clude two debate sources in our debate judging 266

benchmark: DebateArt for multi-dimensional 1v1 267

debates and debate competitions for high-quality, 268

multi-debater debates. 269

4.1 DebateArt 270

One major part of our debate judging benchmark 271

is based on DebateArt1, an online debate platform 272

that provides 1v1 debate arenas. The formation 273

setting makes DebateArt different from many other 274

1https://debateart.org
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# Speech Speech Tok. Debate Tok.

Min 4.0 53.0 468.0
Mean 6.7 650.5 4, 342.6
Max 10.0 2, 368.0 12, 337.0

Table 1: DebateArt debates content statistics, including
the number of speeches in a debate, tokens in a speech,
and tokens in a debate.

Dimension Pro Tie Con

General 37 7 56

Arguments 33 11 56
Sources 14 67 19
Langauge 9 66 25

Table 2: DebateArt debates winner distribution, includ-
ing general and dimensional ones.

debate forums that do not restrict the speaking or-275

der, as debates on this platform are closer to formal276

competitive ones.277

In DebateArt, users vote to decide debate win-278

ners. Besides the common winner selection sys-279

tem, the platform also provides a categorical point280

assignment system, where voters must consider281

and vote on four metrics for comparative perfor-282

mance insights: arguments, sources, legibility, and283

conduct.2 This voting system provides judging284

results under separate dimensions, which can be285

pro-winning, con-winning, or a tie. Moreover, vot-286

ers must provide detailed explanations of their de-287

cisions, and their votes are supervised by expe-288

rienced moderators, enhancing the quality of the289

votes. The weighted average of votes under each290

dimension decides the debate’s winner. Details291

of how DebateArt debates are run are covered in292

Appendix B.1.293

Our benchmark includes 100 valid debates with294

valid votes from DebateArt; we include our data295

collection process and filtering criteria in Ap-296

pendix B.2. Table 1 lists the statistics of these297

debates. To align with oral debates that are not298

formatted, we merged two dimensions — legibility299

and conduct — into a single language dimension,300

representing the language style. We averaged their301

votes in these two dimensions for each vote and302

2https://info.debateart.com/terms-of-s
ervice/voting-policy#casting-votes

Speech Tok. Debate Tok.

Min 1, 478.0 13, 571.0
Mean 1, 892.5 15, 139.9
Max 2, 411.0 17, 089.0

Table 3: Competition debates content statistics, includ-
ing the number of tokens in a speech and a debate.

Debater OG OO CG CO

# Wins 8 16 8 6

Table 4: Competition debates winner distribution. In
BP debates, the names of the teams are always fixed to
OG, OO, CG, and CO; OG and CG form the pro side,
and OO and CO form the con side. As some debates
have two winners, the sum exceeds 22.

converted them into a single vote (pro/tie/con). Ta- 303

ble 2 lists the winner distribution of all debates: 304

while voters tend to give ties on sources and lan- 305

guage, most debates have a specific winning side, 306

largely because of the argument dimension. 307

4.2 Debate Competitions 308

To extend our benchmark with high-quality for- 309

mal debates, we furthermore collected debates 310

from world-class competitive debate competitions 311

in recent years, including the World Universities 312

Debating Championship (WUDC), the European 313

Universities Debating Championship (EUDC), 314

and the North American Debating Champi- 315

onship (NAUDC). All these competitions follow 316

the British Parliamentary (BP) format (World Uni- 317

versities Debating Council, 2023), where four 318

teams are divided into two sides of a motion but 319

compete against all three other teams in the debate. 320

Instead of predicting the winning side, our bench- 321

mark requires judging which of the four teams is 322

the best. Please refer to Appendix B.3 for more 323

details about BP debates. 324

We transcribed debate videos from knockout 325

rounds of famous competitive debate competitions 326

to obtain high-quality BP debates; for more data 327

collection details, please refer to Appendix B.4. Af- 328

ter filtering incomplete or damaged transcriptions, 329

we obtained 22 debates with full transcriptions and 330

final verdicts. Table 3 lists statistics of these com- 331

petition debates; they are significantly longer than 332

DebateArt debates. 333
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It is worth noting that we were only able to col-334

lect the winning teams of these debates, which is335

not necessarily unique: in the finals, only one of336

the four teams wins the debate; yet, in the semi-337

finals and quarter-finals, two of them (they can338

even be mutual opponents) can win and proceed.339

Among all the collected debates, 6 are finals and340

have only one winner, and 16 have two winners.341

Table 4 demonstrates the distribution of winners in342

all these debates. To unify them, our benchmark343

treats predicting any winning teams as correct.344

5 Experiments345

Using our benchmark, we conduct experiments to346

evaluate the debate-judging performance of LLMs.347

We also compare our Debatrix framework with348

judging directly with LLMs.349

5.1 Model & Framework Configuration350

We utilize the latest GPT family as our target LLMs,351

including ChatGPT (gpt-3.5-turbo-0125)352

and GPT-4 (gpt-4-0125-preview); our ex-353

periments mainly focus on ChatGPT to test Deba-354

trix under a limited context window (16, 385 to-355

kens). We set the temperature to 0 and repeated all356

experiments 3 times, measuring the average perfor-357

mance.358

To control the dimension of the judge results, we359

provide judge preferences in the system prompt for360

every judge. We ask the judges to output comments361

only and then call the LLM again to generate their362

corresponding scores (integers from 1 to 10) or363

winner verdict to diminish mismatches.364

We compare two variants of chronological work-365

flow concerning relevant context fetching: half-366

analysis and full-analysis. In half-analysis, we367

fetch previous speeches; in full-analysis, we fetch368

content analysis of previous speeches instead of369

raw speeches. We denote Debatrix frameworks370

with these workflow variants as Debatrix-H and371

Debatrix-F, respectively.372

5.2 Experiment Settings373

We use DebateArt debates and competition debates374

to evaluate general winner prediction performance375

and DebateArt debates exclusively to evaluate di-376

mensional ones.377

Metrics We compare the winner verdict predic-378

tion with the true voting result of the debate; for379

scores, we compare the two debaters to generate380

an alternative score-based winner verdict and com-381

Method Arg. Src. Lang. Summary

Direct 52.06 32.47 39.91 44.91

Debatrix-H 50.87 33.14 32.55 44.18
Debatrix-F 47.50 34.67 36.16 42.21

Table 5: ChatGPT score comparison RMSE (×100) on
DebateArt debates. Arg.: Arguments; Src. Sources;
Lang.: Language. Summary predictions are generated
by multi-column collaboration. Lower RMSE is better.

Method Arg. Src. Lang. Summary

Direct 52.23 41.37 47.31 45.01

Debatrix-H 50.37 38.43 33.41 44.03
Debatrix-F 47.67 37.67 44.22 41.75

Table 6: ChatGPT winner prediction RMSE (×100) on
DebateArt debates. Notations follow Table 5. Lower
RMSE is better.

pare it with the true verdict. Specifically, for the 382

sources and languages dimensions, we treat score 383

differences within ±3 as ties, as score comparison 384

is too strict (as can be seen in Table 2). We also 385

prompt the model to allow tie verdicts. Due to the 386

existence of ties, we measure the root mean square 387

error (RMSE) between the model prediction and 388

the votes. More specifically, we assign the val- 389

ues of pro, tie, and con votes/predictions to 0, 0.5, 390

and 1, respectively; then we match each vote to 391

its corresponding model prediction and calculate 392

the RMSE. Debates from debate competitions have 393

four debaters and do not have ties. Therefore, we 394

prompt the model only to give winning verdicts, 395

measure the accuracy, and ignore the scores. As 396

for Debatrix dimensions, we adopt the dimensions 397

defined for DebateArt, and add a clash dimension 398

which originally belongs to the arguments dimen- 399

sion, so that all dimensions are balanced.3 400

The baseline models we used are as follows: 401

• Direct: We choose ChatGPT without any 402

frameworks as our baseline, which we denote 403

as Direct. We prompt the model to analyze 404

and judge a debate, and input the entire de- 405

bate. 406

• Debatrix-H: While both Debatrix-H and 407

3The clash dimension is for competition debates exclu-
sively; for DebateArt debates, we stick to their pre-defined
dimensions.
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Method Completion % Accuracy

Direct 36.36 16.67
Debatrix-F 100 51.52

Table 7: ChatGPT winner prediction accuracy on com-
petition debates. Completion %: percentage of debates
for which the LLM can actually complete a verdict
within the context window.

Debatrix-F apply our framework, Debatrix-408

H is selected as a baseline to examine the409

effectiveness of speech analysis.410

5.3 Main Results411

Tables 5 and 6 demonstrate score comparison and412

winner prediction RMSEs on DebateArt debates413

using ChatGPT respectively. Debatrix supersedes414

the direct method both generally and on each di-415

mension, except for the dimension of sources in416

score comparison, where the difference is relatively417

small compared to other dimensions. As for the two418

Debatrix variants, on the one hand, Debatrix-F con-419

sistently outperforms Debatrix-H on the arguments420

dimension, which contributes to its lead in general421

winner prediction; on the other hand, Debatrix-H422

performs better on sources and language dimen-423

sions, specifically the latter one.424

Table 7 lists the winner prediction accuracy on425

competition debates. Due to the limited context426

window, bare ChatGPT failed to process over 60%427

of the debates, significantly hindering performance.428

For this reason, we do not conduct experiments429

with Debatrix-H since, with this variant, analyzing430

the last speech costs as many tokens as judging the431

entire debate. In contrast, Debatrix-F successfully432

solved this issue, aiding ChatGPT to judge all 22433

debates and achieve a much higher accuracy.434

6 Analysis435

6.1 Half-Analysis or Full-Analysis?436

From Tables 5 and 6, we can see that while437

Debatrix-F is consistently better than Debatrix-H438

when judging arguments, Debatrix-H is better on439

the language dimension. This indicates that either440

variant has its specific expertise, or in other words,441

different dimensions prefer different types of past442

context: for the arguments dimension, intense anal-443

ysis is required for an accurate understanding of444

both side’s arguments and counter-arguments, in445

Method DArt (S) ↓ DArt (W) ↓ Comp. ↑

Direct
S 49.99 51.16 *
C 44.91 45.01 *

Debatrix-H
S 45.82 46.18 *
C 44.18 44.03 *

Debatrix-F
S 48.61 48.71 34.85
C 42.21 41.75 51.52

Table 8: Comparison between single-dimension and
multi-dimensional collaborate approaches, using Chat-
GPT. Methods: S for Single, C for Collaborate;
DArt (S): DebateArt debate score comparison RMSE;
DArt (W): DebateArt debate winner prediction RMSE;
Comp.: Competition debate winner prediction accuracy.
We do not include Direct and Debatrix-H in competition
debate results, as they cannot complete all judgments.

Method Single Summary Discussion

Accuracy 34.85 42.42 51.52

Table 9: Winner prediction distribution on debate com-
petition debates, using ChatGPT with Debatrix-F. Sum-
mary and Discussion are collaboration methods.

which case the digested content analysis is bene- 446

ficial; for the language dimension, however, the 447

content analysis could underestimate or overesti- 448

mate the language style of speeches, in which case 449

a direct comparison between raw speeches may be 450

better instead. 451

6.2 Single or Collaborate? 452

Besides running multiple columns in Debatrix, an- 453

other method to obtain general winner predictions 454

is to encode all dimensions into one single dimen- 455

sion and create a single column to perform all analy- 456

ses. Table 8 compares these two approaches. While 457

Debatrix still outperforms the Direct method using 458

one single dimension, in all cases, collaborating 459

multiple dimensions gives better results than merg- 460

ing them into a super dimension. This result illus- 461

trates the importance of multi-column design in 462

Debatrix. 463

An unusual observation is that Debatrix-H super- 464

sedes Debatrix-F when using a single dimension. 465

We argue that ChatGPT cannot properly summa- 466

rize key information for multiple dimensions in one 467

output, causing the content analysis to lose critical 468

clues that may affect the final verdict. With multi- 469
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Model Method DArt (S) ↓ DArt (W) ↓ Comp. ↑

ChatGPT Debatrix-F C 41.84 42.29 51.52

GPT-4 Direct S 44.14 46.39 34.85
GPT-4 Debatrix-F S 39.82 40.61 36.36
GPT-4 Debatrix-F C 36.07 37.58 *

Table 10: Comparison between ChatGPT with Debatrix-F and GPT-4. Notations follow Table 8. We did not conduct
full experiments for GPT-4 with Debatrix-F due to the position bias issue.

Model Method OG OO CG CO

ChatGPT Debatrix-F 13 21 15 17

GPT-4
Direct 0 0 10 56
Debatrix-F (S) 0 5 9 52

Table 11: Winner prediction distribution on debate com-
petition debates. OG, OO, CG, and CO are teams in BP
debates, and their speaking order is OG, OO, OG, OO,
CG, CO, CG, and finally CO.

dimensional collaboration, this issue is effectively470

solved, hence Debatrix-F performs better in this471

case.472

6.3 Summary or Discussion?473

In Section 3, we mentioned that column interaction474

could be an alternative way to combine multiple475

columns. Following Chan et al. (2023), we try to or-476

ganize a discussion among columns based on their477

debate analyses to replace the one-step summary.478

Table 9 lists experiment results on competition de-479

bates. Although superseding the single-column set-480

ting, introducing discussion does not improve the481

performance compared to a direct summary; fur-482

ther investigation reveals that subsequent speakers483

tend to follow previous statements if some specific484

verdict is already included instead of combining485

their analyses. The result, while not completely486

denying the discussion method, suggests that such487

strategies could be better applied to rectify mistakes488

in analysis rather than giving a verdict.489

6.4 Debatrix or GPT-4?490

Table 10 compares ChatGPT with Debatrix-F and491

GPT-4 under various settings4. It can be seen that492

ChatGPT with Debatrix-F outperforms naive GPT-493

4Due to the high cost of GPT-4, we only conduct experi-
ments on 30 out of 100 DebateArt debates and all competition
debates.

4 using single dimension; while introducing De- 494

batrix helps GPT-4 reach the best performance on 495

DebateArt debates, it does not gain much improve- 496

ment on competition debates. 497

Table 11 summarizes the predicted winner in all 498

complete runs for each model and method com- 499

bination to further investigate this outcome. Sur- 500

prisingly, while ChatGPT gives relatively balanced 501

predictions, GPT-4 always predicts the closing side 502

(CG and CO), in most cases CO; CO is the speaker 503

of the last speech in the debate; even Debatrix can 504

hardly change this. In all cases, they do not match 505

the true winner distribution (Table 4), excluding 506

the potential cause of imbalanced labels. 507

We conjecture that position bias (Ko et al., 2020; 508

Wang et al., 2023b) could be a major factor that 509

causes LLMs as powerful as GPT-4 to fail in judg- 510

ing BP debates. When arguments from all de- 511

baters are similarly strong, LLM may prefer the 512

last speaker who can refute other debaters while 513

not being refuted by others, thus seemingly more 514

convincing. 515

7 Conclusion 516

In this paper, we propose a fine-grained debate 517

judging framework based on LLM, Debatrix. We 518

decompose the debate judging task into a speech- 519

by-speech analysis to tackle multi-turn, long de- 520

bates and elaborate multiple dimensions to gener- 521

ate systematic judgments. We introduce a novel 522

debate judging benchmark to assess our framework 523

and other automatic debate judging approaches, 524

covering multi-dimensional and multi-debater sce- 525

narios. Under both settings, Debatrix significantly 526

improves ChatGPT, aiding it in judging long de- 527

bates that exceed the context window and outper- 528

forming bare GPT-4. 529
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Limitations530

Despite the above results, this paper has a few limi-531

tations for which we appreciate future studies. First,532

the workflow implementation in Debatrix, while533

already showing competence, can be further stud-534

ied and polished. Second, the position bias issue535

on GPT-4 for BP debates remains even when De-536

batrix is applied, calling for a more powerful tool537

to rectify this phenomenon.538
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A Debatrix Column Workflow Algorithm 700

Algorithm 1 demonstrates the complete workflow 701

of Debatrix chronological columns. Here we do 702

not include multi-column collaboration. 703

B Benchmark Data Details 704

B.1 DebateArt Debate Procedure5 705

Users instigate debates in DebateArt. The instiga- 706

tor needs to provide a debate topic and set debate 707

configurations such as character limit, time limit 708

(12 hours to 2 weeks), and the number of rounds 709

(up to 5); they can also include a description with 710

pertinent details like definitions, expanded resolu- 711

tion, special rules, and scope limitations. 712

The instigator may elect to be pro or con, leaving 713

the other position to the contender; the contender 714

can be any community user willing to accept the 715

challenge or another user requested directly by the 716

instigator. No matter which case, once the con- 717

tender enters, the debate starts, and both sides pub- 718

lish their arguments. If any side fails to propose an 719

argument within the time limit, they will automati- 720

cally forfeit the round; in our work, debates with 721

forfeited turns are treated as incomplete. 722

When all arguments have been published, the 723

community or the appointed judges select the de- 724

bate’s winner by voting. Voters need to follow 725

the specified voting system and give fair verdicts. 726

The debate is finished when the winner has been 727

selected according to the votes. 728

B.2 DebateArt Debate Collection 729

To collect debates with valid content and votes, we 730

first crawled the list of finished (result announced) 731

debates on DebateArt and then filtered out de- 732

bates that had no valid votes or were interrupted 733

(not using all preset rounds). Next, we crawled 734

the debate details of the remaining debates, in- 735

cluding topic (motion), debaters, description (info 736

slide), arguments (speeches), and votes. The raw 737

arguments are in HTML format; hence, we use 738

5This section mainly refers to https://info.debat
eart.com/help/debates.

10

https://doi.org/10.1038/s41586-021-03215-w
https://doi.org/10.1038/s41586-021-03215-w
https://doi.org/10.1038/s41586-021-03215-w
https://doi.org/10.3389/frai.2019.00024
https://doi.org/10.3389/frai.2019.00024
https://doi.org/10.3389/frai.2019.00024
https://doi.org/10.3389/frai.2019.00024
https://doi.org/10.3389/frai.2019.00024
http://arxiv.org/abs/2303.04048
http://arxiv.org/abs/2303.04048
http://arxiv.org/abs/2303.04048
http://arxiv.org/abs/2306.05087
http://arxiv.org/abs/2306.05087
http://arxiv.org/abs/2306.05087
http://arxiv.org/abs/2306.05087
http://arxiv.org/abs/2306.05087
https://drive.google.com/file/d/115WFArWMeXh1dTgQ_X9BPH5Ie6e84gHB/view?usp=sharing
https://drive.google.com/file/d/115WFArWMeXh1dTgQ_X9BPH5Ie6e84gHB/view?usp=sharing
https://drive.google.com/file/d/115WFArWMeXh1dTgQ_X9BPH5Ie6e84gHB/view?usp=sharing
https://drive.google.com/file/d/115WFArWMeXh1dTgQ_X9BPH5Ie6e84gHB/view?usp=sharing
https://drive.google.com/file/d/115WFArWMeXh1dTgQ_X9BPH5Ie6e84gHB/view?usp=sharing
http://arxiv.org/abs/2303.15078
http://arxiv.org/abs/2303.15078
http://arxiv.org/abs/2303.15078
https://doi.org/10.18653/v1/N16-1017
https://doi.org/10.18653/v1/N16-1017
https://doi.org/10.18653/v1/N16-1017
https://doi.org/10.48550/ARXIV.2306.05685
https://doi.org/10.48550/ARXIV.2306.05685
https://doi.org/10.48550/ARXIV.2306.05685
http://arxiv.org/abs/2210.07197
http://arxiv.org/abs/2210.07197
http://arxiv.org/abs/2210.07197
http://arxiv.org/abs/2310.17631
http://arxiv.org/abs/2310.17631
http://arxiv.org/abs/2310.17631
https://info.debateart.com/help/debates
https://info.debateart.com/help/debates


Algorithm 1: Debatrix Chronological Column Workflow
input : judge preference P , debate motion M , a list of debaters {D1, . . . , Dm}, an info slide I , a

list of speaker-speech tuples {(d1, s1), . . . , (dn, sn)}
output :a list of speech comments {Cs1 , . . . , Csn}, a list of debater comments {CD1 , . . . , CDm}, a

winner verdict V

sc_mem ← ∅; // speech context memory
ca_mem ← ∅; // content analysis memory
ci ← (P,M, {D1, . . . , Dm}, I); // common inputs

for i← 1 to n do
rel_sc ← QuerySpeechContext(sc_mem, si);

// query relevant contents to new speech
ca_mem ← ca_mem ∪{(di, si)};
ca ← AnalyzeContent(ci, di, si, ca_mem, rel_sc); // analyze speech
ca_mem ← ca_mem ∪ ca;
Csi ← JudgeSpeech(ci, di, ca); // judge speech

end

all_ca ← FetchContentAnalysis(ca_mem);
// fetch all content analyses

da ← AnalyzeDebate(ci, all_ca); // analyze debate

for i← 1 to m do
CDi ← JudgeDebater(ci, Di, da); // judge debater

end

V ← DecideWinner(ci, da); // decide winner of debate
return {Cs1 , . . . , Csn}, {CD1 , . . . , CDm}, V
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markdownify6 to convert them into Markdown739

documents.740

We further filtered out debates that do not fit741

in our benchmark, including debates that do not742

use the categorical point assignment system, are743

not formal, and contain very short speeches, which744

may indicate a forfeit. Although many are close to745

being professionals, we also excluded some very746

long debates to ensure that inputs do not exceed747

the LLM’s context window during the experiment.748

B.3 BP Debates749

The British Parliamentary (BP) format is a widely750

accepted competitive debate style, followed by751

famous competitions like WUDC, EUDC, and752

NAUDC (World Universities Debating Council,753

2023). Each BP debate contains four teams, with754

a total of eight debaters. There are two teams on755

each side of the debate: on one side are Opening756

Government (OG) and Closing Government (CG);757

on the other side are Opening Opposition (OO) and758

Closing Opposition (CO). They follow the order759

specified below to give speeches:760

• First speaker (the “Prime Minister”) from OG;761

• First speaker (the “Leader of Opposition”)762

from OO;763

• Second speaker (the “Deputy Prime Minis-764

ter”) from OG;765

• Second speaker (the “Deputy Leader of Oppo-766

sition”) from OO;767

• First speaker (the “Government Member”)768

from CG;769

• First speaker (the “Opposition Member”)770

from CO;771

• Second speaker (the “Government Whip”)772

from CG;773

• Second speaker (the “Opposition Whip”) from774

CO.775

Each speech lasts for 7 minutes, with limited tol-776

erance for timeouts. In general, OG should define777

the motion, propose arguments, and refute argu-778

ments from OO; OO should rebut OG’s case and779

propose constructive arguments for their side; CG780

6https://github.com/matthewwithanm/py
thon-markdownify

and CO should provide further supplementary anal- 781

ysis in favor of their side, respectively. 782

The Points of Information (POI) is a special fea- 783

ture in BP debates. A POI is a formalized inter- 784

jection from any debater on the opposite side to 785

the current speaker. The current speaker has the 786

right to decide whether the POI is accepted or re- 787

jected; once accepted, the debater offering the POI 788

can make an argument or ask a question within 15 789

seconds, and the current speaker should respond 790

properly before continuing their speech. In our 791

benchmark, we mark POI conversations as quoting 792

blocks and prompt LLMs to pay attention to them, 793

as engaging in POIs may contribute to the debaters’ 794

overall performance. 795

B.4 Competition Debate Collection 796

Many debate competitions, including WUDC, 797

EUDC, and NAUDC, only provide essential infor- 798

mation about debates, such as motions, info slides, 799

teams, and winners. They do not have official tran- 800

scriptions; unofficial ones are often incomplete. 801

Fortunately, in recent years, many of these compe- 802

titions have provided official video recordings of 803

debates not long before the finals. 804

We selected debates starting from the quarter 805

finals from WUDC (2020-2023), EUDC (2019- 806

2022) and NAUDC (2021 and 2023), and down- 807

loaded their video recordings. Next, we extracted 808

audio files from the recordings and used Whisper 809

(Radford et al., 2023) to recognize the speeches. 810

We manually checked and formatted the output 811

results into valid transcriptions. 812

Due to missing, damaged, or incomplete record- 813

ings, not every debate was available for transcrip- 814

tion; we only kept debates whose transcription was 815

complete. Finally, we merged their transcriptions 816

with debate information to produce the final data. 817
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