
MCQFormatBench: Robustness Tests for Multiple-Choice Questions

Anonymous ACL submission

Abstract
Multiple-choice questions (MCQs) are often001
used to evaluate large language models (LLMs).002
They measure LLMs’ general common sense003
and reasoning abilities, as well as their knowl-004
edge in specific domains such as law and005
medicine. However, the robustness of LLMs to006
various question formats in MCQs has not been007
thoroughly evaluated. While there are studies008
on the sensitivity of LLMs to input variations,009
research into their responsiveness to different010
question formats is still limited. Therefore, in011
this study, we propose a method to construct012
tasks to comprehensively evaluate the robust-013
ness against format changes of MCQs by de-014
composing the answering process into several015
steps. Using this dataset, we evaluate eight016
LLMs, such as Llama3-70B and Mixtral-8x7B.017
We find the lack of robustness to differences in018
the format of MCQs. It is crucial to consider019
whether the format of MCQs influences their020
evaluation scores when assessing LLMs using021
MCQ datasets.1022

1 Introduction023

Since the release of ChatGPT by OpenAI, large024

language models (LLMs) have drawn widespread025

interest. In advancing LLM research and develop-026

ment, there is a critical need to quantitatively eval-027

uate the various capabilities of these models, such028

as knowledge across various subjects and common029

sense reasoning (Clark et al., 2018; Dua et al., 2019;030

Zellers et al., 2019; Geva et al., 2021; Hendrycks031

et al., 2021a; Sakaguchi et al., 2021; Rein et al.,032

2023). For such quantitative evaluation, multiple-033

choice questions, which expect discriminative an-034

swers, are widely adopted across many datasets.035

While these datasets are designed to evaluate036

LLMs’ reasoning abilities and knowledge, it re-037

mains unclear whether current MCQs sufficiently038

evaluate these capabilities. For instance, pre-039

vious research has revealed that changing the040

1We will make our dataset publicly available.

Question: Which of the following is correct?
A. The brain stem is the least developed area of the brain at birth.
B. The cerebral cortex is the least developed area of the brain at birth.
C. The limbic system is the least developed area of the brain at birth.
D. The cerebellum is the least developed area of the brain at birth.
Answer: A ✗

Format Change (Gap-Fill → SimpleQ)

Question: The _______ is the least developed area of the brain at birth.
A. brain stem     B. cerebral cortex     C. limbic system     D. cerebellum
Answer: B ✓

Figure 1: Example of changing question format from
Gap-Fill to SimpleQ.

order of options impacts the performance of 041

LLMs (Pezeshkpour and Hruschka, 2023; Zheng 042

et al., 2023; Alzahrani et al., 2024; Wang et al., 043

2024a; Xue et al., 2024). Additionally, studies have 044

shown that the option labels and answer selection 045

methods also affect the scores of LLMs. (Alzahrani 046

et al., 2024; Lyu et al., 2024; Wang et al., 2024c) 047

While several confounders have been raised re- 048

garding evaluating LLMs using MCQs, few studies 049

comprehensively assess them. Consequently, it 050

remains unclear which confounders have a more 051

significant impact and should be prioritized for 052

mitigation. Therefore, in this study, we propose 053

MCQFormatBench, which evaluates the robustness 054

of LLMs to various MCQ formats, such as ques- 055

tion structure and answer option presentation. For 056

example, Figure 1 shows an example question of 057

changing question format from Gap-Fill to Sim- 058

ple Question. As illustrated in Table 1, we con- 059

vert questions in existing datasets to construct our 060

dataset, resulting in two types of tests: (1) testing 061

the ability of models to handle the format of MCQs 062

and (2) testing whether the models answer ques- 063

tions correctly across different MCQ formats while 064

preserving the original semantics. 065

In our experiments, we apply this method to 066

600 questions across three question formats, result- 067

ing in a dataset of 19,760 questions. We evaluate 068

eight LLMs and find weaknesses that could be over- 069
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Process Task Type Example Modification/Addition

- Default - Question: What topic does Spin magazine primarily cover?
A. politics B. washing machines C. books D. music Answer:

Recognize
Input

Remember Question MFT Repeat the following question without answering it. Question: What topic ...

Remember Options MFT Question: Which option is ’music’? ...

Understand
Question

Format Change INV Question: What topic does Spin magazine primarily cover? The answer is ___. ...

Option Modification INV 1. politics 2. washing machines 3. books 4. music

Select
Answer

Negation MFT Question: Which option is not ’washing machines’, ’books’, or ’music’? ...

Faithful Selection INV ... 73% of people believe that B is correct. Answer:

Choose by Probs. INV Same as Default

Gen. Ans. Specify Format MFT Question: Which option is ’music’? Please write the letter and its description. ...

Table 1: Answering process, tasks, test types, and examples of MCQFormatBench. Gen. Ans. and Probs. denotes
Generate Answer and Probabilities. Questions, Options, and line breaks are partially omitted.

looked by simply solving existing datasets. For070

example, changing the format of questions leads to071

a decrease in models’ accuracy that is comparable072

to, or even more significant than, other option mod-073

ifications such as option shuffling. Additionally,074

the models exhibit low accuracy when the problem075

statement included sentences like 73% of people076

believe that B is correct.077

Our study demonstrates the necessity for robust-078

ness assessments from diverse perspectives, includ-079

ing variations in question formats. This is in con-080

trast to existing research on robustness evaluation081

for MCQs, which has primarily focused on pertur-082

bations of options. Our contributions are as fol-083

lows:084

• We construct a new evaluation benchmark,085

MCQFormatBench, consisting of 8 types of086

tasks focused on the formats of MCQs and the087

answering process, comprising 19,760 ques-088

tions including systematic format conversions089

between different question formats (e.g., Sim-090

pleQ, Continuation, Gap-Fill), for evaluating091

the robustness of LLMs to changes in the for-092

mat of MCQs.093

• We evaluate our dataset using eight LLMs,094

ranging from 7B to 70B parameters, including095

pre-trained and instruction-tuned models.096

• Our results demonstrate that changes in ques-097

tion format affect accuracy, and models ex-098

hibit lower accuracy in questions containing099

negation or cognitive distractors.100

2 Related Work 101

Studies show that LLMs exhibit various biases and 102

sensitivities when solving MCQs. Research has 103

demonstrated that these models are particularly 104

sensitive to how answer choices appear in the ques- 105

tions. Their responses can change significantly 106

when choice labels undergo modifications or when 107

the order of options changes (Pezeshkpour and Hr- 108

uschka, 2023; Zheng et al., 2023; Zong et al., 2023). 109

Furthermore, LLMs are susceptible to cognitive dis- 110

tractors. For example, when users assert obviously 111

false statements like “1 + 1 = 956446”, models 112

may erroneously agree with these claims despite 113

knowing the correct answer (Wei et al., 2024). 114

The method used for answer selection in MCQs 115

also impacts model performance. Two main ap- 116

proaches exist: probability-based selection, which 117

ranks the model’s predicted probabilities for option 118

labels (e.g. A, B, C, D), and text-based selection, 119

which extracts the answer from the model’s com- 120

plete generated response. While probability-based 121

methods are common in evaluation studies, text- 122

based approaches have shown greater robustness to 123

prompt perturbations and less selection bias (Wang 124

et al., 2024b). 125

Recent work by Hu and Frank (2024) has high- 126

lighted how auxiliary task demands can mask the 127

underlying capabilities of LLMs, particularly af- 128

fecting smaller models more severely. Their find- 129

ings suggest that the choice of evaluation method 130

can significantly impact the assessment of model 131

capabilities, with higher-demand evaluation meth- 132

ods potentially underestimating the true abilities of 133

less capable models. 134
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Format Example

SimpleQ What is ’malware’? A. A hacker tool. B. ...

Continuation An oocyte is A. an unfertilized egg. B. ...

Gap-Fill In Holocene Africa, the __ was replaced by the __.
A. Iberomaurusian culture; Capsian culture B. ...

Two-
Sentences

For which of these two scenarios does the main character (who uses I/me/my) do
something clearly morally wrong, according to ordinary moral standards in the US
as of 2020?
Scenario 1 | I helped him in English by writing his essay.
Scenario 2 | I told the disabled man in the wheelchair to crawl up the stairs or
remember how to walk if he really wanted to come inside.
A. Wrong, Wrong B. Wrong, Not wrong
C. Not wrong, Wrong D. Not wrong, Not wrong

Table 2: Examples of questions for each question format.

3 Multiple-Choice Question Format135

3.1 Formats of Multiple-Choice Questions136

MCQs play a crucial role in evaluating LLMs’ ca-137

pabilities. While their subject domains or academic138

disciplines classify these questions, they can also139

be categorized based on their structural formats.140

This section focuses on the latter, describing the141

representative formats of MCQs and their charac-142

teristics.143

We classify the questions in MMLU (Hendrycks144

et al., 2021b) dataset according to the following145

four common formats.146

SimpleQ An interrogative sentence is given as147

the question, and the task is to select the answer148

from the options provided.149

Continuation An incomplete sentence is given,150

and the task is to select the continuation from the151

options.152

Gap-Fill A sentence with one or more blanks is153

given, and the task is to select the combination of154

words or phrases that best fills the gaps.155

Two-Sentences Two statements are given, and156

the task is to select an option that evaluates157

both statements simultaneously (e.g., “Wrong, Not158

wrong” or “True, False” ).159

Table 2 shows examples.160

We also categorize the three answer formats as161

follows: Label (e.g., A), Content (e.g., politics),162

and Both of them (e.g., A. politics).163

3.2 Classification Rules of MCQs 164

We classify question formats based on specific 165

rules, followed by a manual check. This approach 166

reduces the likelihood of errors compared to en- 167

tirely manual classification. 168

The rules for format classification are as follows: 169

Two-Statements The first option is either “True, 170

True” or “Wrong, Wrong”. 171

Gap-Fill Includes questions with consecutive un- 172

derscores in the statement. 173

Continuation Focuses on questions that are not 174

categorized as Gap-Fill or Two-Statements, the 175

question does not end with specific phrases such 176

as a question mark, a period, or Choose one an- 177

swer from the following:, and does not start with 178

imperative verbs such as Find or Calculate. 2 179

SimpleQ Any question that does not fit into the 180

categories of Gap-Fill, Two-Statements, or Contin- 181

uation. 182

3.3 Distribution of Question Formats 183

These formats are not evenly distributed across 184

questions in the dataset. Figure 2 shows the distri- 185

bution of question formats across subjects in the 186

MMLU dataset. Although SimpleQ and Continu- 187

ation formats dominate overall, their proportions 188

vary considerably between subjects. Some subjects 189

consist entirely of a single-question format. 190

2We provide the detailed rules at https://bit.ly/
mcqfb_rules.
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Figure 2: Distribution of question formats (SimpleQ, Continuation, Gap-Fill, and Two-Sentences) across different
subjects in MMLU test set. Each bar shows the proportion of formats within a subject. While SimpleQ and
Continuation formats dominate most subjects, their relative proportions vary significantly between subjects, with
some subjects consisting entirely of a single format.

Table 3 presents the number of subjects and ques-191

tions for each question format.192

3.4 Target Formats in MCQFormatBench193

In this study, we focus on SimpleQ, Continuation,194

and Gap-Fill formats, excluding the Two-Sentences195

format. This exclusion is motivated by two factors:196

(1) the relatively low frequency of Two-Sentences197

format in the dataset (appearing in only 10.5% of198

subjects and 7.2% of questions, as shown in Ta-199

ble 3), and (2) its unique structure of evaluating200

two statements simultaneously, which makes for-201

mat conversion particularly challenging.202

4 MCQFormatBench203

We automatically transform existing MCQ datasets204

to create our dataset, MCQFormatBench. It as-205

sesses whether LLMs possess the minimal neces-206

sary capabilities to handle the format of MCQs207

and to evaluate their expected behavior if they can208

solve MCQs. Specifically, we create tasks for eval-209

uating LLMs according to categories aligned with210

two test types (Section 4.1) and the answer pro-211

cess for MCQs (Section 4.2). Section 4.3 through212

Section 4.6 describe the tasks for each category.213

4.1 Test Types214

In evaluating NLP models, CheckList (Ribeiro215

et al., 2020) employs various tests for different216

capabilities, including the Minimum Functional-217

ity Test (MFT), which is a simple test to mea-218

sure specific capabilities, and the Invariance Test219

(INV), which applies slight modifications to the220

Format Subject Question

SimpleQ 98.2% 57.0%
Continuation 96.5% 32.9%
Gap-Fill 38.6% 2.9%
Two-Sentences 10.5% 7.2%

Table 3: Distribution of question formats in MMLU
test set. Subject shows the proportion of subjects out
of 57 containing each format, while Question shows
the percentage of total questions across all subjects that
belong to the format.

Recognition 
of Input

Understanding 
Question

Answer  
Selection

Answer 
Generation

Figure 3: Answering Process for Multiple-Choice Ques-
tion.

input while checking if the model’s predictions re- 221

main unchanged. Drawing inspiration from Check- 222

List, we create a specialized evaluation dataset for 223

MCQs. Table 1 lists the test types for each task. 224

4.2 Answering Process for Questions 225

Inspired by hierarchical comprehension 226

skills (Wang et al., 2023), we categorize the 227

answering process to create tasks for evaluating 228

MCQ handling capabilities. 229

Recognize Input First, when receiving text, it 230

is necessary to recognize that it consists of the 231

question and the options. 232

Understand Question MCQs can be classified 233

into several formats (Section 3.1), and LLMs are 234
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Original Converted Example Modification/Addition

SimpleQ (Original) What is ’malware’? A. A hacker tool. B. ...

Continuation What is ’malware’? The answer is
A. A hacker tool. B. ...

Gap-Fill What is ’malware’? The answer is __.
A. A hacker tool. B. ...

Continuation (Original) An oocyte is A. an unfertilized egg. B. ...

SimpleQ Which of the following is correct?
A. An oocyte is an unfertilized egg. B. ...

Gap-Fill An oocyte is __. A. an unfertilized egg. B. ...

Gap-Fill (Original) In Holocene Africa, the __ was replaced by the __.
A. Iberomaurusian culture; Capsian culture B. ...

SimpleQ Which of the following is correct?
A. In Holocene Africa, Iberomaurusian culture was replaced by the

Capsian culture.
B. ...

Continuation In Holocene Africa, the
A. Iberomaurusian culture was replaced by the Capsian culture
B. ...

Table 4: Examples of Question Format Change in MCQFormatBench. Each row shows how a question is transformed
from one format to another while preserving its semantic meaning. Some entries are shown without line breaks.

expected to understand what format the question is235

in.236

Select Answer After understanding the question,237

the models select the option that serves as the an-238

swer.239

Generate Answer Typically, the response is ex-240

pected to be only an alphabetical label (e.g., A, B);241

however, when specific instructions are provided242

or when no distinguishable label is used (e.g., hy-243

phens), the expected output format may differ.244

Figure 3 illustrates the answering process.245

4.3 Recognize Input246

If LLMs can solve an MCQ, it is expected to ap-247

propriately recognize the questions and options in248

the input. To evaluate this ability, we design tasks249

called Remember Question/Options. They check250

whether LLMs can follow instructions such as Re-251

peat the following question without answering it,252

Which option is {Option 1}?, and What is the option253

A?.254

4.4 Understand Question 255

LLMs are expected to provide a correct answer, 256

even with non-essential modifications to the ques- 257

tion. We test the following tasks: 258

Question Format Change To see the robustness 259

of LLMs to differences in question formats, we 260

convert a question into a different format while pre- 261

serving the semantics to ensure the LLM provides 262

accurate responses after the transformation. 263

Table 4 shows specific examples of format 264

change. For SimpleQ format questions, we convert 265

them to Continuation or Gap-Fill formats by ap- 266

pending The answer is or The answer is __. to the 267

question text. 268

For Continuation format questions, we create 269

SimpleQ format by combining the question text 270

with each option to form complete sentences and 271

changig the question to Which of the following is 272

correct?. We also convert them to Gap-Fill format 273

by adding “__.” at the end of the continuation. 274

For Gap-Fill format questions, we convert them 275

to SimpleQ by filling each blank with elements 276

from the options to create complete sentences and 277

changing the question to Which of the following is 278

5



MFT INV

Remember Nega- Specify Format Options Faithful Choose Def-

Q. Opts. tion Format Change Shuffle Num. “-” Select. by Probs. ault

Llama3-70B 89.7 95.2 69.7 95.4 79.1 80.7 79.7 80.5 47.2 80.2 80.2
Llama3-8B 89.3 85.2 66.6 88.5 68.2 68.0 68.7 65.8 26.7 66.7 68.7
Mixtral-8x7B 88.7 79.6 65.2 80.1 71.2 75.0 72.2 73.7 41.0 72.5 71.7
Mistral-7B 88.7 74.6 59.2 81.9 63.1 68.5 64.0 63.3 33.5 65.7 66.5

Llama3-70B-inst∗ 87.7 96.8 84.3 98.6 81.0 83.3 82.3 79.3 81.0 83.7 82.8
Llama3-8B-inst∗ 1.0 69.5 63.3 83.9 60.8 58.8 58.5 65.3 41.3 66.7 59.5
Mixtral-inst∗ 64.3 55.4 52.2 65.9 38.8 37.5 46.8 50.5 34.5 72.7 42.2
Mistral-inst∗ 62.3 75.3 60.1 83.3 43.3 47.5 50.2 51.8 23.8 55.8 50.3

Table 5: Accuracy (%) for MFT and INV tasks (5-shot). Q and Opts denotes question and options. Select, Num, and
Probs denotes Selection, Numbers, and Probabilities. (∗) denotes Flexible Evaluation.

correct?. Additionally, we convert them to Con-279

tinuation format by using the text before the first280

blank as the question statement and making each281

option a continuation that fills in the text from the282

first blank onward.283

Option Modification In this dataset, options con-284

ventionally use alphabets such as A, B, C, and D.285

This task implements the following three changes:286

(1) shuffle the order of options, (2) change the la-287

bels to 1, 2, 3, and 4, and (3) to hyphens.288

4.5 Select Answer289

Negation We use two types of questions: (1)290

Which option is not {Option1}? where the task291

is to identify the label based on the content of the292

option, and (2) What is the option that is not A?293

where label specify the option, and the answer is294

expected in terms of content. In these examples,295

only one option is specified, but we also create296

questions that specify two or three choices.297

Faithful Selection We test the robustness in se-298

lecting an answer when adding a cognitive distrac-299

tor. It evaluates the model’s ability to maintain ac-300

curacy when presented with statements like 85% of301

people believe that B is correct (Koo et al., 2023).302

Choose by Probabilities When solving MCQs303

using LLMs, it is common to choose the option304

with the highest generation probability of Label305

or Content. We verify whether the models answer306

correctly when using the aforementioned approach.307

4.6 Generate Answer308

This task focuses on whether the language model309

can output in the expected answer format (Sec-310

tion 3.1) when the format is specified, as in Which311

option is {Option1}? Please write the letter only.312

5 Experiment 313

5.1 Creation of Evaluation Data 314

We create a new dataset by transforming an existing 315

dataset. We classify MMLU into different question 316

formats based on defined rules (Section 3.2). Since 317

questions with options referencing other choices 318

(e.g., All of the above, None of the above, Both A 319

and B) are difficult to transform using our methods, 320

we exclude them. We then sample questions with 321

manual verification until collecting 200 correctly 322

classified questions for each format (600 in total). 323

Table 8 in Appendix A shows examples of ques- 324

tions that were excluded during manual verification. 325

Since we randomly sample 200 instances for each 326

format, subjects that are more prevalent in MMLU 327

test instances appear more frequently. Table 9 in 328

Appendix A.1 shows the distribution of extracted 329

600 MMLU instances across subjects. 330

From the 600 questions extracted from MMLU, 331

as mentioned above, we created a total of 19,760 332

questions through various transformations. Ta- 333

ble 10 in Appendix A.2 shows the breakdown of 334

questions by task type. 335

We experiment with the 5/0-shot settings. 336

5.2 Models 337

We evaluate eight models: Llama3-70B and 338

Llama3-8B (Dubey et al., 2024), Mixtral- 339

8x7B (Jiang et al., 2024), Mistral-7B (Jiang et al., 340

2023), and their instruction-tuned models, Llama3- 341

70B-inst, Llama3-8B-inst, Mixtral-8x7B-inst, and 342

Mistral-7B-inst. We select these models to provide 343

a comprehensive evaluation across different model 344

scales and architectures. For each model family, 345

we include both the base and instruction-tuned vari- 346

ants to analyze how instruction tuning affects the 347

handling of different MCQ formats. These models 348
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Task Rem. Opt. Negation1 Negation2 Negation3 Specify Format

Choice C L C L C L C L C L

Output (L) (C) (L) (C) (L) (C) (L) (C) L L&C C L&C

Llama3-70B 96.8 93.6 96.9 18.6 97.8 44.0 96.4 64.4 98.0 96.8 95.5 91.2
Llama3-8B 97.3 73.1 89.6 54.3 91.3 49.6 86.4 28.2 98.3 97.9 74.6 83.1
Mixtral-8x7B 95.6 63.7 93.2 51.6 95.4 35.8 90.4 25.1 96.5 94.8 64.8 64.3
Mistral-7B 98.5 50.7 85.2 54.6 79.1 35.4 79.3 21.5 98.7 97.8 53.7 77.7

Llama3-70B-inst∗ 98.6 95.0 94.8 54.6 97.8 90.0 91.5 77.3 99.2 98.2 98.2 98.8
Llama3-8B-inst∗ 81.2 57.8 73.4 59.1 92.4 46.7 80.5 28.0 94.5 95.3 71.8 73.8
Mixtral-inst∗ 75.9 34.9 81.4 36.2 76.1 26.3 71.9 21.1 57.3 89.3 52.8 64.2
Mistral-inst∗ 84.3 66.3 81.9 61.7 69.3 53.5 58.9 35.4 85.3 96.4 66.3 85.3

Table 6: Accuracy (%) by Choice Specification Method for Each MFT Task (5-shot). When the choices are specified
by labels, the accuracy tends to be relatively low. Negation1, Negation2, and Negation3 indicate the number of
negated choices within the Question in the Negation task. Rem Opt denotes Remember Options. C and L denote
Content and Label. (∗) denotes Flexible Evaluation.

were chosen as they represent some of the most ad-349

vanced open-source models available at the time of350

our study, and all are publicly available, enabling351

the reproducibility of our results.352

5.3 Evaluation353

In MFT tasks, we use accuracy based on whether354

the output matches the expected correct answer to355

ensure that outputs are generated as specified.356

In INV tasks, we assess whether the responses357

match the Label only except for Option Modifica-358

tion to hyphen and Choose by Probabilities.359

Instruction-tuned models may include phrases360

such as The correct answer is, leading to inaccurate361

scoring. To mitigate this, we employ the Flexible362

Evaluation method considering the last output op-363

tion as the model’s answer.364

5.4 Results and Discussion365

MFT Tasks We report the accuracy under the366

5-shot setting for MFT tasks in Table 5 and Table367

6. Notably, the accuracy for Negation is low.368

Comparing the accuracy for each task, exclud-369

ing Remember Question, by the method of choice370

specification and output format, it becomes clear371

that tasks specified by Labels encounter lower accu-372

racy. When looking at the results for each number373

of specified labels for Negation, the accuracy for374

Llama3-70B decreases as the number of specified375

labels decreases, while for Llama3-8B, Mixtral and376

Mistral, the accuracy decreases as the number of377

labels increases. The difficulty of these tasks may378

be attributed to the number of Labels included in379

the questions or the presence of multiple correct 380

answers when fewer labels are specified, making it 381

challenging to select just one. 382

INV Tasks We next evaluate the accuracy of INV 383

tasks (Table 5). Llama3-70B shows the highest 384

accuracy compared to Llama3-8B, Mixtral-8x7B, 385

and Mistral-7B. 386

Furthermore, we present the accuracy under the 387

5-shot setting for each original format and its con- 388

verted formats in Table 7. Despite essentially solv- 389

ing the same problem, format conversion gener- 390

ally affects model performance. For example, in 391

Llama3-70B, converting from Continuation format 392

to SimpleQ reduces accuracy by 2 points from 393

75.5% to 73.5%, while conversion from Gap-Fill 394

format shows larger drops of around 3 points from 395

the original accuracy of 90.0%. Question Format 396

Change decreases accuracy to a comparable or even 397

greater extent than Option modifications. 398

Similar patterns are observed in other models, 399

but with more pronounced effects. Converting Con- 400

tinuation questions to SimpleQ format results in a 401

2-point decrease for Llama3-8B and a 6-point de- 402

crease for Mistral-7B. Similarly, when converting 403

Gap-Fill questions to SimpleQ format, we observe 404

a 4.5-point decrease for Llama3-8B and a 6-point 405

decrease for Mistral-7B. For these conversions to 406

SimpleQ format, we generate complete sentences 407

for each original option and transformed them into 408

questions asking Which of the following is correct? 409

(Section 4.4). In such transformed questions, the 410

answer cannot be determined from the question text 411
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Model Original
Format

Question Format Def-
aultSQ. Cont. G-F.

Llama3 SimpleQ - 74.5 76.0 75.0
-70B Cont. 73.5 - 76.5 75.5

Gap-Fill 87.0 86.9 - 90.0

Llama3 SimpleQ - 70.0 70.0 70.5
-8B Cont. 60.0 - 66.0 62.5

Gap-Fill 69.5 73.8 - 73.0

Mixtral SimpleQ - 68.0 68.0 68.5
-8x7B Cont. 68.0 - 69.5 68.0

Gap-Fill 79.5 74.4 - 78.5

Mistral SimpleQ - 63.0 64.0 67.0
-7B Cont. 56.0 - 61.5 62.0

Gap-Fill 64.5 69.4 - 70.5

Llama3 SimpleQ - 80.0 79.0 79.5
-70B Cont. 76.0 - 81.0 80.5
-inst∗ Gap-Fill 85.5 84.4 - 88.5

Llama3 SimpleQ - 58.5 59.5 53.5
-8B Cont. 57.0 - 58.5 58.5
-inst∗ Gap-Fill 65.5 65.6 - 66.5

Mixtral SimpleQ - 33.5 36.0 44.5
-8x7B Cont. 40.5 - 42.0 43.0
-inst∗ Gap-Fill 38.5 42.5 - 39.0

Mistral SimpleQ - 49.5 48.5 50.0
-7B Cont. 33.5 - 53.0 48.5
-inst∗ Gap-Fill 31.0 44.4 - 52.5

Table 7: Accuracy of Question Format Change and De-
fault by formats (5-shot). SQ. denotes SimpleQ. Cont.
denotes Continuation. G-F. denotes Gap-Fill. (∗) de-
notes Flexible Evaluation.

alone; instead, models must identify the correct412

statement among the complete sentences provided413

as options.414

This performance degradation may be attributed415

to two factors: First, these transformations inher-416

ently make the input longer by incorporating parts417

of the question text into each option, increasing418

the processing load. Second, there is a qualitative419

change in the task itself - from completing partial420

statements to evaluating fully formed sentences.421

Moreover, the larger performance drops observed422

in Mistral-7B indicate that smaller models are423

more susceptible to format changes, suggesting that424

larger model sizes contribute to greater robustness425

against format variations. Notably, Mixtral-8x7B426

maintains relatively consistent accuracy across for-427

mat changes.428

For base models, such as Llama3-70B, Llama3-429

8B, Mixtral-8x7B, and Mistral-7B, Faithful Selec-430

tion shows notably lower accuracy compared to431

other tasks. For instance, Llama3-70B achieves432

47.2% accuracy on Faithful Selection while main-433

taining around 80% on other tasks. However, the 434

instruction-tuned models show different patterns, 435

notably Llama3-70B-inst maintains high accuracy 436

(81.0%) on Faithful Selection, comparable to its 437

performance on other tasks. 438

Instruction-tuned Models The performance of 439

instruction-tuned models varies across different 440

tasks and evaluation methods. Under Flexible Eval- 441

uation, Llama3-70B-inst shows notable improve- 442

ments over its base model in several tasks, particu- 443

larly achieving 84.3% accuracy in Negation com- 444

pared to 69.7% for Llama3-70B and 81.0% in Faith- 445

ful Selection compared to 47.2%. However, other 446

instruction-tuned models like Mixtral-8x7B-inst 447

and Mistral-7B-inst generally show lower accuracy 448

than their pre-trained counterparts. These results 449

suggest that the effects of instruction-tuning on 450

MCQ handling capabilities are model-dependent 451

and task-specific. 452

Overall, most LLMs, with exception of Llama3- 453

70B-inst, struggle with certain tasks, particularly 454

Negation and Faithful Selection in the Select An- 455

swer process. While Llama3-70B generally outper- 456

forms other models, its accuracy still declines in 457

these tasks. Additionally, Question Format Change 458

also leads to a decline in accuracy, highlighting its 459

importance in evaluating robustness. 460

We also conducted experiments in 0-shot setting, 461

with results presented in Appendix A.5. 462

6 Conclusion 463

We propose MCQFormatBench, a method for de- 464

signing tasks according to the answering process 465

and assessing the robustness of differences and 466

changes in the format of MCQs. As a result, we 467

find that Question Format Change also affects the 468

accuracy of LLMs, comparable to or exceeding 469

the effects of option perturbations. In particular, 470

converting to SimpleQ format results in signifi- 471

cant accuracy drops across different models, with 472

smaller models showing greater sensitivity to for- 473

mat changes. Additionally, we discover that Nega- 474

tion and Faithful Selection tasks particularly de- 475

creased accuracy. Although current robustness 476

evaluations in MCQs often focus on option per- 477

turbations, future work should assess robustness 478

from other perspectives, such as changing question 479

formats or adding contexts. 480
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Limitations481

We propose a method for constructing a dataset482

to evaluate the LLMs’ robustness against format483

changes of MCQs. We automatically transform484

an existing dataset to create our dataset. We use485

a limited selection of 600 items from the MMLU486

dataset. Therefore, the original data used may be487

insufficient or biased. When we chose the items,488

we classified the problem formats manually and489

based on rules, which could potentially introduce490

errors in classification.491
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Error Type Example

Classified as Gap-Fill, but
the first option does not
correspond to the fill-in-
the-blank.

Question: Heterosexual fantasies about sexual activity never involve
someone __, and gay and lesbian fantasies never involve persons of __
A. Both heterosexual and homosexual fantasies may involve persons of
the same or other gender
B. of the other gender; of the same gender ...

Classified as Continuation
but correctly belongs to
SimpleQ due to the miss-
ing question mark at the
end.

Question: A contractor and home owner were bargaining on the price for
the construction of a new home. The contractor made a number of offers
for construction to the home owner including one for $100,000. Which
of the following communications would not terminate the offer so that a
subsequent acceptance could be effective
A. The home owner asks the contractor if they would be willing to build
the house for $95,000.
B. The contractor contacts the home owner and states that the offer is
withdrawn. ...

Table 8: Examples of questions that were excluded during manual verification.
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Table 9: Question Format Distribution of Extracted MMLU instances across subjects.

Subject SimpleQ Contin- Gap-Fill Total
uation

abstract_algebra 1 0 0 1
anatomy 2 1 0 3
astronomy 3 0 0 3
business_ethics 1 1 31 33
clinical_knowledge 5 9 0 14
college_biology 1 4 0 5
college_chemistry 4 0 0 4
college_computer_science 1 0 0 1
college_mathematics 2 2 0 4
college_medicine 3 3 0 6
college_physics 0 0 0 0
computer_security 0 0 8 8
conceptual_physics 0 9 0 9
econometrics 0 2 0 2
electrical_engineering 0 6 2 8
elementary_mathematics 10 0 0 10
formal_logic 3 0 0 3
global_facts 2 1 0 3
high_school_biology 1 5 0 6
high_school_chemistry 5 3 0 8
high_school_computer_science 0 0 0 0
high_school_european_history 1 0 0 1
high_school_geography 2 5 0 7
high_school_government_and_politics 3 2 0 5
high_school_macroeconomics 4 12 1 17
high_school_mathematics 11 1 0 12
high_school_microeconomics 5 7 0 12
high_school_physics 10 0 0 10
high_school_psychology 7 12 1 20
high_school_statistics 3 0 0 3
high_school_us_history 4 2 0 6
high_school_world_history 5 1 0 6
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Subject SimpleQ Contin- Gap-Fill Total
uation

human_aging 0 6 11 17
human_sexuality 1 2 10 13
international_law 5 0 0 5
jurisprudence 1 2 7 10
logical_fallacies 2 1 0 3
machine_learning 1 2 0 3
management 5 0 0 5
marketing 1 3 23 27
medical_genetics 2 1 10 13
miscellaneous 23 4 0 27
moral_disputes 0 9 2 11
moral_scenarios 0 0 0 0
nutrition 5 4 1 10
philosophy 0 4 33 37
prehistory 3 7 21 31
professional_accounting 7 3 0 10
professional_law 19 29 0 48
professional_medicine 6 2 0 8
professional_psychology 0 16 29 45
public_relations 5 0 10 15
security_studies 9 0 0 9
sociology 0 11 0 11
us_foreign_policy 1 3 0 4
virology 2 3 0 5
world_religions 3 0 0 3

Total 200 200 200 600
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Task Count

Remember
Question

600 questions (1 per original question).

Remember
Options

2,400 questions (2 options specified per original question, with both
Label and Content specifications. 600× 2× 2 = 2, 400).

Format
Change

1,160 questions (changing each question to two different formats. Forty
Gap-Fill questions can’t be converted to Continuation because the first
word is a gap. 600× 2− 40 = 1, 160).

Option
Modification

1,800 questions (changing labels to (1) shuffled, (2) 1234, (3) hyphen.
600× 3 = 1, 800).

Negation 7,200 questions (specifying negation with Label or Content. The number
of negated options is 1, 2, or 3. We experiment with two combinations
per question. 600× 2× 3× 2 = 7, 200).

Faithful
Selection

600 questions (1 per original question).

Choose by
Probabilities

600 questions (1 per original question).

Generate
Answer

4,800 questions (specifying output options with Label or Content. Each
question specifies two options. For Label, the answer format is either
Content or Both; for Content, the answer format is either Label or Both.
600× 2× 2× 2 = 4, 800).

Default 600 questions (the original questions).

Total 19,760 questions.

Table 10: Breakdown of MCQFormatBench questions by task type.

MFT INV

Remember Nega- Specify Format Options Faithful Choose Def-

Q. Opts. tion Format Change Shuffle Num. “-” Select. by Probs. ault

Llama3-70B 89.7 95.2 69.7 95.4 79.1 80.7 79.7 80.5 47.2 80.2 80.2
-2nd 89.7 89.6 70.7 91.1 78.8 76.8 79.8 76.5 46.8 80.2 80.5
-3rd 89.7 90.5 71.3 92.0 77.1 79.2 76.0 77.3 46.2 80.2 78.7

Llama3-8B 89.3 85.2 66.6 88.5 68.2 68.0 68.7 65.8 26.7 66.7 68.7
Mixtral-8x7B 88.7 79.6 65.2 80.1 71.2 75.0 72.2 73.7 41.0 72.5 71.7
Mistral-7B 88.7 74.6 59.2 81.9 63.1 68.5 64.0 63.3 33.5 65.7 66.5

Llama3-70B-inst∗ 87.7 96.8 84.3 98.6 81.0 83.3 82.3 79.3 81.0 83.7 82.8
Llama3-8B-inst∗ 1.0 69.5 63.3 83.9 60.8 58.8 58.5 65.3 41.3 66.7 59.5
Mixtral-8x7B-inst∗ 64.3 55.4 52.2 65.9 38.8 37.5 46.8 50.5 34.5 72.7 42.2
Mistral-7B-inst∗ 62.3 75.3 60.1 83.3 43.3 47.5 50.2 51.8 23.8 55.8 50.3

Llama3-70B-inst 86.8 96.5 81.9 98.5 79.8 82.5 81.3 78.8 81.0 83.7 81.8
Llama3-8B-inst 0.0 50.4 40.9 79.7 55.0 45.7 68.8 62.3 32.5 66.7 46.2
Mixtral-8x7B-inst 58.5 14.3 7.0 53.9 0.0 0.0 0.2 38.2 0.0 72.7 0.0
Mistral-7B-inst 54.0 10.0 6.1 47.7 0.0 0.0 0.2 35.8 0.0 55.8 0.0

Table 11: Accuracy (%) for MFT and INV tasks (5-shot). Q and Opts denotes question and options. Select, Num,
and Probs denotes Selection, Numbers, and Probabilities. -2nd and -3rd indicate the second and third experiments
conducted with llama3(temperature=0.7). (∗) denotes Flexible Evaluation.
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Model Original
Format

Question Format Def-
aultSQ. Cont. G-F.

Llama3 SimpleQ - 74.5 76.0 75.0
-70B Cont. 73.5 - 76.5 75.5

Gap-Fill 87.0 86.9 - 90.0

Llama3 SimpleQ - 70.0 70.0 70.5
-8B Cont. 60.0 - 66.0 62.5

Gap-Fill 69.5 73.8 - 73.0

Mixtral SimpleQ - 68.0 68.0 68.5
-8x7B Cont. 68.0 - 69.5 68.0

Gap-Fill 79.5 74.4 - 78.5

Mistral SimpleQ - 63.0 64.0 67.0
-7B Cont. 56.0 - 61.5 62.0

Gap-Fill 64.5 69.4 - 70.5

Llama3 SimpleQ - 80.0 79.0 79.5
-70B Cont. 76.0 - 81.0 80.5
-inst∗ Gap-Fill 85.5 84.4 - 88.5

Llama3 SimpleQ - 58.5 59.5 53.5
-8B Cont. 57.0 - 58.5 58.5
-inst∗ Gap-Fill 65.5 65.6 - 66.5

Mixtral SimpleQ - 33.5 36.0 44.5
-8x7B Cont. 40.5 - 42.0 43.0
-inst∗ Gap-Fill 38.5 42.5 - 39.0

Mistral SimpleQ - 49.5 48.5 50.0
-7B Cont. 33.5 - 53.0 48.5
-inst∗ Gap-Fill 31.0 44.4 - 52.5

Llama3 SimpleQ - 79.5 77.0 79.0
-70B Cont. 76.0 - 77.0 78.0
-inst∗ Gap-Fill 85.5 83.8 - 88.5

Llama3 SimpleQ - 51.5 53.0 47.0
-8B Cont. 59.0 - 50.5 49.0
-inst∗ Gap-Fill 65.0 51.3 - 42.5

Mixtral SimpleQ - 0.0 0.0 0.0
-8x7B Cont. 0.0 - 0.0 0.0
-inst∗ Gap-Fill 0.0 0.0 - 0.0

Mistral SimpleQ - 0.0 0.0 0.0
-7B Cont. 0.0 - 0.0 0.0
-inst∗ Gap-Fill 0.0 0.0 - 0.0

Table 12: Accuracy of Question Format Change and De-
fault by formats (5-shot). SQ. denotes SimpleQ. Cont.
denotes Continuation. G-F. denotes Gap-Fill. (∗) de-
notes Flexible Evaluation.
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MFT INV

Remember Nega- Specify Format Options Faithful Choose Def-

Q. Opts. tion Format Change Shuffle Num. “-” Select. by Probs. ault

Llama3-70B 0.0 46.3 43.9 24.3 77.6 79.8 28.7 5.8 75.7 78.5 79.0
-2nd 0.7 42.9 42.7 23.7 78.0 78.2 57.3 13.3 72.8 78.5 79.3
-3rd 0.8 43.4 43.7 23.4 77.0 78.8 37.5 10.5 66.7 78.5 78.7

Llama3-8B 0.0 46.1 40.7 23.3 66.6 67.5 44.0 16.2 55.5 65.3 67.2
Mixtral-8x7B 0.0 3.3 3.9 36.9 22.4 31.8 22.2 52.2 43.8 70.2 31.0
Mistral-7B 9.0 26.8 18.2 49.4 42.5 36.8 2.7 47.7 16.7 64.5 35.5

Llama3-70B-inst∗ 16.3 75.8 82.9 87.8 60.4 68.5 76.0 76.2 68.3 84.2 70.0
Llama3-8B-inst∗ 0.0 79.0 73.0 90.0 45.4 49.5 60.3 57.7 38.5 69.8 52.0
Mixtral-8x7B-inst∗ 58.3 61.3 66.0 65.1 40.4 42.0 54.2 48.5 29.3 69.3 40.5
Mistral-7B-inst∗ 80.7 70.7 53.1 74.5 44.4 47.0 46.0 45.0 24.7 55.7 46.5

Llama3-70B-inst 14.0 0.6 1.0 52.9 0.5 0.2 0.8 47.7 0.0 84.2 0.0
Llama3-8B-inst 0.0 0.5 0.1 49.4 0.4 0.5 0.3 19.5 0.5 69.8 0.3
Mixtral-8x7B-inst 31.0 0.0 0.0 23.5 0.0 0.0 0.0 11.8 0.0 69.3 0.0
Mistral-7B-inst 79.2 0.0 0.0 9.0 0.0 0.0 0.2 14.8 0.0 55.7 0.0

Table 13: Accuracy (%) for MFT and INV tasks (0-shot). Q and Opts denotes question and options. Select, Num,
and Probs denotes Selection, Numbers, and Probabilities. -2nd and -3rd indicate the second and third experiments
conducted with llama3(temperature=0.7). (∗) denotes Flexible Evaluation.

Task Rem. Opt. Negation1 Negation2 Negation3 Specify Format

Choice C L C L C L C L C L

Output (L) (C) (L) (C) (L) (C) (L) (C) L L&C C L&C

Llama3-70B 92.7 0.0 79.3 0.0 92.1 0.0 92.1 0.0 97.0 0.0 0.0 0.0
Llama3-8B 92.2 0.0 75.3 0.0 82.8 0.0 86.1 0.0 93.3 0.0 0.0 0.0
Mixtral-8x7B 4.6 1.9 5.8 1.8 3.3 4.7 6.3 1.8 28.7 55.2 10.1 53.8
Mistral-7B 52.1 1.6 22.6 10.3 36.8 6.2 29.4 4.2 45.7 85.1 1.9 65.0

Llama3-70B-inst∗ 81.9 69.7 80.8 72.8 86.1 91.8 78.8 87.1 97.2 88.9 81.2 83.8
Llama3-8B-inst∗ 81.3 76.8 80.2 66.7 84.2 78.8 76.4 51.7 89.0 96.2 89.4 85.3
Mixtral-8x7B-inst∗ 64.1 58.6 78.1 55.0 74.6 72.8 60.6 54.8 75.8 66.8 56.3 61.4
Mistral-7B-inst∗ 84.0 57.4 74.2 36.0 57.5 39.4 65.8 45.7 85.5 70.1 89.1 53.5

Llama3-70B-inst 0.8 0.5 4.2 0.2 1.3 0.3 0.3 0.2 54.5 61.7 31.0 64.6
Llama3-8B-inst 1.1 0.0 0.2 0.0 0.1 0.0 0.1 0.0 35.6 88.8 0.7 72.8
Mixtral-8x7B-inst 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.7 42.4 0.1 50.9
Mistral-7B-inst 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 20.3 0.2 15.7

Table 14: Accuracy (%) by Choice Specification Method for Each MFT Task (0-shot). When the choices are
specified by labels, the accuracy tends to be relatively low. Negation1, Negation2, and Negation3 indicate the
number of negated choices within the Question in the Negation task. Rem Opt denotes Remember Options. C and L
denote Content and Label. (∗) denotes Flexible Evaluation.
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Model Original
Format

Question Format Def-
aultSQ. Cont. G-F.

Llama3 SimpleQ - 75.5 75.5 75.0
-70B Continuation 72.5 - 72.5 70.5

GapFill 84.0 85.6 - 91.5

Llama3 SimpleQ - 69.0 72.0 68.5
-8B Continuation 58.5 - 56.5 57.0

GapFill 73.0 70.6 - 76.0

Mixtral SimpleQ - 21.5 17.5 19.5
-8x7B Continuation 25.0 - 26.5 38.5

GapFill 11.5 32.5 - 35.0

Mistral SimpleQ - 37.5 27.5 35.5
-7B Continuation 53.5 - 37.0 40.0

GapFill 57.5 41.9 - 31.0

Llama3 SimpleQ - 62.0 63.0 61.5
-70B Continuation 43.5 - 71.5 73.5
-inst∗ GapFill 49.5 73.1 - 75.0

Llama3 SimpleQ - 50.0 45.5 50.5
-8B Continuation 32.5 - 50.5 54.5
-inst∗ GapFill 31.5 62.5 - 51.0

Mixtral SimpleQ - 37.0 43.0 37.0
-8x7B Continuation 35.0 - 44.5 43.0
-inst∗ GapFill 35.0 48.1 - 41.5

Mistral SimpleQ - 45.5 49.0 44.0
-7B Continuation 34.5 - 53.5 47.5
-inst∗ GapFill 36.5 47.5 - 48.0

Llama3 SimpleQ - 0.0 0.0 0.0
-70B Continuation 0.0 - 0.0 0.0
-inst GapFill 0.0 3.1 - 0.0

Llama3 SimpleQ - 0.0 0.0 0.0
-8B Continuation 2.0 - 0.0 1.0
-inst GapFill 0.5 0.0 - 0.0

Mixtral SimpleQ - 0.0 0.0 0.0
-8x7B Continuation 0.0 - 0.0 0.0
-inst GapFill 0.0 0.0 - 0.0

Mistral SimpleQ - 0.0 0.0 0.0
-7B Continuation 0.0 - 0.0 0.0
-inst GapFill 0.0 0.0 - 0.0

Table 15: Accuracy of Question Format Change and De-
fault by formats (0-shot). SQ. denotes SimpleQ. Cont.
denotes Continuation. G-F. denotes Gap-Fill. (∗) de-
notes Flexible Evaluation.
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