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Abstract

Detecting factual inconsistencies in summariza-001
tion is critical, yet existing benchmarks lack the002
necessary challenge and interpretability for ro-003
bust evaluation. In this paper, we introduce004
SummExecEdit, a novel benchmark leverag-005
ing executable edits to assess models on their006
ability to both detect factual errors and pro-007
vide accurate explanations. The top-performing008
model, Claude3-Opus, achieves a joint detec-009
tion and explanation score of only 0.49 in our010
benchmark, with individual scores of 0.67 for011
detection and 0.73 for explanation. Further-012
more, we identify four primary types of expla-013
nation errors, with 45.4% of errors focusing on014
completely unrelated parts of the summary.015

1 Introduction016

Large language models (LLMs) have shown re-017

markable performance across various tasks by gen-018

erating coherent responses while facing a major019

challenge with factual hallucination (Huang et al.,020

2024). Various evaluation methods (Laban et al.,021

2022; Fabbri et al., 2021, 2022; Tang et al., 2023;022

Luo et al., 2023; Yang et al., 2024) and inconsis-023

tency detection benchmarks have been proposed,024

and they used approaches such as editing ground025

truth texts to create intentional inconsistencies (La-026

ban et al., 2023) or generating benchmarks with027

LLMs where they label the factual accuracy of tar-028

get texts post-generation. (Tang et al., 2024b)029

However, previous approaches usually have030

broad and sweeping edits, i.e., trivial edits and031

multiple edits in one sample. Kim et al. (2024)032

in their work chose to entirely rely on humans to033

generate edits, because initial experiments with034

LLM-based edits yielded mostly trivial edits. Such035

edits make factual inconsistency errors easier to be036

detected by LLMs, for example, GPT4 achieves037

82.4% detection accuracy on a previous inconsis-038

tency benchmark - SummEdits (Laban et al., 2023).039

This shows that we need mechanisms to generate040

more complex edits. Moreover, high quality ex- 041

planations about inconsistency in these detection 042

benchmarks are missing, and they are necessary to 043

evaluate the model’s ability to explain their detec- 044

tion result and reason over facts. 045

To address these drawbacks, we propose to 046

leverage the concept of executable edits (Laban 047

et al., 2024) to generate a challenging and inter- 048

pretable benchmark called SummExecEdit - ex- 049

tending SummEdits (Laban et al., 2023) 1. While 050

normal editing rewrites the entire summary with 051

edits already applied, executable editing focuses 052

on isolating and replacing a specific substring in 053

the text showing what has changed, allowing pre- 054

cise changes that can introduce factual inconsisten- 055

cies. Such edits helps LLM to better concentrate 056

and come up with a complex yet granular and con- 057

trolled edit with a meaningful explanation for same 058

in a structured way, helping to eliminate broad and 059

sweeping multiple edits, as shown in Figure 1. 060

We compare executable edits to existing editing 061

and show that executable edits are superior, pro- 062

viding in range of 18-25% of higher number of 063

challenging samples with better explanations. We 064

evaluate a wide range of open-source and open- 065

api access LLMs on SummExecEdit and find that 066

most of these models lack on the combined task 067

of detection and explanation of error, with the best 068

model - Claude3-Opus achieving a joint score of 069

only 0.49, with individual scores of 0.67 for de- 070

tection and 0.73 for explanation. We also perform 071

error analyses for incorrect explanations generated 072

by candidate LLMs and categorize them into four 073

reasons, with 45.4% of errors focusing on com- 074

pletely unrelated parts of the summary. 075

2 Related Works 076

Editing and Annotation in Previous Bench- 077

marks. Several previous works have assessed 078

1Our data is released at www.anonymous.com
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various metrics in relation to human judgments079

associated with hallucination and factual incon-080

sistencies. Works prior to advances in language081

models focused on human and expert level (Fabbri082

et al., 2021; Falke et al., 2019) while the very re-083

cent works focused on generating annotations with084

the help of language models (Chhikara et al., 2024;085

Tang et al., 2024b; Laban et al., 2023). Although086

these models generate coherent texts with a good087

level of inter-annotator agreements with respect to088

consistency (Laban et al., 2023), such benchmarks089

may struggle to keep the changes in the original090

data to minimal (Nguyen et al., 2024). Executable091

edits with help of language models was first ex-092

plored by Laban et al. (2024), where it focused on093

replacing a substring for document editing. We094

build upon the works of SummEdits (Laban et al.,095

2023) to use executable edits to generate new fac-096

tual consistency benchmark.097

Detecting Factual Inconsistencies. Since auto-098

matic evaluation metrics such as ROUGE (Lin,099

2004) or BLEU (Papineni et al., 2002) cannot re-100

liably detect factual inconsistencies, several non-101

LLM based methods have been developed such as102

question-based (Fabbri et al., 2022) and entailment-103

based (Laban et al., 2022; Zha et al., 2023; Tang104

et al., 2024a). In various recent works, LLMs have105

shown superior performance when used as a judge106

to evaluate factual consistencies (Luo et al., 2023).107

We explore this further in various settings and also108

re-evaluate the modern-day LLMs on our bench-109

mark generated using executable edits.110

3 Executable Edits111

Given a (source, target) pair with a goal to edit112

the target such that it becomes factually inconsis-113

tent with the source, we can either ask the LLM114

to rewrite the target token-by-token, or ask it to115

isolate and highlight only a specific substring in the116

target text to be replaced. The latter can also be con-117

sidered a program that can be executed and used.118

Executable editing is simple but it can help us gen-119

erate more controlled and complex edits. Moreover,120

this minimizes synthetic data in the benchmarks121

since a majority of the original data remains same.122

Executable edits can also have a wide usage for123

data augmentation.124

We first experiment and verify on a smaller125

sample to show that executable edits work bet-126

ter compared to non-executable edits. We se-127

lected around 100 original (document, summary)128

Figure 1: Example comparison between non-executable
and executable edit.

pairs from Laban et al. (2023) and used GPT4- 129

Turbo, Claude3 Opus, and GPT3.5-Turbo to gener- 130

ate edited summaries and explanation of inconsis- 131

tencies using both executable and non-executable 132

prompts (Appendix F) in a structured json format. 133

This generates around 600 edits, which are shuffled, 134

anonymized, and annotated by two of the authors 135

manually based on the four questions: a) is the edit 136

inconsistent? b) is the edit complex/good quality? 137

c) is the edit controlled/granular? d) is the expla- 138

nation quality good? Each annotator annotated 139

nearly 400 edits with 200 in common to verify the 140

inter-annotator agreement in Table 3. 141

The result for our manual annotation is given 142

in Table 1. We use a filtering mechanism - each 143

subsequent column filters out the edits deemed in- 144

appropriate by either of the annotators in the pre- 145

vious column. The models show a similar trend - 146

executable edits lead to a higher score towards the 147

end implying a higher number of good edits and ex- 148

planations. For example, Claude3-Opus provides 149

nearly 18% more controlled and high quality edits 150

with executable prompt. 151

4 SummExecEdit Benchmark 152

We leverage Laban et al. (2023) to build our bench- 153

mark across 10 domains such as News, Podcast, 154

Bill, Sales calls, etc. Based on Table 1, we use both 155

GPT4-Turbo and Claude3-Opus models to gener- 156

ate our benchmark using the executable prompt. 157

Both the models are asked to generate six edits for 158

each (document, summary) pair. 159

After generating these edits, we remove the triv- 160

ial edits with help of GPT4-Turbo. We ask GPT4- 161

2



Condition N %Controlled (↑) %Inconsistent (↑) %Complex (↑) %Explanation (↑)
GPT4-Turbo (Exec) 144 86.81 81.25 45.83 44.44
GPT4-Turbo (Non-Exec) 134 90.30 81.34 23.13 20.90
GPT3.5-Turbo (Exec) 134 76.87 73.13 17.16 16.42
GPT3.5-Turbo (Non-Exec) 133 86.47 72.18 18.05 12.03
Claude3-Opus (Exec) 138 92.03 84.78 49.28 48.55
Claude3-Opus (Non-Exec) 136 97.06 88.24 31.62 30.15

Table 1: Manually annotated scores for comparison between executable and non-executable edits. Each column
shows percentage of N but does not consider the edits filtered out in its previous columns.

Turbo to classify an edit as a date change, number162

change, antonym change, or others. Any edit classi-163

fied as date, number, or antonym change is removed164

from the benchmark.165

The final benchmark results in 2,121 factually166

inconsistent summaries. To balance out the entire167

benchmark, we use all 2,120 factually consistent168

edits from SummEdits benchmark resulting in a to-169

tal of 4,241 samples in the final benchmark. Each170

of the 10 domains provide around 200-300 inconsis-171

tent summaries. The distribution of each domains172

is given in Table 6.173

5 Results174

To evaluate LLMs on SummExecEdit benchmark,175

we use two types of prompts. D&E - Detect and176

Explain error. Models need to detect if there is any177

factual inconsistency in summary, if yes, explain178

the inconsistency (Appendix F.3). E|D - Explain179

error given Detection. Given that the summary is180

inconsistent, models need to explain the inconsis-181

tency in the summary (Appendix F.4).182

Table 2 provides the Detection Accuracy (DA)183

of all the models using prompt D&E. The best per-184

forming model on SummExecEdit , GPT4o, pro-185

vides an accuracy of only around 73%. The overall186

results show that many LLMs struggle in detecting187

the factual error. As a reference, we also evalu-188

ate two non-LLM based approaches which use far189

lesser compute - AlignScore (Zha et al., 2023) re-190

ceiving 57.4% and MiniCheck (Tang et al., 2024a)191

receiving 60.0% accuracy, which are better than192

several open-source LLMs.193

5.1 Evaluating Explanations194

Two of the authors manually annotated around195

1200 explanations with 300 in common. The re-196

sults for manual annotation are given in appendix197

in Table 5. Based on these annotations we evalu-198

ated different LLM-as-Judge (Zheng et al., 2023)199

by asking them to assign a label as Entirely Correct200

(1), Partially Correct (0.5), or Not Correct (0). We201

use following four types of prompts for explanation 202

evaluation using GPT4o, GPT3.5-Turbo, Claude3- 203

Opus, and Claude3-Haiku. 204

• Reference less and no seed (EvalV1) - We pro- 205

vide document, edited summary, and LLM’s ex- 206

planation to be evaluated. 207

• Reference less and with seed (EvalV2) - We pro- 208

vide seed summary (ground truth), edited sum- 209

mary, and LLM’s explanation to be evaluated. 210

• Reference based with seed (EvalV3) - We pro- 211

vide seed summary (ground truth), edited sum- 212

mary, reference explanation, and LLM’s explana- 213

tion to be evaluated. 214

• Reference only (EvalV4) - We provide reference 215

explanation and LLM’s explanation to be evalu- 216

ated. 217

The correlations for four prompts with differ- 218

ent LLMs with respect to our manually annotated 219

explanations are provided in appendix in Table 4. 220

Selected explanations for manual annotations were 221

shuffled and randomly selected. The model and 222

either of the two prompts that generated those ex- 223

planations were anonymized. The IAA between 224

both the annotators are - Correlation of 0.885 and 225

Cohen Kappa of 0.81. We think that the reference 226

explanations generated at the time of edit itself are 227

the best and of high quality, scoring 0.95 for 40 228

samples. The prompt EvalV4 works the best which 229

suggests that evaluating explanations or reasoning 230

of models, works better when we have access to 231

what the edit/reason is or a reference explanation. 232

We use prompt EvalV4 with GPT4o model to 233

give the Explanation Score (ES) of all models 234

on 2121 inconsistent summaries generated using 235

both our prompts - D&E and E|D. The results are 236

provided in Table 2. 237

5.2 Joint Scores on SummExecEdit 238

We define the joint scores comprising of both de- 239

tection and explanation scores on factually incon- 240
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D&E E|D
Model DA(↑) DS(↑) ES(↑) JS(↑) ES(↑)
claude3-opus 0.71 0.67 0.733 0.491 0.684
gemini-1.5-pro 0.728 0.728 0.665 0.484 0.628
gpt-4o 0.733 0.725 0.629 0.456 0.684
gpt4-turbo 0.729 0.581 0.714 0.415 0.711
gemini-1.5-flash 0.708 0.556 0.633 0.352 0.62
gpt3.5-turbo 0.585 0.676 0.467 0.315 0.488
command-r-plus 0.655 0.369 0.703 0.259 0.595
gemini-pro 0.625 0.432 0.499 0.216 0.456
claude3-haiku 0.622 0.54 0.387 0.209 0.473
claude3-sonnet 0.636 0.33 0.626 0.206 0.633
command-r 0.609 0.414 0.489 0.202 0.49
palm-bison 0.608 0.248 0.473 0.117 0.407
mixtral-8x7b 0.609 0.73 0.503 0.367 0.568
mistral-large 0.703 0.512 0.714 0.366 0.624
llama3-70b 0.678 0.423 0.713 0.302 0.585
llama3-8b 0.555 0.73 0.239 0.175 0.458
mistral-7b 0.541 0.107 0.735 0.079 0.488

Table 2: Scores for D&E (Prompt Detect and Explain
error) and E|D (Prompt Explain error given Detection)
for inconsistent summaries. DA - Detection Accuracy,
DS - Detection Score, ES - Explanation Score, JS - Joint
Score. ES evaluated by EvalV4 prompt using GPT4o.
DA based on entire benchmark. DS, ES, and JS based
only on inconsistent summaries. Last 5 models are open-
source.

sistent summaries in SummExecEdit . Detection241

Score (DS) is calculated only on 2,121 factually242

inconsistent summaries, and we give a score of243

1 if model correctly detects the summary being244

factually incorrect and 0 otherwise. Joint score245

(JS) is calculated by multiplying both DS and ES246

element-wise, and the results are presented in Table247

2.248

The best model Claude3-Opus achieves a JS of249

0.49 which suggests that the task of detecting fac-250

tual inconsistency and explaining the same is still a251

challenging task for most modern-day LLMs, mak-252

ing them incapable to reason out-of-the-box. It is253

worth noting the big JS gap for open-api and open-254

source models. At the same time, it is also good255

to see Mixtral-8x7b achieving the best DS. This256

also brings up an interesting finding - some models257

are good at detecting the factual errors but struggle258

to explain the error, and also vice-versa. Models259

belonging to the same family also show differing260

behavior, for example GPT-4o and GPT4-Turbo261

or Mixtral-8x7b and Mistral-Large show different262

trends.263

5.3 Error Analysis for Explanations264

We analysed 350 of our manually annotated expla-265

nations that were incorrect or partially correct and266

observed that most of the errors in these explana- 267

tions mainly fall under the following categories. If 268

an explanation contains multiple errors, we report 269

the first found error in the explanation. 270

Misattribution of Error - This is the most com- 271

mon type of error, accounting for 45.4% of incor- 272

rect explanations. The explanation would focus on 273

a completely unrelated part of the summary or the 274

document and assign the blame on it. 275

Additional Unrelevant Explanation - The LLM 276

provides the correct explanation but also continues 277

to generate some unrelated explanation. Such ex- 278

planations make 28.9% of incorrect explanations. 279

Concentrating on Completeness - The explana- 280

tion focuses on completeness showing missing de- 281

tails in summary rather than focusing on factual 282

correctness. This accounts for 15.4% of incorrect 283

explanations. 284

Vague Explanation - These are either complex to 285

understand or incomplete explanations missing out 286

on details. They may correctly identify the error 287

but not effectively explain it. They account for 288

10.3% of incorrect explanation. 289

While we do not find any relation of errors with 290

specific models or specific prompts, we find a rela- 291

tion where different models happen to make similar 292

errors in explanations belonging to the same docu- 293

ment and factually inconsistent summary pairs. 294

6 Conclusion 295

In this work, we first explored the executable 296

editing with LLMs for generating benchmarks. 297

Through our experiments, we show its superiority 298

in generating a challenging benchmark and use it 299

to generate a new factual consistency detection and 300

explanation benchmark - SummExecEdit . We eval- 301

uate various LLMs over this benchmark for both 302

detection and explanation of factual inconsistencies. 303

The best performing model for detection - GPT4o 304

achieves an accuracy of 73% while Claude3-Opus 305

performs best on combined task of detection and 306

explanation achieving a joint score of 0.49. These 307

scores suggest that SummExecEdit is a challeng- 308

ing benchmark. We explore various prompt for- 309

mats that lead to better auto-evaluation by LLMs 310

and perform error-analysis for incorrect explana- 311

tions generated by LLMs. We hope researchers and 312

practitioners use executable edits to generate and 313

augment data, and SummExecEdit can be used by 314

LLM Developers for evaluating LLMs’ abilities to 315

detect factual errors and reason about facts. 316
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Limitations317

While executable edits help in creating more chal-318

lenging benchmark, it is important to note a few319

limitations of these edits and this work in general.320

First, generating benchmarks with executable edits321

require availability of ground truth (source, target)322

pairs which might not always be the case. Second,323

non-executable edits are equally capable of gen-324

erating controlled edits but these are simple and325

low quality. If the end-goal is to only generate326

controlled edits and complexity does not matter,327

non-executable edits could be used as well. Last,328

we have only experimented using these edits for329

creating a single benchmark related to summariza-330

tion. Further experiments in other domains, as well331

as for data augmentations, are required.332
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OpenAI Models. We used three OpenAI mod-439

els in our experiments - GPT4o, GPT4-Turbo, and440

GPT3.5-Turbo. All the models were accessed from441

the official OpenAI API.442

Google Models. We used four Google models443

in our experiments - Gemini-1.5-Pro, Gemini-1.5-444

Flash, Gemini-Pro, and Palm-Bison. We used445

Google Cloud Platform to access Google models,446

which relies on the VertexAI API.447

Anthropic, Cohere, Llama3, Mistral models.448

We used the Claude models in Anthropic family,449

Command-R models in Cohere family, models in450

Llama3 family, and models in Mistral family on451

AWS bedrock.452

B License Details and Terms of Use453

We leverage Laban et al. (2023) for raw data which454

was released under Apache-2.0 license, granting455

copyright license.456

C Annotation Tool457

Figure 2 provides an example of our annotation458

tool. The text highlighted in red, is replaced by459

the text highlighted in green and on the right side460

we perform the required annotation. This helps us461

annotate more reliably and easily.462

D Manual Annotation and463

Inter-Annotator Agreement464

In Section 3, we manually annotate the generated465

inconsistent summaries to compare between exe-466

cutable and non-executable edits based on follow-467

ing 4 questions:468

Is the edit inconsistent? - We annotate if the469

edited summary is factually inconsistent or the re-470

placed text still kept the edited summary consistent.471

Is the edit complex/good quality? - We annotate 472

if the factual inconsistency is complex or interest- 473

ing, meaning the edits should not be trivial such 474

as easy antonym swap, negating sentence, or nu- 475

merical and date changes. Trivial edits make the 476

benchmark easier. 477

Is the edit controlled/granular? - We annotate 478

if the edit is controlled and granular or still very 479

broad and sweeping, a drawback of previous bench- 480

marks. 481

Is the explanation quality good? - We annotate 482

if the reference explanation specifying the reason 483

of inconsistency generated by LLM at the time of 484

edit is correct. 485

Table 3 provides the Cohen Kappa as the inter- 486

annotator agreement.

Question N Cohen Kappa
Inconsistent 202 0.76
Interesting 177 0.61
Controlled 156 0.6
Explanation quality 43 0.49

Table 3: Inter-annotator agreement between both the
authors. We keep filtering out the examples in every
row to remove the bias of non-matching annotations
since the subsequent annotation of questions for every
example depend on the previous questions. The Cohen
for Explanation looks low but the disagreement is on a
very small samples. Since Cohen Kappa is looking at
classes with equal weights and due to a big imbalance,
it has a larger effect.

487
Table 4 provides the Correlation and Balanced 488

Accuracy for manual annotation of explanations 489

based on EvalV1, EvalV2, EvalV3, and EvalV4 for 490

four models under consideration. 491

Table 5 provides explanation scores for our man- 492

ual annotations of explanation evaluation. We can 493

see a comparable performance gap between the 494

open-source and open-api access models. 495

E SummExecEdit Statistics 496

Table 6 provides statistics for different domains 497

present in the DEFES benchmark. 498
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Figure 2: Two-Column annotation interface with highlights used for annotation

Correlation BAcc
Model V1 V2 V3 V4 V1 V2 V3 V4
claude3-haiku 0.076 0.478 0.732 0.725 0.385 0.49 0.655 0.618
claude3-opus 0.484 0.782 0.801 0.774 0.46 0.76 0.776 0.738
gpt3.5-turbo 0.103 0.118 0.325 0.563 0.375 0.401 0.495 0.625
gpt4o 0.603 0.816 0.804 0.833 0.533 0.792 0.794 0.811

Table 4: Correlation and Balanced Accuracy of prompts and models for explanation evaluation with respect to
manual evaluation.
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Prompt V1 Prompt V2
Model N ES(↑) N ES(↑)
claude3-opus 29 0.897 39 0.884
gpt-4o 28 0.821 39 0.884
gpt4-turbo 26 0.807 20 0.8
mixtral-8x7b 31 0.516 40 0.662
gpt3.5-turbo 30 0.567 40 0.7
llama3-70b 20 0.775 40 0.725
command-r-plus 17 0.706 40 0.762
gemini-pro 17 0.676 40 0.587
claude3-haiku 25 0.54 40 0.537
claude3-sonnet 19 0.763 40 0.725
command-r 15 0.6 40 0.625
llama3-8b 36 0.319 40 0.625
palm-bison 10 0.6 40 0.6
mistral-7b 6 0.833 40 0.612

Table 5: Scores for prompt V1 and V2 for inconsistent
summaries. N - Number of samples, ES - Explanation
Score. ES for Manual Annotation based on 887 ex-
planations annotated by one author. The score for 40
manually annotated reference explanation is 0.95.

Domain N %Inconsistent
SciTLDR 307 58.31
News 567 47.8
Podcast 344 58.72
BillSum 608 44.9
SamSum 450 51.11
Shakespeare 511 41.3
QMSum 334 50.3
ECTSum 416 47.12
Sales Email 368 57.1
Sales Call 336 53.87
Total 4241 50

Table 6: Statistics of the domains in SummExecEdit
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F Prompts 499

F.1 Executable Prompt 500

501
You are given a document and its corresponding summary. You must 502

generate 6 edits to the summary which should strictly follow the 503

guidelines mentioned below. 504

505

While making edits , think of what in a summary could be changed , 506

added , or removed that is difficult to detect but makes the 507

summary inconsistent with the document. Be mindful , that you 508

cannot change the figures , numbers , dates , digits mentioned in the 509

summary. 510

511

The edit should introduce an error which makes the summary factually 512

incorrect , or inconsistent with the document. Few examples of good 513

error types are given after the guidelines. Refer to those edits 514

and generate similar error types. For each edit only one of the 515

error type should be used. 516

517

[Guidelines] 518

- You can generate only one error per edited you generate. 519

- Your output should be a valid JSON string: that starts with : {" 520

edits": [ ... ]} and contains edits in the format described below. 521

- Remember to not introduce following types of errors: 522

- You cannot use antonyms or opposite words to introduce an error 523

. 524

- You cannot negate the sentence to introduce an error. 525

- You cannot replace a date by some other random date or random 526

time of the year to introduce an error. 527

- You cannot replace some amount or money by other random amount 528

or money. 529

- You cannot replace a number or a percentage by some other 530

random number or percentage to introduce an error. 531

- You cannot replace a name by some other random name to 532

introduce an error. 533

- Your explanation should not mention the original summary or the 534

edit , it should only describe the difference between the new 535

summary and document with respect to the document: "The document 536

says X but the document says Y." 537

- Make sure your "original_text" is a substring of the summary. 538

- You should diversify the types of errors you generate as much as 539

possible. Do not generate all edits of the same type. 540

- In the explanations you generated , you must refer to the edited 541

summary simply as the summary. You must not mention edits or 542

editing , or the "edited summary" in any way , simply call it the 543

summary. 544

545

[Edit format] 546

Each edit should be a valid JSON object , with three keys as show: " 547

original_text", "replace_text", and "explanation ". The " 548

original_text" key should be the original text in the summary that 549

9



you are editing which is a substring of the summary. The "550

replace_text" key should be the new text that you are replacing551

the original text with. The "explanation" key should be a 1-2552

sentence explanation of why the edit is an error.553

554

[Document]555

[DOCUMENT]556

557

[Summary]558

[SUMMARY]559560

F.2 Non-Executable/Normal Prompt561

562
You are given a document and its corresponding summary. You must563

generate 6 edits to the summary which should strictly follow the564

guidelines mentioned below.565

566

While making edits , think of what in a summary could be changed ,567

added , or removed that is difficult to detect but makes the568

summary inconsistent with the document. Be mindful , that you569

cannot change the figures , numbers , dates , digits mentioned in the570

summary.571

572

The edit should introduce an error that makes the summary factually573

incorrect , or inconsistent with the document.574

575

[Guidelines]576

- You can generate only one error per edited you generate.577

- You must not rewrite an entirely new summary. Your edited summary578

should modify , insert or delete AT MOST 5 words of the original579

summary.580

- Remember to not introduce following types of errors:581

- You cannot use antonyms or opposite words to introduce an error582

.583

- You cannot negate the sentence to introduce an error.584

- You cannot replace a date by some other random date or random585

time of the year to introduce an error.586

- You cannot replace some amount or money by other random amount587

or money.588

- You cannot replace a number or a percentage by some other589

random number or percentage to introduce an error.590

- You cannot replace a name by some other random name to591

introduce an error.592

- You should diversify the types of errors you generate as much as593

possible. Do not generate all edits of the same type.594

- You do not need to mention the type of edit that you made.595

- For each of the three edits , rewrite the entire summary with the596

edit you make.597

- In the explanations you generated , you must refer to the edited598

summary simply as the summary. You must not mention edits or599

editing , or the "edited summary" in any way , simply call it the600

summary.601

10



602

[Edit format] 603

You should generate six edits to the original summary , and for each 604

generate an one -sentence explanation of what the error in the 605

edited summary is. 606

Each edit should follow following json format: 607

{"edits": [ 608

{" edited_summary ": "[ Edited version of the summary]", " 609

explanation ": "A natural language explanation of the error 610

."}, 611

... 612

]} 613

614

[Document] 615

[DOCUMENT] 616

617

[Summary] 618

[SUMMARY] 619620

F.3 Detect and Explain error (D&E) 621

622
You are given a document and its corresponding summary which may or 623

may not be factually correct and consistent with the document. 624

Your task is to generate a valid json string (use escape 625

characters if double quotes and new lines are used within value) 626

that has following two fields: 627

1. "consistent" - This field gives whether the summary is factually 628

correct and consistent with respect to the document. It should be 629

"yes" if the summary is factually consistent with respect to the 630

document and "no" otherwise. 631

2. "explanation" - If you set "consistent" to "no", then this field 632

should give the explanation as why you think it is incorrect or 633

inconsistent. If you set "consistent" to "yes", then the 634

explanation should be an empty string. Example format: 635

636

{" consistent ": "no", "explanation ": "[...]"} 637

or 638

{" consistent ": "yes", "explanation ": ""} 639

640

Now complete the task for the following document , summary pair: 641

642

[Document] 643

[DOCUMENT] 644

645

[Summary] 646

[SUMMARY] 647648

F.4 Explain error given Detection (E|D) 649

650
You are given a document and its corresponding summary. We know that 651

the summary contains a factual error which renders it inconsistent 652

with the facts in the document. Your task is to provide a 1-2 653
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sentence explanation that identifies what fact or facts in the654

summary is/are inconsistent with the document. You should output655

your explanation in a valid json format (use escape characters for656

double quotes and new lines if used within value), in the657

following format:658

659

{" explanation ": "[...]"}660

661

Now complete the task for the following document , summary pair:662

663

[Document]664

[DOCUMENT]665

666

[Summary]667

[SUMMARY]668669
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