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Abstract

We show how to use low-quality, synthetic, and out-of-distribution images to1

improve the quality of a diffusion model. Typically, diffusion models are trained2

on curated datasets that emerge from highly filtered data pools from the Web and3

other sources. We show that there is immense value in the lower-quality images4

that are often discarded. We present Ambient Diffusion Omni, a simple, principled5

framework to train diffusion models that can extract signal from all available images6

during training. Our framework exploits two properties of natural images – spectral7

power law decay and locality. We first validate our framework by successfully8

training diffusion models with images synthetically corrupted by Gaussian blur,9

JPEG compression, and motion blur. We then use our framework to achieve state-10

of-the-art ImageNet FID and we show significant improvements in both image11

quality and diversity for text-to-image generative modeling. The core insight is12

that noise dampens the initial skew between the desired high-quality distribution13

and the mixed distribution we actually observe. We provide rigorous theoretical14

justification for our approach by analyzing the trade-off between learning from15

biased data versus limited unbiased data across diffusion times.16

1 Introduction17

Large-scale, high-quality training datasets have been a primary driver of recent progress in generative18

modeling. These datasets are typically assembled by filtering massive collections of images sourced19

from the web or proprietary databases [25, 43, 53, 58, 59]. The filtering process is crucial to the20

quality of the resulting models [13, 27, 25, 32, 27]. However, filtering strategies are often heuristic21

and inefficient, discarding large amounts of data [51, 43, 25, 13]. We demonstrate that the data22

typically rejected as low-quality holds significant, underutilized value.23

Extracting meaningful information from degraded data requires algorithms that explicitly model the24

degradation process. In generative modeling, there is growing interest in approaches that learn to25

generate directly from degraded inputs [18, 17, 14, 15, 7, 47, 39, 52, 5, 1, 2, 55, 71, 46, 64, 45,26

11, 48]. A key limitation of existing methods is their reliance on knowing the exact form of the27

degradation. In real-world scenarios, image degradations—such as motion blur, sensor artifacts,28

poor lighting, and low resolution—are often complex and lack a well-defined analytical description,29

making this assumption unrealistic. Even within the same dataset, from ImageNet to internet scale30

text-to-image datasets, there are samples of varying qualities [28], as shown in Figures 3, 24, 27,31

25. Given access to this mixed-bag of datapoints, we would like to sample from a tilted continuous32

measure of high-quality images, without sacrificing the diversity present in the training points.33

The training objective of diffusion models naturally decomposes sampling from a target distribution34

into a sequence of supervised learning tasks [30, 61, 62, 16, 19, 9, 10]. Due to the power-law structure35
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a) Text-to-image results b) ImageNet results
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Figure 1: Effect of using Ambient-o for (a) training a text-to-image model (Micro-Diffusion [54])
and (b) a class-conditional model for ImageNet (EDM-2 [35]). All generations are initialized with the
same noise. The baseline models are trained using all the data equally. Ambient-o changes the way the data is
used during the diffusion process based on its quality. This leads to significant visual improvements without
sacrificing diversity, as would happen with a filtering approach (see Fig. 29).

of natural image spectra [65], high diffusion times focus on generating globally coherent, semantically36

meaningful content [22], while low diffusion times emphasize learning high-frequency details.37

Our first key theoretical insight is that low-quality samples can still be valuable for training in the38

high-noise regime. As noise increases, the diffusion process contracts distributional differences (see39

Theorem 4.2), reducing the mismatch between the high-quality target distribution and the available40

mixed-quality data. At the same time, incorporating low-quality data increases the sample size,41

reducing the variance of the learned estimator. Our analysis formalizes this bias–variance trade-off42

and motivates a principled algorithm for training denoisers at high diffusion times using noisy,43

heterogeneous data.44

For low diffusion times, our algorithm leverages a second key property of natural images: locality. We45

show a direct relationship between diffusion time and the optimal receptive field size for denoising.46

Specifically, small image crops suffice at lower noise levels. This allows us to borrow high-frequency47

details from out-of-distribution or synthetic images, as long as the marginal distributions of the crops48

match those of the target data.49

We introduce Ambient Diffusion Omni (Ambient-o), a simple and principled framework for training50

diffusion models using arbitrarily corrupted and out-of-distribution data. Rather than filtering samples51

based on binary ‘good’ or ‘bad’ labels, Ambient-o retains all data and modulates the training process52

according to each sample’s utility. This enables the model to generate diverse outputs without53

compromising image quality. Empirically, Ambient-o advances the state of the art in unconditional54

generation on ImageNet and enhances diversity in text-conditional generation without sacrificing55

fidelity. Theoretically, it achieves improved bounds for distribution learning by optimally balancing56

the bias–variance trade-off: low-quality samples introduce bias, but their inclusion reduces variance57

through increased sample size.58

2 Background and Related Work59

Diffusion Modeling. Diffusion models transform the problem of sampling from p0 into the problem60

of learning denoisers for smoothed versions of p0 defined as pt = p0 ⊛N (0, σ2(t)I). We typically61

denote with X0 ∼ p0 the R.V. distributed according to the distribution of interest and Xt =62

X0 + σ(t)Z, the R.V. distributed according to pt. The target is to estimate the set of optimal l263

denoisers, i.e., the set of the conditional expectations: {E[X0|Xt = ·]}Tt=1. Typically, this can be64

achieved through supervised learning by minimizing the following loss (or a re-parametrization of it):65

J(θ) = Et∈U [0,T ]Ex0,xt|t

[
||hθ(xt, t)− x0||2

]
, (2.1)

that is optimized over a function family H = {hθ : θ ∈ Θ} parametrized by network parameters θ.66

For sufficiently expressive families, the minimizer is indeed: hθ∗(x, t) = E[X0|Xt = x].67
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Learning from noisy data. The diffusion modeling framework described above assumes access68

to samples from the distribution of interest p0. An interesting variation of this problem is to learn69

to sample from p0 given access to samples from a tilted measure p̃0 and a known degradation70

model. In Ambient Diffusion [18], the goal is to sample from p0 given pairs (Ax0, A) for a matrix71

A : Rm×n,m < n, that is distributed according to a known density p(A). The techniques in this72

work were later generalized to accommodate additive Gaussian Noise [15, 17, 1] in the measurements.73

More recently there have been efforts to further broaden the family of degradation models considered74

through Expectation-Maximization approaches that involve multiple training runs [52, 5].75

Recent work from [17] has shown that, at least for the Gaussian corruption model, leveraging the76

low-quality data can tremendously increase the performance of the trained generative models. In77

particular, the authors consider the setting where we have access to a few samples from p0, let’s78

denote them D0{x(i)
0 }N1

i=1 and many samples from ptn , let’s denote them Dtn{x
(i)
tn }

N2
i=1, where79

ptn = p0 ⊛N (0, σ2(tn)I) is a smoothed version of p0 at a known noise level tn. The clean samples80

are used to learn denoisers for all noise levels t ∈ [0, T ] while the noisy samples are used to learn81

denoisers only for t ≥ tn, using the training objective:82

Jambient(θ) = Et∈U(tn,T ]

N2∑
i=1

E
xt|x(i)

tn

[∣∣∣∣∣∣α(t)hθ(xt, t) + (1− α(t))xt − x
(i)
tn

∣∣∣∣∣∣2] , (2.2)

with α(t) = σ2(t)−σ2(tn)
σ2(t) . Note that the objective of equation 2.2 only requires samples from ptn83

(instead of p0) and can be used to train for all times t ≥ tn. This algorithm uses N1 +N2 datapoints84

to learn denoisers for t > tn and only N1 datapoints to learn denoisers for t ≤ tn. The authors show85

that even for N1 << N2, the model performs similarly to the setting of training with (N1 + N2)86

clean datapoints. The main limitation of this method and its related works is that the degradation87

process needs to be known. However, in many applications, we have data from heterogeneous sources88

and various qualities, but there is no analytic form or any prior on the corruption model.89

Data filtering. One of the most crude, but widely used, approaches for dealing with heterogeneous90

data sources is to remove the low-quality data and train only the high-quality subset [43, 25, 23].91

While this yields better results than naively training on the entire distribution, it leads to a decrease in92

diversity and relies on heuristics for optimizing the filtering. An alternative strategy is to train on the93

entire distribution and then fine-tune on high-quality data [13, 54]. This approach better trades the94

quality-diversity trade-off but still incurs a loss of diversity and is hard to calibrate.95

Training with synthetic data. A lot of recent works have shown that synthetic data can improve the96

generative capabilities of diffusion models when mixed properly with real data from the distribution97

of interest [24, 3, 4]. In this work, we show that it helps significantly to view synthetic data as98

corrupted versions of the samples from the real distribution and incorporate this perspective into the99

training objective.100

3 Method101

We propose a new framework that extends beyond [17] to enable training generative models directly102

from arbitrarily corrupted and out-of-distribution data, without requiring prior knowledge of the103

degradation process. We begin by formalizing the setting of interest.104

Problem Setting. We are given a dataset D = {w(i)
0 }Ni=1 consisting of N datapoints. Each point105

in D is drawn from a mixture distribution p̃0, which mixes p0 (the distribution of interest) and an106

alternative distribution q0 that may contain various forms of degradation or out-of-distribution content.107

We assume access to two labeled subsets, SG, SB , where points in SG are known to come from the108

clean distribution p0, and points in SB from the corrupted distribution q0. While this assumption109

simplifies the initial exposition, we relax it in Section F.1. We focus on the practically relevant regime110

where |SG|≪ |D|—i.e., access to high-quality data is severely limited. The objective is to learn a111

generative model that (approximately) samples from the clean distribution p0, leveraging both clean112

and corrupted samples in its training.113

We now describe how degraded and out-of-distribution samples can be effectively leveraged during114

training in both the high-noise and low-noise regimes of the diffusion process.115
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Figure 2: A time-dependent classifier trained to distinguish noisy clean and blurry images (blur
kernel standard deviation σB = 0.6). At low noise the classifier is able to perfectly identify the blurry
images, and outputs a probability close to 0. As the noise increases and the information in the image
is destroyed, the clean and blurry distributions converge and the classifier outputs a prediction close
to 0.5. The red line plots the threshold (selected at τ = 0.45), which is crossed at σt = 1.64.

3.1 Learning in the high-noise regime (leveraging low-quality data)116

Addition of gaussian noise contracts distribution distances. The first key idea of our method is117

that, at high diffusion times t, the noised target distribution pt and the noised corrupted distribution118

p̃t become increasingly similar (Theorem 4.2), effectively attenuating the discrepancy introduced119

by corruption. This effect is illustrated in Figure 2 (top), where we compare a clean image and its120

degraded counterpart (in this case, corrupted by Gaussian blur). As the diffusion time t increases, the121

noised versions of both samples become visually indistinguishable. Consequently, samples from p̃0122

can be leveraged to learn (the score of) pt, for t > tmin
n . We formalize this intuition in Section 4, and123

we also quantify that for large t there are statistical efficiency benefits for using a large sample from124

p̃0 versus a small sample from p0 .125

Heuristic selection of the noise level. From the discussion so far, it follows that to use samples126

from p̃0, we need to assign them to a noise level tmin
n . One can select this noise level empirically,127

i.e. we can ablate this parameter by training different models and selecting the one that maximizes128

the generative performance. However, this approach requires multiple trainings, which can be costly.129

Instead, we can find the desired noise level in a principled way as detailed below.130

Training a classifier under additive Gaussian noise. To identify the appropriate noise level, we131

train a time-conditional classifier to distinguish between the noised distributions pt and qt across132

various diffusion times t. We use a single neural network cnoise
θ (xt, t) that is conditioned on the133

diffusion time t, following the approach of time-aware classifiers used in classifier guidance [21].134

The classifier is trained using labeled samples from SG (clean) and SB (corrupted) via the following135

objective:136

Jnoise(θ) =
∑

x0∈SG

Ext|x0

[
− log cnoiseθ (xt, t)

]
+
∑

y0∈SB

Eyt|y0

[
− log(1− cnoiseθ (yt, t))

]
(3.1)

Annotation. Once the classifier is trained, we use it to determine the minimal level of noise that must137

be added to the low-quality distribution q0 so that it closely approximates a smoothed version of the138

high-quality distribution p0. Formally, we compute:139

tmin
n = inf

t ∈ [0, T ] :
1

|SB |
∑

y0∈SB

Eyt|y0

[
cnoiseθ (yt, t)

]
> τ

 , (3.2)

for τ = 0.5 − ϵ and for some ϵ > 0. Subsequently, we form the annotated dataset Dannot =140

{(w(i)
0 +σtmin

n
Z(i), tmin

n )}Ni=1∪{(x0, 0)|x0 ∈ SG}, where the random variables Z(i) are i.i.d. standard141
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normals. In particular, our annotated dataset indicates that we should only use the samples from D142

for diffusion times t ≥ tmin
n , for which the distributions have approximately merged and hence it is143

safe to use them. In fact, the optimal classifier assigns time tn that corresponds to the first time for144

which dTV(pt, qt) ≤ ϵ.145

From arbitrary corruption to additive Gaussian noise. The afore-described approach reduces146

our problem of learning from data with arbitrary corruption to the setting of learning from data147

corrupted with additive Gaussian noise. The price we pay for this reduction is the information loss148

due to the extra noise we add to the samples during the annotation stage. We can now extend the149

objective function (2.2) to train our diffusion model. Suppose our annotated dataset is comprised of150

samples {(x(i)

tmin
i

, tmin
i )}. Then our objective becomes:151

Jambient−o(θ) = Et∈U [0,T ]

∑
i:tmin

i <t

E
xt|x(i)

tmin
i

[∣∣∣∣∣∣α(t, tmin
i )hθ(xt, t) + (1− α(t, tmin

i ))xt − x
(i)

tmin
i

∣∣∣∣∣∣2] ,
where α(t, tmin

i ) =
σ2(t)−σ2(tmin

i )
σ2(t) .152

Moreover, the method is particularly well-suited to certain types of corruptions but is less effective153

for others. Because the addition of Gaussian noise suppresses high-frequency components—due154

to the spectral power law of natural images—our approach is most effective for corruptions that155

primarily degrade high frequencies (e.g., blur). In contrast, degradations that affect low-frequency156

content—such as color shifts, contrast reduction, or fog-like occlusions—are more challenging. This157

limitation is illustrated in Figure 9: masked images, for example, require significantly more noise to158

become usable compared to high-frequency corruptions like blur. In the extreme, the method reduces159

to a filtering approach, as infinite noise nullifies all information in the corrupted samples.160

3.2 Learning in the low-noise regime (synthetic and out-of-distribution data)161

So far, our algorithm implicitly results in varying amounts of training data across diffusion noise162

levels. At high noise, the model can leverage abundant low-quality data, whereas at low noise levels,163

it must rely solely on the limited set of high-quality samples. We now extend the algorithm to enable164

the use of synthetic and out-of-distribution data for learning denoisers at low-noise diffusion times.165

To achieve this, we leverage another fundamental property of natural images: locality. At low166

diffusion times, the denoising task can be solved using only a small local region of the image, without167

requiring full spatial context. We validate this hypothesis experimentally in the Experiments Section168

(Figures 11, 12, 13, 14), where we show that there is a mapping between diffusion time t and the169

crop size needed to perform the denoising optimally at this diffusion time. Intuitively, the higher the170

noise, the more context is required to accurately reconstruct the image. Conversely, for lower noise,171

the local information within a small neighborhood suffices to achieve effective denoising. We use172

crop(t) to denote the minimal crop size needed to perform optimal denoising at time t. If there are173

two distributions p0 and p̃0 that agree on their marginals (i.e. crops), they can be used interchangeably174

for low-diffusion times. Note that the distributions don’t have to agree globally, they only have to175

agree on a local (patch) level. Formally, let A(t) be a random patch selector of size crop(t). Let also176

p0, p̃0 two distributions that satisfy:177

A(t)#p0 = A(t)#p̃0, (3.3)

where A(t)#p0 denotes the pushforward measure1 of p0 under A(t). Then, the cropped portions178

of the tilted distributions provide equivalent information to the crops of the original distribution for179

denoising.180

Training a crops classifier. Note that the condition of Equation (3.3) can be trivially satisfied if A(t)181

masks all the pixels or even if A(t) just selects a single pixel. We are interested in finding what is182

the maximum crop size for which this condition is approximately true. Once again, we can use a183

classifier to solve this task. The input to the classifier, ccropsθ , is a crop of an image that either arises184

from p0 or p̃0, and the classifier needs to classify between these two cases.185

1Given measure spaces (X1,Σ1) and (X2,Σ2), a measurable function f : X1 → X2, and a probability
measure p : Σ1 → [0,∞), the pushforward measure f#p is defined as (f#p)(B) := p(f−1(B)) ∀B ∈ Σ2.
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Annotation and training using the trained classifier. Once the classifier is trained, we are now186

interested in finding the biggest crop size for which the distributions p0, p̃0 cannot be confidently187

distinguished. Formally,188

tmax
n = sup

t ∈ [0, T ] :
1

|SB |
∑

y0∈SB

[ccropsθ (A(t)(yt))] > τ

 , (3.4)

for τ = 0.5− ϵ and for some small ϵ > 02. For times t ≤ tmax
n , the out-of-distribution images from189

p̃0 can be used with the regular diffusion objective as images from p0, as for these times the denoiser190

only looks at crops and at the crop level the distributions have converged.191

The donut paradox. Each sample can be used for t ≥ tmin
i and for t ≤ tmax

i , but not for t ∈192

(tmax
i , tmin

i ). We call this the donut paradox as there is a hole in the middle of the diffusion trajectory193

for which we have fewer available data. These times do not have enough noise for the distributions194

to merge globally, but also the required receptive field for denoising is big enough so that there are195

differences on a crop level. We show an example of this effect in Figure 10.196

4 Theory197

We study the 1-d case, but all our claims easily extend to any dimension. We compare two algorithms:198

Algorithm 1. Algorithm 1 trains a diffusion model using access to n1 samples from a target density199

p0, assumed to be supported in [0, 1] and be λ1-Lipschitz.200

Algorithm 2. Algorithm 2 trains a diffusion model using access to n1 + n2 samples from a density201

p̃0 that is a mixture of the a target density p0 and another density q0, assumed to be supported in [0, 1]202

and be λ2-Lipschitz: p̃0 = n1

n1+n2
p0 +

n2

n1+n2
q0.203

We want to compare how well these algorithms estimate the distribution pt := p0 ⊛N (0, σ2
t ). We204

use p̂
(1)
t , p̂

(2)
t to denote the estimates obtained for pt by Algorithms 1 and 2 respectively.205

Diffusion modeling is Gaussian kernel density estimation. We start by making a connection206

between the optimal solution to the diffusion modeling objective and kernel density estimation. Given207

a finite dataset {W (i)}ni=1, the optimal solution to the diffusion modeling objective should match the208

empirical density at time t, which is:209

p̂t(x) =
1

nσt

n∑
i=1

ϕ

(
W (i) − x

σt

)
, (4.1)

where ϕ(u) = 1√
2π

e−u2/2 is the Gaussian kernel. We observe that equation 4.1 is identical to a210

Gaussian kernel density estimate, given samples {W (i)}ni=1
3.211

We establish the following result for Gaussian kernel density estimation.212

Theorem 4.1 (Gaussian Kernel Density Estimation). Let {W (i)}ni=1 be a set of n independent213

samples from a λ-Lipschitz density p. Let p̂ be the empirical density, pσ := p ⊛ N (0, σ2) and214

p̂σ = p̂⊛N (0, σ2). Then, with probability at least 1− δ with respect to the sample randomness,215

dTV(pσ, p̂σ) ≲
1

n
+

1

σ2n
+

√
log n+ log(1 ∨ λ) + log 2/δ

σ2n
. (4.2)

The proof of this result is given in the Appendix.216

Comparing the performance of Algorithms 1 and 2. Applying Theorem 4.1 directly to the p0217

density, we immediately get that the estimate p̂
(1)
t (x) obtained by Algorithm 1 satisfies:218

dTV(pt, p̂
(1)
t ) ≲

1

n1
+

1

σ2
t n1

+

√
log n1 + log(1 ∨ λ1) + log 2/δ

σ2
t n1

. (4.3)

2We subtract an ϵ to allow for approximate mixing of the two distributions and hence smaller annotation
times.

3This connection has been observed in prior works too, e.g., see [33, 8].
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Let us now see what we get by applying Theorem 4.1 to Algorithm 2, which uses samples from the219

tilted distribution p̃0. Since this distribution is
(

n1

n1+n2
λ1 +

n2

n1+n2
λ2

)
-Lipschitz, we get that:220

dTV(p̃t, p̂
(2)
t ) ≲

1

(n1 + n2)
+

1

σ2
t (n1 + n2)

+

√
log(n1 + n2) + log(1 ∨ n1

n1+n2
λ1 +

n2

n1+n2
λ2) + log 2/δ

σ2
t (n1 + n2)

,

where p̃t := p̃0 ⊛N (0, σ2
t ).221

Further, we have that: dTV(pt, p̂
(2)
t ) ≤ dTV(p̃t, pt) + dTV(p̃t, p̂

(2)
t ). We already have a bound for222

the second term. To bound the first term, we prove the following theorem.223

Theorem 4.2 (Distance contraction under noise). Consider distributions P and Q supported on a
subset of Rd with diameter D. Then

dTV(P ⊛N (0, σ2I), Q⊛N (0, σ2I)) ≤ dTV(P,Q) · D
2σ

.

224

Applying this theorem we get that: dTV(p̃t, pt) ≤ 1
2σt

dTV(p̃0, p0) ≤ 1
2σt

· n2

n1+n2
dTV(p0, q0), where225

for the second inequality we used that dTV(p0, p̃0) ≤ n2

n1+n2
dTV(p0, q0).226

Putting everything together, Algorithm (2) achieves an estimation error:227

dTV(pt, p̂
(2)
t ) ≲

1

(n1 + n2)
+

1

σ2
t (n1 + n2)

+

√
log(n1 + n2) + log(1 ∨ n1

n1+n2
λ1 +

n2

n1+n2
λ2) + log 2/δ

σ2
t (n1 + n2)

+
n2

σt(n1 + n2)
dTV(p0, q0).

Comparing this with the bound obtained in Equation 4.3, we see that if n2 is sufficiently larger than228

n1 or if λ2 ≤ λ1, there is a tmin
n such that for any t ≥ tmin

n , the upper-bound obtained by Algorithm229

2 is better than the upper-bound obtained by Algorithm 1. That implies that for high-diffusion times,230

using biased data might be helpful for learning, as the bias term (final term) decays with the amount231

of noise. Going back to equation 4, note that the switching point t ≥ tmin
n depends on the distance232

dTV(p̃t, pt) that decays as shown in Theorem 4.2. Once this distance becomes small enough, our233

computations above suggest that we benefit from biased data. The classifier of Section 3.1, if optimal,234

exactly tracks the distance dTV(p̃t, pt) and, as a result, tracks the switching point.235

Table 1: ImageNet results with and without classifier-free guidance.

ImageNet-512
Train FID ↓ Test FID ↓ Model Size

FID FIDv2 FID FIDv2 Mparams NFEno CFG w/ CFG no CFG w/ CFG no CFG w/ CFG no CFG w/ CFG
EDM2-XS 3.57 2.91 103.39 79.94 3.77 3.68 115.16 93.86 125 63

Ambient-o-XS 3.59 2.89 107.26 79.56 3.69 3.58 115.02 92.96 125 63
EDM2-XXL 1.91 (1.93) 1.81 42.84 33.09 2.88 2.73 56.42 46.22 1523 63

Ambient-o-XXL 1.99 1.87 43.38 33.34 2.81 2.68 56.40 46.02 1523 63
Ambient-o-XXL+crops 1.91 1.80 42.84 32.63 2.78 2.53 56.39 45.78 1523 63

Figure 3: Results using CLIP to obtain the high-quality and the low-quality sets of ImageNet.

5 Experiments236

Controlled experiments to show utility from low-quality data. To verify our method, we first237

do synthetic experiments on artificially corrupted data. We use EDM [34] as our baseline, and we238

train networks on CIFAR-10 and FFHQ. For the first experiments, we only use the high-noise part of239

our Ambient-o method (Section 3.1). We underline that for all of our experiments, we only change240

the way we use the data, and we keep all the optimization and network hyperparameters as is. We241

compare against using all the data as equal (despite the corruption) and the filtering strategy of242

7



only training on the clean samples. For evaluation, we measure FID [29] with respect to the full243

uncorrupted dataset (which is not available during training).244

For the blurring experiments, we use a Gaussian kernel with standard deviation σB =245

0.4, 0.6, 0.8, 1.0, and we corrupt 90% of the data. We show some corrupted images in Appendix246

Figure 5a. To obtain annotations, we train a blurry vs clean image classifier under noise, as explained247

in Section 3.1. For the experiments in the main paper, we use a balanced dataset for the training248

of the classifier. We ablate the effect of having fewer training samples for the classifier training in249

Appendix Section E where we show that reducing the number of clean samples available for classifier250

training leads to a small drop in performance. Once equipped with the trained classifier, each sample251

is annotated on its own based on the amount of noise that is needed to confuse the classifier (sample252

dependent annotation). We present our results in Table 2a. As shown, for all corruption strengths,253

Ambient Omni, significantly outperforms the two baseline methods. In the one to the last column of254

Table 2a, we further show the average annotation of the classifier. As expected, the average assigned255

noise level increases as the corruption intensifies.256

Table 2: In a controlled experiment with restricted access only to 10% of the clean dataset, our
method of Ambient-o uses corrupted and out-of-distribution data to improve performance.

(a) Gaussian blurred data at different levels.

Method Parameters Values (σB) σ̄min
tn FID

Only Clean (10%) - - 8.79

All data

1.0

0

45.32
0.8 28.26
0.6 11.42
0.4 2.47

Ambient-o

1.0 2.84 6.16
0.8 1.93 6.00
0.6 1.38 5.34
0.4 0.22 2.44

(b) Additional out-of-distribution data.

Source Data Additional Data Method σ̄max
tn FID

Dogs (10%)

None – – 12.08
Cats Fixed σ 0.2 11.14
Cats Fixed σ 0.1 9.85
Cats Fixed σ 0.05 10.66
Cats Fixed σ 0.025 12.07
Cats Classifier 0.09 8.92

Procedural Classifier 0.042 10.98

Cats (10%) None – – 5.20
Dogs Classifier 0.13 5.11

Wildlife Classifier 0.08 4.89

Controlled experiments to show utility from out-of-distribution images. We now want to validate257

the method developed in Section 3.2 for leveraging out-of-distribution data. To start with, we want to258

find the mapping between diffusion times and the size of the receptive field required for an optimal259

denoising prediction. To do so, we take a pre-trained denoising diffusion model and measure the260

denoising loss at a given location as we increase the size of the context. We provide the corresponding261

plot in the Supplemental Figures 13, 11. The main finding is that while providing more context262

always leads to a decrease in the average loss, for sufficiently small noise levels, the loss nearly263

plateaus before the full image context is provided. That implies that the perfect denoiser for a given264

noise level only needs to look at a localized part of the image.265

Equipped with the mapping between diffusion times and crop sizes, we now proceed to a fun266

experiment. Specifically, we show that it is possible to use images of cats to improve a generative267

model for dogs (!) and vice-versa. The cats here represent out-of-distribution data that can be used268

to improve the performance in the distribution of interest (in our toy example, dogs distribution).269

To perform this experiment, we train a classifier that discriminates between cats and dog images by270

looking at crops of various sizes (Section 3.2). Figure 18 shows the predictions of an 8× 8 crops-271

classifier for an image of a cat, illustrating that there are a number of crops that are misclassified272

as crops from a dog image. We report results for this experiment in Table 2b and we observe273

improvements in FID arising from using out-of-distribution data. Beyond natural images, we show274

that it is even possible to use procedurally generated data from Shaders [6] to (slightly) improve the275

performance. Figure 19 shows an example of such an image and the corresponding predictions of276

a crops classifier. Table 2b contains more results and ablations between annotating all the out-of-277

distribution at a single noise level vs. sample-dependent annotations.278

Corruptions of natural datasets – ImageNet results. Up to this point, our corrupted data has279

been artificially constructed to study our method in a controlled setting. However, it turns out that280

even in real datasets such as ImageNet, there are images with significant degradations such as heavy281

blur, low lighting, and low contrast, and also images with fantastic detail, clear lightning, and sharp282

contrast. Here, the high-quality and the low-quality sets are not given and hence we have to estimate283

them. We opt to use the CLIP-IQA quality metric [66] to separate ImageNet into high-quality (top284

10% CLIP-IQA) and low-quality (bottom 90% CLIP-IQA) sets. Figure 3 shows some of the top285
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and bottom quality images according to our metric. Given the high-quality and low-quality sets, we286

are now back to the previous setting where we can use the developed Ambient-o methodology. We287

underline that there is a rich literature regarding quality-assessment methods [69, 68, 49, 67].288

We use Ambient-o to refer to our method that uses low-quality data at high diffusion times (Section 5)289

and Ambient-o+crops to refer to the extended version of our method that uses crops from potentially290

low-quality images at low-diffusion times. Perhaps surprisingly, there are images in ImageNet that291

have lower global quality but high-quality crops that we can use for low-noise. We present results in292

Table 1, where we show the best FID [29] and FDDINOv2 obtained by different methods. We show the293

highest and lowest quality crops, alongside their associated full images, of ImageNet according to294

CLIP in Figure 15.295

As shown in the Table, our method leads to state-of-the-art FID scores, improving over the previous296

state-of-the-art baseline EDM-2 [35] at both the low and high parameter count settings. The benefits297

are more pronounced when we measure test FID as our method memorizes significantly less due298

to the addition of noise during the annotation stage of our pipeline (Section 3.1). Beyond FID, we299

provide qualitative results in Figure 1 (bottom) and Appendix Figures 7, 8. We further show that the300

quality of the generated images measured by CLIP increased compared to the baseline in Appendix301

Table 5. The observed improvements are proof that the ability to learn from data with heterogeneous302

qualities can be truly impactful for realistic settings beyond synthetic corruptions typically studied in303

prior work.304

Text-to-image results. For our final set of experiments, we show how Ambient-o can be used to305

improve the performance of text-to-image diffusion models. We use the code-base of MicroDiffusion306

[54], as it is open-data and trainable with modest compute (≈ 2 days on 8-H100 GPUs). Sehwag et al.307

[54] use four main datasets to train their model: Conceptual Captions (12M) [56], Segment Anything308

(11M) [41], JourneyDB (4.2M) [63], and DiffusionDB (10.7M) [70]. Of these four, DiffusionDB is309

of significantly lower quality than the others as it contains solely synthetic data from an outdated310

diffusion model. This presents an opportunity for the use of our method. Can we use this lower-quality311

data and improve the performance of the trained network?312

We set σmin = 2 for all samples from DiffusionDB and σmin = 0 for all other datasets and we train a313

diffusion model with Ambient-o. We note that we did not ablate this hyperparameter and it is quite314

likely that improved results would be obtained by tuning it or by training a high-quality vs low-quality315

data classifier for the annotation. Despite that, our trained model achieves a remarkable FID of 10.61316

in COCO, significantly improving the baseline FID of 12.37 (Table 4). We present qualitative results317

in Figure 1 and GPT-4o evaluations on DrawBench and PartiPrompt in Figure 23. Ambient-o and318

baseline generations for different prompts can be found in Figure 1.319

As an additional ablation, we compared our method with the recipe of doing a final fine-tuning320

on the highest-quality subset, as done in the works of [54, 13]. Compared to this baseline, our321

method obtained slightly worse COCO FID (10.61 vs 10.27) but obtained much greater diversity,322

as seen visually in Figure 29 and quantitatively through > 13% increases in DINO Vendi Diversity323

on prompts from DiffDB (3.22 vs 3.65.). This corroborates our intuition that data filtration leads to324

decreased diversity. Ambient-o uses all the data but can strike a fine balance between high-quality325

and diverse generation.326

(a) Measuring fidelity and prompt alignment of
generated images on COCO dataset.

Method FID-30K (↓) Clip-FD-30K (↓) Clip-score (↑)

Baseline 12.37 10.07 0.345
Ambient-o 10.61 9.40 0.348

(b) Measuring performance on the GenEval benchmark.
Objects

Method Overall Single Two Counting Colors Position Color
attribution

Baseline 0.44 0.97 0.33 0.35 0.82 0.06 0.14
Ambient-o 0.47 0.97 0.40 0.36 0.82 0.11 0.14

Figure 4: Quantitative benefits of Ambient-o on COCO [44] zero-shot generation and GenEval [26].

6 Conclusion327

Is it possible to get good generative models from bad data? Our framework extracts value from328

low-quality, synthetic, and out-of-distribution sources. At a time when the ever-growing data demands329

of GenAI are at odds with the need for quality control, Ambient-o lights a path for both to be achieved330

simultaneously.331
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A Limitations and Future Work553

Our work opens several avenues for improvement. On the theoretical side, we aim to establish554

matching lower bounds to demonstrate that learning from the mixture distribution becomes provably555

optimal beyond a certain noise threshold. Algorithmically, while our method performs well under556

high-frequency corruptions, it remains an open question whether more effective training strategies557

could be used for different types of corruptions (e.g., masking). Moreover, real-world datasets often558

exhibit patch-wise heterogeneity—for example, facial regions are frequently blurred for privacy,559

leading to uneven corruption across image crops. We plan to investigate patch-level noise annotations560

to better capture this structure in future work. Computationally, the full-version of our algorithm561

requires the training of classifiers for annotations that increases the runtime. This overhead can be562

avoided by using hand-picked annotation times based on quality proxies as done in our synthetic data563

experiment. Finally, we believe the true potential of Ambient-o lies in scientific applications, where564

data often arises from heterogeneous measurement processes.565

B Theoretical Results566

B.1 Kernel Estimation567

Assumption B.1. The density p is λ lipschitz.568

Let {X(i)}ni=1 a set of n independent samples from a density p that satisfies Assumption B.1. Let p̂569

be the empirical density on those samples.570

We are interested in bounding the total variation distance between pσ := p ⊛N (0, σ2) and p̂σ =571

p̂⊛N (0, σ2). In particular,572

p̂σ(x) =
1

nσ

n∑
i=1

ϕ

(
X(i) − x

σ

)
, (B.1)

where ϕ(u) = 1√
2π

e−u2/2 is the Gaussian kernel. We want to argue that the TV distance between573

pσ and p̂σ is small given sufficiently many samples n. For simplicity, let’s fix the support of p to be574

[0, 1]. We have:575

dTV(pσ, p̂σ) =
1

2

∫ 1

0

|pσ(x)− p̂σ(x)|dx =
L−1∑
l=0

∫ (l+1)/L

l/L

|pσ(x)− p̂σ(x)|dx (B.2)

Now let us look at one of the terms of the summation.576

∫ (l+1)/L

l/L

|pσ(x)− p̂σ(x)|dx =

∫ (l+1)/L

l/L

|pσ(x)− pσ(l/L) + pσ(l/L)− p̂σ(x)|dx (B.3)

≤
∫ (l+1)/L

l/L

|pσ(x)− pσ(l/L)|dx+

∫ (l+1)/L

l/L

|pσ(l/L)− p̂σ(x)|dx. (B.4)

We first work on the first term. Using Lemma B.6:577 ∫ (l+1)/L

l/L

|pσ(x)− pσ(l/L)|dx ≤ λ

∫ (l+1)/L

l/L

|x− l/L|dx (B.5)

=
λ

2L2
. (B.6)

Next, we work on the second term.578 ∫ (l+1)/L

l/L

|pσ(l/L)− p̂σ(x)|dx =

∫ (l+1)/L

l/L

|pσ(l/L)− p̂σ(l/L) + p̂σ(l/L)− p̂σ(x)|dx (B.7)

≤
∫ (l+1)/L

l/L

|pσ(l/L)− p̂σ(l/L)|dx+

∫ (l+1)/L

l/L

|p̂σ(l/L)− p̂σ(x)|dx. (B.8)
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According to Lemma B.5, we have that p̂σ is λ̂ = 1
σ2

√
2πe

Lipschitz. Then, the second term becomes:579 ∫ (l+1)/L

l/L

|p̂σ(l/L)− p̂σ(x)|dx ≤ λ̂

∫ (l+1)/L

l/L

|l/L− x|dx =
λ̂

2L2
. (B.9)

It remains to bound the following term580 ∫ (l+1)/L

l/L

|pσ(l/L)− p̂σ(l/L)|dx =
|pσ(l/L)− p̂σ(l/L)|

L
(B.10)

We will be applying Hoeffding’s Inequality, stated below:581

Theorem B.2 (Hoeffding’s Inequality). Let Y1, ..., Yn be independent random variables in [a, b] with582

mean µ. Then,583

Pr

(∣∣∣∣∣ 1n
n∑

i=1

Yi − µ

∣∣∣∣∣ ≥ t

)
≤ 2 exp

(
−2nt2/(b− a)2

)
. (B.11)

Recall that p̂σ can be written as584

p̂σ(x) =
1

n

n∑
i=1

ϕ((X(i) − x)/σ)

σ
=

1

n

n∑
i=1

Yi, (B.12)

in terms of the random variables Yi := ϕ((X(i)−x)/σ)
σ . These random variables are supported in585 [

0, 1√
2πσ2

]
. So, for any x, we have that:586

Pr (|p̂σ(x)− E[p̂σ(x)]| ≥ t) ≤ 2 exp
(
−4πσ2nt2

)
. (B.13)

Taking t =
√

log(2L/δ)
4πσ2n and using the above inequality and the union bound, we have that, with587

probability at least 1− δ, for all l ∈ {0, 1, . . . , L− 1}:588

|p̂σ(l/L)− E[p̂σ(l/L)]| ≤
√

log(2L/δ)

4πσ2n
. (B.14)

Let us now compute the expected value of p̂σ(x).589

E[p̂σ(x)] = E

[
1

nσ

n∑
i=1

ϕ

(
X(i) − x

σ

)]
(B.15)

=
1

nσ

n∑
i=1

E
[
ϕ

(
X(i) − x

σ

)]
(B.16)

=
1

σ

∫
p(u)ϕ

(
x− u

σ

)
du ≡ (p⊛N (0, σ2))(x) = pσ(x). (B.17)

Combining equation B.14 and equation B.17, we get:590

|p̂σ(l/L)− pσ(x)| ≤
√

log(2L/δ)

4πσ2n
. (B.18)

Putting everything together we have:

dTV(pσ, p̂σ) ≤
λ

2L
+

1

2Lσ2
√
2πe

+

√
log(2L/δ)

4πσ2n
.

Choosing L = n ·max{λ, 1} we get that:

dTV(pσ, p̂σ) ≲
1

n
+

1

σ2n
+

√
log n+ log(1 ∨ λ) + log 2/δ

σ2n
.
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B.2 Evolution of parameters under noise591

Proof of theorem 4.2: We will use the following facts:592

Fact 1 (Direct corollary of the optimal coupling theorem). There exists a coupling γ of P and Q,593

which samples a pair of random variables (X,Y ) ∼ γ such that Prγ [X ̸= Y ] = dTV(P,Q).594

Fact 2. For any x, y ∈ Rd: dTV(N (x, σ2I),N (y, σ2I)) ≤ ∥x− y∥/2σ595

Proof. The KL divergence between N (µ1,Σ1) and N (µ2,Σ2) is

KL(N (µ1,Σ1),N (µ2,Σ2)) =
1

2

(
tr(Σ−1

2 Σ1) + (µ2 − µ1)Σ
−1
2 (µ2 − µ1)− d+ log

|Σ2|
|Σ1|

)
.

Applying this general result to our case:

KL(N (x, σ2I),N (y, σ2I)) =
1

2

(
∥x− y∥2

σ2

)
.

We conclude by applying Pinsker’s inequality.596

A corollary of Fact 2 and the optimal coupling theorem is the following:597

Fact 3. Fix arbitrary x, y ∈ Rd. There exists a coupling γx,y of N (0, σ2I) and N (0, σ2I), which598

samples a pair of random variables (Z,Z ′) ∼ γx,y such that Prγx,y
[x+Z ̸= y+Z ′] = ∥x− y∥/2σ.599

Now let us denote by P̃ = P ⊛N (0, σ2I) and Q̃ = Q⊛N (0, σ2I). To establish our claim in the600

theorem statement, it suffices to exhibit a coupling γ̃ of P̃ and Q̃ which samples a pair of random601

variables (X̃, Ỹ ) ∼ γ̃ such that: Prγ̃ [X̃ ̸= Ỹ ] ≤ dTV(P,Q) · D
2σ . We define coupling γ̃ as follows:602

1. Sample (X,Y ) ∼ γ (as specified in Fact 1); then603

2. sample (Z,Z ′) ∼ γX,Y (as specified in Fact 3); then604

3. output (X̃, Ỹ ) := (X + Z, Y + Z ′).605

Let us argue the following:606

Lemma B.3. The afore-described sampling procedure γ̃ is a valid coupling of P̃ and Q̃.607

Proof. We need to establish that the marginals of γ̃ are P̃ and Q̃. We will only show that for608

(X̃, Ỹ ) ∼ γ̃ according to the afore-described sampling procedure, the marginal distribution of X̃ is609

P̃ , as the proof for Ỹ is identical. Since γ is a coupling of P and Q, for (X,Y ) ∼ γ, the marginal610

distribution of X is P . By Fact 3, conditioning on any value of X and Y , the marginal distribution of611

Z is N (0, σ2I). Thus, X̃ = X + Z, where X ∼ P and independently Z ∼ N (0, σ2I), and thus the612

distribution of X̃ is P̃ .613

Lemma B.4. Under the afore-described coupling γ̃: Prγ̃ [X̃ ̸= Ỹ ] ≤ dTV(P,Q) · D
2σ .614

Proof. Notice that, when X = Y , by Fact 3, Z = Z ′ with probability 1, and therefore X̃ = Ỹ . So615

for event X̃ ̸= Ỹ to happen, it must be that X ̸= Y happens and, conditioning on this event, that616

X + Z ̸= Y + Z ′ happens. By Fact 1, Prγ [X ̸= Y ] = dTV(P,Q). By Fact 3, for any realization of617

(X,Y ), PrγX,Y
[X + Z ̸= Y + Z ′] = ∥X−Y ∥

2σ ≤ D
2σ , where we used that P and Q are supported on618

a set with diameter D. Putting the above together, the claim follows.619

2620
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B.3 Auxiliary Lemmas621

Lemma B.5 (Lipschitzness of the empirical density). For a collection of points X(1), . . . , X(n)622

consider the function p̂σ(x) =
1
nσ

∑n
i=1 ϕ

(
X(i)−x

σ

)
, where ϕ(u) = 1√

2π
e−u2/2 is the Gaussian623

kernel. Then pσ is
(

1
σ2

√
2πe

)
-Lipschitz.624

Proof. Let us compute the derivative of p̂σ:625

p̂′σ(x) =
1

nσ

n∑
i=1

d

dx
ϕ

(
x−X(i)

σ

)
(B.19)

=
1√
2πnσ

n∑
i=1

exp
(
−(X(i) − x)2/(2σ2)

) X(i) − x

σ2
(B.20)

≤ 1√
2πσ2

max
u

exp(−u2/2)u (B.21)

≤ 1

σ2
√
2πe

. (B.22)

626

Lemma B.6 (Lipschitzness of a density convolved with a Gaussian). Let p be a density that is627

λ-Lipschitz. Let pσ = p⊛N (0, σ2I). Then, pσ is also λ-Lipschitz.628

Proof. Let us denote with ϕσ(·) the Gaussian density with variance σ2. We have that:629

pσ(x)− pσ(y) =

∫
(p(x− τ)− p(y − τ))ϕσ(τ)dτ ⇒ (B.23)

|pσ(x)− pσ(y)|≤
∫
|p(x− τ)− p(y − τ)|ϕσ(τ)dτ (B.24)

≤ λ|x− y|·
∫
ϕσ(τ)dτ (B.25)

= λ|x− y|. (B.26)

630

C Additional Results631

C.1 CIFAR-10 controlled corruptions632

Figures 5a, 5b and 6 show gaussian blur, motion blur, and JPEG corrupted CIFAR-10 images633

respectively at different levels of severity. Appendix Table 3 shows results for JPEG compressed634

data at different levels of compression. We also tested our method for motion blurred data with high635

severity, visualized in the last row of Appendix Figure 6), obtaining a best FID of 5.85 (compared to636

8.79 of training on only the clean data).637

Table 3: Results for learning from JPEG compressed data on CIFAR-10.

Method Dataset Clean (%) Corrupted (%) JPEG Compression (Q) σ̄min
tn FID

Only Clean Cifar-10 10 0 – – 8.79

Ambient Omni Cifar-10 10 90

15% 1.60 6.67
18% 1.40 6.43
25% 1.27 6.34
50% 1.03 5.94
75% 0.81 5.57
90% 0.63 4.72
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(a) CIFAR-10 images corrupted with blur at in-
creasing levels (σB = 0.4, 0.6, 1.0).

(b) CIFAR-10 images corrupted with JPEG at com-
pression rates: 25%, 18%, 15% respectively.

Figure 6: CIFAR-10 images corrupted with motion blur at increasing levels of corruption.

C.2 FFHQ-64x64 controlled corruptions638

In Appendix 4 we show additional results for learning from blurred data on the FFHQ dataset.639

Similarly to the main paper, we observe that our Ambient-o algorithm leads to improvements over640

just using the high-quality data that are inversely proportional to the corruption level.641

Table 4: Results for learning from blurred data, FFHQ.

Method Dataset Clean (%) Corrupted (%) Parameters Values (σB) σ̄min
tn FID

Only Clean FFHQ 10 0 - - 5.12

Ambient Omni FFHQ
10 90 0.8 2.89 4.95
10 90 0.6 2.12 4.65
10 90 0.4 0.63 3.32
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C.3 ImageNet results642

In the main paper, we used FID as a way to measure the quality of generated images. However, FID643

is computed with respect to the test dataset that might also have samples of poor quality. Further,644

during FID computation, quality and diversity are entangled. To disentangle the two, we generate645

images using the EDM-2 baseline and our Ambient-o model and we use CLIP to evaluate the quality646

of the generated image (through the CLIP-IQA metric implemented in the PIQ package [38, 37]). We647

present results and win-rates in Table 5. As shown, Ambient-o achieves a better per-image quality648

compared to the baseline despite using exactly the same model, hyperparameters, and optimization649

algorithm. The difference comes solely from better use of the available data.650

Table 5: Additional comparison between EDM-2 XXL and our Ambient-o model using the CLIP
IQA metric for image quality assesment. Ambient-o leads to improved scores despite using the exact
same architecture, data and hyperparameters. For this experiment, we use the models with guidance
optimized for DINO FD since they are the ones producing the higher quality images.

Metric EDM-2 [35] XXL Ambient-o XXL crops
Average CLIP IQA score 0.69 0.71
Median CLIP IQA score 0.79 0.80
Win-rate 47.98% 52.02%

D Ambient diffusion implementation details and loss ablations651

Similar to the EDM-2 [35] paper, we use a pre-condition weight to balance the importance of different652

diffusion times. Specifically, we modulate the EDM2 weight λ(σ) by a factor:653

λamb(σ, σmin) = σ4/(σ2 − σ2
min)

2 (D.1)

for our ambient loss based on a similar analysis to [35]. We further use a buffer zone around the654

annotation time of each sample to ensure that the loss doesn’t have singularities due to divisions by 0.655

We ablate the precondition term and the buffer size in Appendix Table 6.656

Table 6: Ablation study of ambient weight and stability buffer on Cifar-10 with 10% clean data and
90% corrupted data with blur of 0.6.

Method FID ↓

No ambient preconditioning weight and no buffer:
λamb(σ, σmin) = 1 & σ > σmin 5.49
Adding ambient preconditioning weight:

+ Weight λamb(σ, σmin) = σ4/(σ2 − σ2
min)

2 5.36
Adding stability buffer/clipping:

+ Clip λamb(σ, σmin) at 2.0 5.35
+ Clip λamb(σ, σmin) at 4.0 5.69
+ Buffer λamb(σ, σmin) at 2.0 i.e. σ >

√
2σmin 5.40

+ Buffer λamb(σ, σmin) at 4.0 i.e. σ > (2/
√
3)σmin 5.34

For our ablations, we focus on the setting of training with 10% clean data and 90% corrupted data657

with Gaussian blur of σB = 0.6. Using no ambient pre-conditioning and no buffer, we obtain an658

FID of 5.56. In the same setting, adding the ambient pre-conditioning weight λamb(σ, σmin) improves659

FID by 0.13 points. Next, we ablate two strategies to mitigate the impact of the singularity of660

λamb(σ, σmin) at σ = σmin. The first strategy clips the ambient pre-conditioning weight at a specified661

maximum value λMAX
amb , but still trains for σ arbitrarily close to σmin. The second strategy also specifies662

a maximum value, but imposes a buffer663

σ >

√
1 +

1

λMAX
amb − 1

σmin (D.2)
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that restricts training to noise levels σ such that λamb(σ, σmin) ≤ λMAX
amb . Clipping the ambient weight664

to λMAX
amb = 2.0 minimally improves FID to 5.35, but clipping to 4.0 significantly worsens it to665

5.69. Adding a buffer at λMAX
amb = 2.0 slightly worsens FID to 5.40, but slackening the buffer to 4.0666

minimally improves FID to 5.34. We opt for the buffering strategy in favor of the clipping strategy667

since performance appears convex in the buffer parameter, and because it obtains the best FID.668

E Annotation ablations669

We ablate the choice of using a fixed annotation vs sample-adaptive annotations in Appendix Table670

7. We find that using sample-adaptive annotations achieves improved results. Nevertheless, both671

annotation methods yield improvements over the training on filtered data and the training on every-672

thing baselines. To show that our method works for more corruption types, we perform an equivalent673

experiment with JPEG compressed data at different compression ratios and we achieve similar results,674

presented in Appendix Table 3. We ablate the impact of the amount of training data and the number675

of training iterations on the classifier annotations in Appendix Section E. We show results for motion676

blur (Figure 6 and Section C.1) and for the FFHQ dataset (Table 4).677

Balanced vs unbalanced data: We ablate the impact of classifier training data on the setting of678

CIFAR-10 with 10% clean data and 90% corrupted data with gaussian blur with σB = 0.6. When679

annotating with a classifier trained on the same unbalanced dataset we train the diffusion model on680

we obtained a best FID of 6.04, compared to the 5.34 obtained if we train on a balanced dataset.681

Training iterations: We ablate the impact of classifier training iterations on the setting of CIFAR-10682

with 10% clean data and 90% corrupted data with JPEG compression at compression rate of 18%,683

training the classifier with a balanced dataset. We report minute variations in the best FID, obtaining684

6.50, 6.58, and 6.49 when training the classifier for 5e6, 10e6, and 15e6 images worth of training685

respectively.686

Table 7: Comparison with baselines for training with data corrupted by Gaussian Blur at different
levels. The dataset used in this experiment is CIFAR-10.

Method Clean (%) Corrupted (%) Parameters Values (σB) σ̄min
tn FID

Only Clean 10 0 - - 8.79

No annotations 10 90
1.0

0

45.32
0.8 28.26
0.4 2.47

Single annotation 10 90
1.0 2.32 6.95
0.8 1.89 6.66
0.4 0.00 2.47

Classifier annotations
10 90 1.0 2.84 6.16
10 90 0.8 1.93 6.00
10 90 0.4 0.22 2.44

F Training Details687

F.1 Formation of the high-quality and low-quality sets.688

In the theoretical problem setting we assumed the existence of a good set SG from the clean689

distribution and a bad set SB from the corrupted distribution. In practice, we do not actually possess690

these sets initially, but we can construct them so long as we have access to a measure of "quality".691

Given a function on images which tells us wether its good enough to generate or not e.g. CLIP-IQA692

quality [66] greater than some threshold, we can define our good set SG as the good enough images693

and SB as the complement. From this point on we can apply the methodology of ambient-o as694

developed, either employing classifier annotations as in our pixel diffusion experiments, or fixed695

annotations as in our large scale ImageNet and text-to-image experiments.696
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F.2 Datasets697

CIFAR-10. CIFAR-10 [42] consists of 60,000 32x32 images of ten classes (airplane, automobile,698

bird, cat, deer, dog, frog, horse, ship, and truck).699

FFHQ. FFHQ [36] consists of 70,000 512x512 images of faces from Flickr. We used the dataset at700

64x64 resolution for our experiments.701

AFHQ. AFHQ [12] consists of 5,653 images of cats, 5,239 images of dogs and 5,000 images of702

wildlife, for a total of 15,892 images.703

ImageNet. ImageNet [20] consists of 1,281,167 images of variable resolution from 1000 classes.704

Conceptual Captions. Conceptual Captions [56] consists of 12M (image url, caption) pairs.705

Segment Anything. Segment Anything [41] consists of 11.1M high-resolution images annotated706

with segmentation masks. Since the original dataset did not have real captions, we use the same707

LLaVA generated captions created by the MicroDiffusion [54] paper.708

JourneyDB. JourneyDB consists of 4.4M synthetic image-caption pairs from Midjourney [63].709

DiffusionDB. DiffusionDB consists of 14M synthetic image-caption pairs, mostly generated from710

Stable Diffusion models [70]. We use the same 10.7M quality-filtered subset created by the MicroD-711

iffusion paper [54].712

F.3 Diffusion model training713

CIFAR-10. We use the EDM [34] codebase as a reference to train class-conditional diffusion714

models on CIFAR-10. The architecture is a Diffusion U-Net [60] with ~55M paramemeters. We use715

the Adam optimizer [40] with learning rate 0.001, batch size 512, and no weight decay. While the716

original EDM paper trained for 200× 106 images worth of training, when training with corrupted717

data we saw best results around 20×106 images. On a single 8xV100 node we achieved a throughput718

of 0.8s per 1k images, for an average of 4.4h per training run.719

FFHQ. Same as for CIFAR-10, except learning was set to 2e− 4, we trained for a maximum of720

100× 106 images worth of training, and saw best results around 30× 106 images worth.721

AFHQ. Same as FFHQ.722

ImageNet. We use the EDM2 [35] codebase as a reference to train class-conditional diffusion723

models on ImageNet. The architecture is a Diffusion U-Net [60] with ~125M paramemeters. We use724

the Adam optimizer [40] with reference learning rate 0.012, batch size 2048, and no weight decay.725

Same as the original codebase, we trained for ~2B worth of images. On 32 H200 GPUs, XS models726

took ~3 days to train, while XXL models took ~7 days.727

MicroDiffusion. We use the MicroDiffusion codebase [54] as a reference to train text-to-image728

models on an academic budget. We follow their recipe exactly, changing only the standard denoising729

diffusion loss to the ambient diffusion loss. The architecture is a Diffusion Transformer [50] utilizing730

Mixture-of-Experiments (MoE) feedforward layers [57, 31], with ~1.1B paramemeters. We use the731

AdamW optimizer [40] with reference learning rates 2.4e− 4/8e− 5/8e− 5/8e− 5 for each of the732

four phases and batch size 2048 for all phases. On 8 H200 GPUs, training takes ~2 days to train.733

F.4 Classifier training734

Classifier training is done using the same optimization recipe (optimizer, learning rate, batch size,735

etc.) as diffusion model training, except we change the architecture to an encoder-only "Half-Unet",736

simply by removing the decoder half of the original UNet architecture. The training of the classifier737

is substantially shorter compared to the diffusion training since classification is task is easier than738

generation.739
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G Additional Figures740

Figure 7: Uncurated generations from our Ambient-o XXL model trained on ImageNet.
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Figure 8: Uncurated generations from our Ambient-o+crops XXL model trained on ImageNet.
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Figure 9: Visual summary of our method for using low-quality data at high-noise. We see how
the various corrupted images become indistinguishable from the High Quality (HQ) after a minimum
noise level. These noisy versions of Low Quality (LQ) images are actually high-quality data, which
filtering approaches discard, but Ambient Omni uses.
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Figure 10: Amount of samples available at each noise level when training a generative model for
dogs in the following setting: (1) we have 10% of the dogs dataset uncorrupted, (2) we have the other
90% of the dogs dataset corrupted with gaussian blur with σB = 0.6, and (3) we have 100% of the
clean dataset of cats. At low noise levels, we can train on both the high quality dogs and a lot of
the cats, resulting in > 100% of samples available relative to the original dogs dataset size. As the
noise level starts to increase, we stop being able to use to the out-of-distribution cat samples, but start
gaining some blurry dog samples. As the noise level approaches the maximum all the blurry dogs
become available for training, such that the amount of data available approaches 100%.
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Figure 11: ImageNet-512x512: denoising loss of an optimally trained model, measured at 2 × 2
center patch, as we increase the context size given to the model (horizontal axis) and the noise level
(different curves). As expected, for higher noise, more context is needed for optimal denoising. The
large dot on each curve marks the point where the loss nearly plateaus.
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Figure 12: ImageNet-512x512: context size needed to be within ϵ = 1e− 3 of the optimal loss for
different noise levels. As expected, for higher noise, more context is needed for optimal denoising.
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Figure 13: FFHQ: denoising loss of an optimally trained model, measured at 2× 2 center patch, as
we increase the context size given to the model (horizontal axis) and the noise level (different curves).
As expected, for higher noise, more context is needed for optimal denoising. The large dot on each
curve marks the point where the loss nearly plateaus.
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Figure 14: FFHQ: context size needed to be within ϵ = 1e− 3 of the optimal loss for different noise
levels. As expected, for higher noise, more context is needed for optimal denoising.
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(a) High quality crops (b) Low quality crops

Figure 15: Results using CLIP to find (a) high-quality and (b) low-quality crops on ImageNet.

(a) Cat image and classification probabilities over
patches.

(b) Cat image and classification probabilities over
patches.

Figure 16: Two examples of cats from the AFHQ dataset. We partition each cat into non overlapping
patches and we compute the probabilities of the patch belonging to an image of a dog using a cats vs
dogs classifier trained on patches. The cat on the right has a lot more patches that could belong to a
dog image according to the classifier, possibly due to the color or the texture of the fur.
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(a) Cat annotated by a cats vs.
dogs classifier that operates with
crops of size 8.

(b) Cat annotated by a cats vs.
dogs classifier that operates with
crops of size 16.

(c) Cat annotated by a cats vs.
dogs classifier that operates with
crops of size 24.

Figure 17: Patch-based annotations of a cat image from AFHQ using cats vs. dogs classifiers trained
on different patch sizes.

Figure 18: Patch level probabilities for dogness in a cat image.

Figure 19: Patch level probabilities for dogness in a synthetic image (procedural program). The cat
has more useful patches than this non-realistic procedural program.
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(a) Synthetic image and classification probabilities
over patches.

(b) Synthetic image and classification probabilities
over patches.

Figure 20: Two examples of procedurally generated images. We partition each image into non
overlapping patches and we compute the probabilities of the patch belonging to an image of a dog
using a synthetic image vs dogs classifier trained on patches. The image on the right has a lot more
patches that could belong to a dog image according to the classifier, possibly due to the color or the
texture.

(a) Cat image and classification probabilities over
patches.

(b) Cat image and classification probabilities over
patches.

Figure 21: Two examples of cat images. We partition each image into nonoverlapping patches and
we compute the probabilities of the patch belonging to an image of wildlife using a cats vs wildlife
classifier trained on patches. The image on the right has a lot more patches that could belong to a
wildlife image according to the classifier, possibly due to the color or the texture.

(a) Example batch. (b) Noisy batch.

Figure 22: Example batch.
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(b) PartiPrompts

Figure 23: Assessing image quality with GPT-4o on DrawBench and PartiPrompts.

(a) Highest quality images from CC12M according
to CLIP.

(b) Lowest quality images from CC12M according
to CLIP.

Figure 24: CLIP annotations for quality of images from CC12M.

(a) Highest quality images from SA1B according
to CLIP.

(b) Lowest quality images from SA1B according
to CLIP.

Figure 25: CLIP annotations for quality of images from SA1B.
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(a) Highest quality images from DiffDB according
to CLIP.

(b) Lowest quality images from DiffDB according
to CLIP.

Figure 26: CLIP annotations for quality of images from DiffDB.

(a) Highest quality images from JDB according to
CLIP.

(b) Lowest quality images from JDB according to
CLIP.

Figure 27: CLIP annotations for quality of images from JDB.

31



0.0 0.2 0.4 0.6 0.8 1.0
Fraction of Dataset (sorted by quality)

0.0

0.2

0.4

0.6

0.8

1.0

CL
IP

-IQ
A 

Qu
al

ity
 S

co
re

Image Quality Distribution

Figure 28: Distribution of image qualities according to CLIP for ImageNet-512.

(a) "the great battle of middle earth, unreal engine, trending on artstation, masterpiece"

(b) "an abominable snowman trapped in ice by greg rutkowski"

Figure 29: Examples of mode collapse. Left: baseline model finetuned on a high-quality subset.
Right: Ambient-o model using all the data. As shown, finetuning decreases output diversity.
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NeurIPS Paper Checklist741

1. Claims742

Question: Do the main claims made in the abstract and introduction accurately reflect the743

paper’s contributions and scope?744

Answer: [Yes]745

Justification: Our method does not use any information about the type of corruption, and746

our experiments show it generalizes to low quality data found in the wild, not just a few747

artifically controlled corruptions.748

Guidelines:749

• The answer NA means that the abstract and introduction do not include the claims750

made in the paper.751

• The abstract and/or introduction should clearly state the claims made, including the752

contributions made in the paper and important assumptions and limitations. A No or753

NA answer to this question will not be perceived well by the reviewers.754

• The claims made should match theoretical and experimental results, and reflect how755

much the results can be expected to generalize to other settings.756

• It is fine to include aspirational goals as motivation as long as it is clear that these goals757

are not attained by the paper.758

2. Limitations759

Question: Does the paper discuss the limitations of the work performed by the authors?760

Answer: [Yes]761

Justification: We openly discuss the limitations of our approach, such as:762

(a) The high and low quality distributions never perfectly merge, so our method always763

introduces a (small) distribution error compared to filtering.764

(b) Our method does not work well with certain corruption types, such as masking. These765

"ill-suited" corruptions require a very large amount of noise to merge, such that they766

are effectively never used during training and our method reduces to filtering in these767

cases.768

Guidelines:769

• The answer NA means that the paper has no limitation while the answer No means that770

the paper has limitations, but those are not discussed in the paper.771

• The authors are encouraged to create a separate "Limitations" section in their paper.772

• The paper should point out any strong assumptions and how robust the results are to773

violations of these assumptions (e.g., independence assumptions, noiseless settings,774

model well-specification, asymptotic approximations only holding locally). The authors775

should reflect on how these assumptions might be violated in practice and what the776

implications would be.777

• The authors should reflect on the scope of the claims made, e.g., if the approach was778

only tested on a few datasets or with a few runs. In general, empirical results often779

depend on implicit assumptions, which should be articulated.780

• The authors should reflect on the factors that influence the performance of the approach.781

For example, a facial recognition algorithm may perform poorly when image resolution782

is low or images are taken in low lighting. Or a speech-to-text system might not be783

used reliably to provide closed captions for online lectures because it fails to handle784

technical jargon.785

• The authors should discuss the computational efficiency of the proposed algorithms786

and how they scale with dataset size.787

• If applicable, the authors should discuss possible limitations of their approach to788

address problems of privacy and fairness.789

• While the authors might fear that complete honesty about limitations might be used by790

reviewers as grounds for rejection, a worse outcome might be that reviewers discover791

limitations that aren’t acknowledged in the paper. The authors should use their best792

33



judgment and recognize that individual actions in favor of transparency play an impor-793

tant role in developing norms that preserve the integrity of the community. Reviewers794

will be specifically instructed to not penalize honesty concerning limitations.795

3. Theory assumptions and proofs796

Question: For each theoretical result, does the paper provide the full set of assumptions and797

a complete (and correct) proof?798

Answer: [Yes]799

Justification: Our theorems include all premises and assumptions used to prove the result.800

Informal proofs are found in the main text, referencing formal proofs in the appendix.801

Guidelines:802

• The answer NA means that the paper does not include theoretical results.803

• All the theorems, formulas, and proofs in the paper should be numbered and cross-804

referenced.805

• All assumptions should be clearly stated or referenced in the statement of any theorems.806

• The proofs can either appear in the main paper or the supplemental material, but if807

they appear in the supplemental material, the authors are encouraged to provide a short808

proof sketch to provide intuition.809

• Inversely, any informal proof provided in the core of the paper should be complemented810

by formal proofs provided in appendix or supplemental material.811

• Theorems and Lemmas that the proof relies upon should be properly referenced.812

4. Experimental result reproducibility813

Question: Does the paper fully disclose all the information needed to reproduce the main ex-814

perimental results of the paper to the extent that it affects the main claims and/or conclusions815

of the paper (regardless of whether the code and data are provided or not)?816

Answer: [Yes]817

Justification: All the information on the algorithm and the training recipe needed to re-818

produce our experiments is included in the paper (either in the main text or the appendix).819

Additionally, we will make the training and evaluation code public after acceptance of the820

paper.821

Guidelines:822

• The answer NA means that the paper does not include experiments.823

• If the paper includes experiments, a No answer to this question will not be perceived824

well by the reviewers: Making the paper reproducible is important, regardless of825

whether the code and data are provided or not.826

• If the contribution is a dataset and/or model, the authors should describe the steps taken827

to make their results reproducible or verifiable.828

• Depending on the contribution, reproducibility can be accomplished in various ways.829

For example, if the contribution is a novel architecture, describing the architecture fully830

might suffice, or if the contribution is a specific model and empirical evaluation, it may831

be necessary to either make it possible for others to replicate the model with the same832

dataset, or provide access to the model. In general. releasing code and data is often833

one good way to accomplish this, but reproducibility can also be provided via detailed834

instructions for how to replicate the results, access to a hosted model (e.g., in the case835

of a large language model), releasing of a model checkpoint, or other means that are836

appropriate to the research performed.837

• While NeurIPS does not require releasing code, the conference does require all submis-838

sions to provide some reasonable avenue for reproducibility, which may depend on the839

nature of the contribution. For example840

(a) If the contribution is primarily a new algorithm, the paper should make it clear how841

to reproduce that algorithm.842

(b) If the contribution is primarily a new model architecture, the paper should describe843

the architecture clearly and fully.844
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(c) If the contribution is a new model (e.g., a large language model), then there should845

either be a way to access this model for reproducing the results or a way to reproduce846

the model (e.g., with an open-source dataset or instructions for how to construct847

the dataset).848

(d) We recognize that reproducibility may be tricky in some cases, in which case849

authors are welcome to describe the particular way they provide for reproducibility.850

In the case of closed-source models, it may be that access to the model is limited in851

some way (e.g., to registered users), but it should be possible for other researchers852

to have some path to reproducing or verifying the results.853

5. Open access to data and code854

Question: Does the paper provide open access to the data and code, with sufficient instruc-855

tions to faithfully reproduce the main experimental results, as described in supplemental856

material?857

Answer: [No]858

Justification: All data used is publically accessible. We will release the full training and859

evaluation code upon acceptance.860

Guidelines:861

• The answer NA means that paper does not include experiments requiring code.862

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/863

public/guides/CodeSubmissionPolicy) for more details.864

• While we encourage the release of code and data, we understand that this might not be865

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not866

including code, unless this is central to the contribution (e.g., for a new open-source867

benchmark).868

• The instructions should contain the exact command and environment needed to run to869

reproduce the results. See the NeurIPS code and data submission guidelines (https:870

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.871

• The authors should provide instructions on data access and preparation, including how872

to access the raw data, preprocessed data, intermediate data, and generated data, etc.873

• The authors should provide scripts to reproduce all experimental results for the new874

proposed method and baselines. If only a subset of experiments are reproducible, they875

should state which ones are omitted from the script and why.876

• At submission time, to preserve anonymity, the authors should release anonymized877

versions (if applicable).878

• Providing as much information as possible in supplemental material (appended to the879

paper) is recommended, but including URLs to data and code is permitted.880

6. Experimental setting/details881

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-882

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the883

results?884

Answer: [Yes]885

Justification: We provide the core elements in the main text and the full details in the886

appendix.887

Guidelines:888

• The answer NA means that the paper does not include experiments.889

• The experimental setting should be presented in the core of the paper to a level of detail890

that is necessary to appreciate the results and make sense of them.891

• The full details can be provided either with the code, in appendix, or as supplemental892

material.893

7. Experiment statistical significance894

Question: Does the paper report error bars suitably and correctly defined or other appropriate895

information about the statistical significance of the experiments?896
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Answer: [No]897

Justification: Obtaining error bars would require extremely computationally expensive898

retraining of diffusion models.899

Guidelines:900

• The answer NA means that the paper does not include experiments.901

• The authors should answer "Yes" if the results are accompanied by error bars, confi-902

dence intervals, or statistical significance tests, at least for the experiments that support903

the main claims of the paper.904

• The factors of variability that the error bars are capturing should be clearly stated (for905

example, train/test split, initialization, random drawing of some parameter, or overall906

run with given experimental conditions).907

• The method for calculating the error bars should be explained (closed form formula,908

call to a library function, bootstrap, etc.)909

• The assumptions made should be given (e.g., Normally distributed errors).910

• It should be clear whether the error bar is the standard deviation or the standard error911

of the mean.912

• It is OK to report 1-sigma error bars, but one should state it. The authors should913

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis914

of Normality of errors is not verified.915

• For asymmetric distributions, the authors should be careful not to show in tables or916

figures symmetric error bars that would yield results that are out of range (e.g. negative917

error rates).918

• If error bars are reported in tables or plots, The authors should explain in the text how919

they were calculated and reference the corresponding figures or tables in the text.920

8. Experiments compute resources921

Question: For each experiment, does the paper provide sufficient information on the com-922

puter resources (type of compute workers, memory, time of execution) needed to reproduce923

the experiments?924

Answer: [Yes]925

Justification: GPU type and number and compute time is provided in the appendix for all926

experiments.927

Guidelines:928

• The answer NA means that the paper does not include experiments.929

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,930

or cloud provider, including relevant memory and storage.931

• The paper should provide the amount of compute required for each of the individual932

experimental runs as well as estimate the total compute.933

• The paper should disclose whether the full research project required more compute934

than the experiments reported in the paper (e.g., preliminary or failed experiments that935

didn’t make it into the paper).936

9. Code of ethics937

Question: Does the research conducted in the paper conform, in every respect, with the938

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?939

Answer: [Yes]940

Justification: The work does not use human trials, and all data used is publically available.941

We analyse the potential negative impacts of improving generative model abilities in ??.942

Guidelines:943

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.944

• If the authors answer No, they should explain the special circumstances that require a945

deviation from the Code of Ethics.946

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-947

eration due to laws or regulations in their jurisdiction).948
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10. Broader impacts949

Question: Does the paper discuss both potential positive societal impacts and negative950

societal impacts of the work performed?951

Answer: [Yes]952

Justification: See ??.953

Guidelines:954

• The answer NA means that there is no societal impact of the work performed.955

• If the authors answer NA or No, they should explain why their work has no societal956

impact or why the paper does not address societal impact.957

• Examples of negative societal impacts include potential malicious or unintended uses958

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations959

(e.g., deployment of technologies that could make decisions that unfairly impact specific960

groups), privacy considerations, and security considerations.961

• The conference expects that many papers will be foundational research and not tied962

to particular applications, let alone deployments. However, if there is a direct path to963

any negative applications, the authors should point it out. For example, it is legitimate964

to point out that an improvement in the quality of generative models could be used to965

generate deepfakes for disinformation. On the other hand, it is not needed to point out966

that a generic algorithm for optimizing neural networks could enable people to train967

models that generate Deepfakes faster.968

• The authors should consider possible harms that could arise when the technology is969

being used as intended and functioning correctly, harms that could arise when the970

technology is being used as intended but gives incorrect results, and harms following971

from (intentional or unintentional) misuse of the technology.972

• If there are negative societal impacts, the authors could also discuss possible mitigation973

strategies (e.g., gated release of models, providing defenses in addition to attacks,974

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from975

feedback over time, improving the efficiency and accessibility of ML).976

11. Safeguards977

Question: Does the paper describe safeguards that have been put in place for responsible978

release of data or models that have a high risk for misuse (e.g., pretrained language models,979

image generators, or scraped datasets)?980

Answer: [NA]981

Justification: We are not releasing any datasets. We will be releasing the models upon paper982

acceptance, but there has already been a model trained and open-sourced from the same983

dataset. Moreover, our work is far away from state-of-the-art text-to-image generation, and984

thus does not introduce extra risks that do not already exist.985

Guidelines:986

• The answer NA means that the paper poses no such risks.987

• Released models that have a high risk for misuse or dual-use should be released with988

necessary safeguards to allow for controlled use of the model, for example by requiring989

that users adhere to usage guidelines or restrictions to access the model or implementing990

safety filters.991

• Datasets that have been scraped from the Internet could pose safety risks. The authors992

should describe how they avoided releasing unsafe images.993

• We recognize that providing effective safeguards is challenging, and many papers do994

not require this, but we encourage authors to take this into account and make a best995

faith effort.996

12. Licenses for existing assets997

Question: Are the creators or original owners of assets (e.g., code, data, models), used in998

the paper, properly credited and are the license and terms of use explicitly mentioned and999

properly respected?1000

Answer: [NA]1001

37



Justification: Prior work has already trained and made public models trained on the same1002

data we use to train. Moreover, all datasets are publically available and were introduced by1003

prior research work, which we explicitly state and cite.1004

Guidelines:1005

• The answer NA means that the paper does not use existing assets.1006

• The authors should cite the original paper that produced the code package or dataset.1007

• The authors should state which version of the asset is used and, if possible, include a1008

URL.1009

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.1010

• For scraped data from a particular source (e.g., website), the copyright and terms of1011

service of that source should be provided.1012

• If assets are released, the license, copyright information, and terms of use in the1013

package should be provided. For popular datasets, paperswithcode.com/datasets1014

has curated licenses for some datasets. Their licensing guide can help determine the1015

license of a dataset.1016

• For existing datasets that are re-packaged, both the original license and the license of1017

the derived asset (if it has changed) should be provided.1018

• If this information is not available online, the authors are encouraged to reach out to1019

the asset’s creators.1020

13. New assets1021

Question: Are new assets introduced in the paper well documented and is the documentation1022

provided alongside the assets?1023

Answer: [NA]1024

Justification: We do not release any new datasets.1025

Guidelines:1026

• The answer NA means that the paper does not release new assets.1027

• Researchers should communicate the details of the dataset/code/model as part of their1028

submissions via structured templates. This includes details about training, license,1029

limitations, etc.1030

• The paper should discuss whether and how consent was obtained from people whose1031

asset is used.1032

• At submission time, remember to anonymize your assets (if applicable). You can either1033

create an anonymized URL or include an anonymized zip file.1034

14. Crowdsourcing and research with human subjects1035

Question: For crowdsourcing experiments and research with human subjects, does the paper1036

include the full text of instructions given to participants and screenshots, if applicable, as1037

well as details about compensation (if any)?1038

Answer: [NA]1039

Justification: No research with human subjects.1040

Guidelines:1041

• The answer NA means that the paper does not involve crowdsourcing nor research with1042

human subjects.1043

• Including this information in the supplemental material is fine, but if the main contribu-1044

tion of the paper involves human subjects, then as much detail as possible should be1045

included in the main paper.1046

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,1047

or other labor should be paid at least the minimum wage in the country of the data1048

collector.1049

15. Institutional review board (IRB) approvals or equivalent for research with human1050

subjects1051
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Question: Does the paper describe potential risks incurred by study participants, whether1052

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)1053

approvals (or an equivalent approval/review based on the requirements of your country or1054

institution) were obtained?1055

Answer: [NA]1056

Justification: No research with human subjects.1057

Guidelines:1058

• The answer NA means that the paper does not involve crowdsourcing nor research with1059

human subjects.1060

• Depending on the country in which research is conducted, IRB approval (or equivalent)1061

may be required for any human subjects research. If you obtained IRB approval, you1062

should clearly state this in the paper.1063

• We recognize that the procedures for this may vary significantly between institutions1064

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the1065

guidelines for their institution.1066

• For initial submissions, do not include any information that would break anonymity (if1067

applicable), such as the institution conducting the review.1068

16. Declaration of LLM usage1069

Question: Does the paper describe the usage of LLMs if it is an important, original, or1070

non-standard component of the core methods in this research? Note that if the LLM is used1071

only for writing, editing, or formatting purposes and does not impact the core methodology,1072

scientific rigorousness, or originality of the research, declaration is not required.1073

Answer: [NA]1074

Justification: No important, original, or non-standard usage of LLMs in the paper.1075

Guidelines:1076

• The answer NA means that the core method development in this research does not1077

involve LLMs as any important, original, or non-standard components.1078

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)1079

for what should or should not be described.1080
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