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Abstract

Effectively learning language patterns that pro-
voke empathetic expression is vital to creating
emotionally intelligent technologies; however,
this problem has historically been overlooked.
We address this gap by proposing the new task
of empathy cause identification: a challeng-
ing task aimed at pinpointing specific triggers
prompting empathetic responses in communica-
tive settings. We correspondingly introduce
AcnEmpathize-Cause, a novel dataset consist-
ing of 4K cause-identified sentences, and ex-
plore various models to evaluate and demon-
strate the dataset’s efficacy. This research not
only contributes to the understanding of empa-
thy in textual communication but also paves the
way for the development of Al systems capable
of more nuanced and supportive interactions.

1 Introduction

Empathy enhances interaction quality by conveying
understanding of others’ emotions and perspectives
(Decety and Lamm, 2006), often reducing aggres-
sion and improving intergroup relations (Eisenberg
et al., 2010). In human-computer interactions, em-
pathy enables conversational agents to automati-
cally recognize users’ emotional states and respond
sensitively to their needs, in contexts such as cus-
tomer care or online health support (Sethi and Jain,
2024). Empathetic systems can also support so-
cially isolated individuals and encourage healthier
lifestyles (Paiva et al., 2021; Lee and Parde, 2024).

Research on empathy has been far from absent
in the natural language processing (NLP) commu-
nity (Sharma et al., 2020a; Hosseini and Caragea,
2021a; Lahnala et al., 2022; Lee et al., 2024); how-
ever, it has focused largely on empathy detection
(Rashkin et al., 2019; Sharma et al., 2020b). Com-
paratively less attention has been given to the trig-
gers underlying empathetic expression, which are
critical to allowing a fuller understanding of empa-
thy (Chen et al., 2022; Jiang et al., 2023). In this

work, we address this limitation by (1) introduc-
ing a manually annotated empathy cause dataset
and (2) proposing a new task of empathy cause
identification using this dataset.

To foster broad access and easy integration with
ongoing studies, we build our dataset as an addi-
tional layer to the publicly available AcnEmpathize
(Lee and Parde, 2024) dataset. AcnEmpathize con-
tains posts and responses from an acne support
community, annotated for the presence of empa-
thy; in our dataset, AcnEmpathize-Cause, we add
manual labels identifying sentence-level empathy
causes in posts for which the responses are labeled
as containing empathy. Alongside the dataset, we
define the new task of empathy cause identification
and establish performance baselines using machine
learning models. Our key contributions include:

* We introduce AcnEmpathize-Cause, a novel
dataset with sentence-level empathy cause an-
notations, enabling detailed analysis of empa-
thy triggers in social support dialogues.

* We define and formalize the new corre-
sponding task of empathy cause identifi-
cation, which connects research in emotion
cause extraction with empathy modeling.

* We benchmark multiple approaches for
this task, including a custom attention-based
model and prompting-based question answer-
ing frameworks, offering insight into the
unique challenges of empathy cause detection.

In the remainder of this paper we elaborate on
these contributions. We review related research
(82), discuss dataset creation and structure (§3),
and detail our modeling approach (§5). Finally, we
conclude (§7) with findings and future directions.



2 Related Work

2.1 Empathy Detection

Empathy detection has recently become a popu-
lar NLP task supported by datasets from varying
sources, including news articles (Buechel et al.,
2018) and specialized support networks (Sharma
et al., 2020b; Lee et al., 2023). Although this focus
is promising for understanding empathy, existing
work has notably lacked analysis of the causes of
empathy. Understanding these causes is key to
gaining deeper contextual insight into empathetic
communication and provides a foundation for more
nuanced and effective support systems.

EPITOME (Sharma et al., 2020b) contains 10k
conversations annotated for three levels of com-
munication rationales and empathy. However, Lee
et al. (2023) highlighted limitations to the model,
proposing micromodel frameworks that incorporate
context in empathy-seeking posts. These works
highlight the importance of context in understand-
ing empathy, while failing to address what causes
empathy in a conversation.

Similarly, Rashkin et al. (2019) introduced EM-
PATHETICDIALOGUES, a dataset of 25k emo-
tionally charged conversations, demonstrating its
usefulness in modeling empathy. Welivita and Pu
(2020) later expanded this dataset with response
intents, providing insights into intent and emotion
patterns. However, neither dataset annotates the
specific triggers that prompt empathetic responses.
Buechel et al. (2018) developed a dataset of 2k re-
sponses to news articles using Batson’s Empathic
Concern scale, while Hosseini and Caragea (2021b)
introduced IEMPATHIZE, which annotated cancer
support messages with the direction of empathy
(provided vs. sought). Although these datasets in-
corporate context, they still do not systematically
identify parts of messages that evoke empathetic re-
actions. Thus, while there are ample data to support
the determination of whether text contains empathy,
none supports the identification of empathy cause.
This highlights the need for a dataset that explicitly
captures the triggers of empathy, enabling a deeper
understanding of empathetic communication.

2.2 Emotion Cause Extraction

Emotion cause extraction (ECE) is closely related
to our proposed task, aiming to identify triggers
of emotional experiences. Since empathy itself is
emotionally driven, ECE datasets and techniques
provide useful inspiration for empathy cause identi-

fication. An important dataset for ECE is RECCON
(Poria et al., 2021), which includes 10k cause-effect
pairs and serves as a benchmark for causal span
extraction and entailment tasks. Transformer-based
encoders or bi-LSTMs with attention networks are
often employed for the task. For example, Gao
et al. (2021) and Li et al. (2021) used ECE results
to develop empathetic response generators. Addi-
tionally, models like those proposed by Minghui
et al. (2022), Xu et al. (2019), and Liu et al. (2019)
also employ ranking, semi-supervised learning, or
syntactic approaches to enhance ECE performance.

Despite the similarities between ECE and em-
pathy cause identification, it is important to note
that ECE seeks to find the internal or external trig-
gers of a specific emotion (e.g., anger or sadness)
experienced by the speaker and expressed in their
own text. In contrast, empathy cause identification
seeks to identify aspects of the speaker’s text that
evoke empathy in the responder, thus involving a
relational dynamic between speaker and listener.
Beyond this interactional difference, empathy itself
is a multi-dimensional, psychologically-grounded
phenomenon that encompasses multiple cognitive
and emotional processes, rather than emotion alone
(Davis, 1980).

Recognizing this distinction, we build on both
empathy classification and ECE insights in concep-
tualizing and addressing empathy cause identifica-
tion. Our work is based on the AcnEmpathize (Lee
and Parde, 2024) dataset and uses contextual mod-
eling and attention-based architectures inspired by
ECE approaches to identify empathy causes. By
bridging the gap between empathy classification
and ECE, our task formulation and approach en-
able finer-grained understanding of what causes
empathy to emerge in a dialogue.

3 Dataset

3.1 AcnEmpathize

AcnEmpathize (Lee and Parde, 2024) is a recently
published dataset designed for empathy-related
tasks that contains over 12k posts from acne.org,
an online support community forum. It comprises
three types of posts: (1) initial posts that start con-
versations, (2) replies that respond to these posts,
and (3) guotes that explicitly refer to specific text
in another post. Posts were labeled for empathy by
three trained annotators from diverse backgrounds.

The dataset includes 1,730 English conversation
threads, ranging from single-post threads to threads



with up to 23 posts. Among the posts, 2,976 show
empathy, while 9,236 do not. AcnEmpathize’s fo-
cus on a specific domain, with real-world posts
reflecting genuine interactions, makes it an ideal
foundation for empathy cause identification. How-
ever, while suitable for empathy detection, it lacks
annotations specifying which sentences in initial
posts trigger empathy. We thus used AcnEmpathize
as the starting point for annotating empathy cause
specifically.

3.2 Annotation Process

We recruited three volunteer annotators to provide
empathy cause annotations, mirroring the annota-
tion setup used for AcnEmpathize. The annotators
were two authors of this paper as well as a third
volunteer; all were graduate computer science stu-
dents and fluent English speakers. Unlike some
prior work that trained crowdworkers without for-
mal NLP or psychology backgrounds (e.g., Sharma
et al. (2020a)), our annotators had both relevant
academic training in NLP and prior experience an-
notating empathy texts, supported by guidelines
and multiple rounds of discussion. We used the
collaborative tool INCEpTION (Klie et al., 2018)
(shown in Figure 4 in Appendix B) to collect an-
notations, choosing it due to its support for span
annotation and collaborative workflows. '
Annotators, for each thread, were instructed to
read through each sentence of each empathetic re-
ply and highlight at least one sentence in the initial
post of the thread they deemed to cause empathy
in the corresponding reply. Throughout the annota-
tion process, the definition of empathy considered
was the one proposed by Davis (1980), utilized
also in the AcnEmpathize paper. Annotation at a
sentence level was chosen because finer-grained an-
notations (e.g., phrases) often lack context and are
harder to annotate consistently, while coarser units
(e.g., entire posts) may contain unrelated content,
making it difficult to isolate specific triggers.
Given occasional issues with automatic sentence
detection in INCEpTION, the annotators were told
to treat spans ending in punctuation as sentences.
An initial discussion among annotators clarified
definitions of empathy and its triggers, ensuring
consistent annotation criteria. During this initial
discussion, annotators identified that typical causes
of empathy included expressions of emotion (often

'Other tools, such as DOCCANO (Nakayama et al., 2018)
and Brat (Stenetorp et al., 2012), were considered but lacked
this functionality.

negative, e.g., "I feel so sad and hopeless") and
relatable experiences providing context to strug-
gles (e.g., "I have cystic acne on my body... it’s
genetic, so it’s extra difficult"). Some cases, such
as threads with no replies, posts lacking text, or
replies quoting other posts, were excluded to sim-
plify annotation. Annotators also agreed to skip
excessively long posts (over 1,000 sentences) since
empathy cause was seldom straightforwardly indi-
cated at the sentence level in these posts.

After annotating a pilot round of 100 conver-
sations, the inter-annotator agreement (IAA) was
calculated at x=0.7 using an averaged Cohen’s
kappa (Cohen, 1960) across all annotator permuta-
tions (with pairwise scores of 0.67, 0.70, and 0.73),
which is on par with that observed for similar tasks
like ECE (e.g., Sharma et al. (2020b) report an
TAA of 0.68). Annotators resolved disagreements
through discussion, ultimately reaching consensus
for all cases. The remaining conversations were
equally divided among the annotators.

3.3 Dataset Structure

AcnEmpathize-Cause is structured around pairs
of initial posts and replies, emphasizing the inter-
action between them to capture how empathy trig-
gers are influenced by reply content. Posts were
split into sentences based on the same criteria used
during annotation.? The dataset’s primary compo-
nents are the sentence-separated text of posts and
their labels. Labels, stored in a list format, indi-
cate empathy causes (“1” for cause, “0” otherwise)
corresponding to the order of sentences in the text.
Additional metadata for posts and replies, such as
URLs, titles, and user IDs, is included to provide a
comprehensive view of the dataset.

4 AcnEmpathize-Cause Analysis

Overall, AcnEmpathize-Cause contains 3,217
posts, including 1,021 unique initial posts and
2,196 replies, extracted from 1021 conversations.
The post count is smaller than in the AcnEmpathize
dataset (12k posts), reflecting the removal of non-
empathetic replies and posts unrelated to empathy
causes. The initial posts contain 45,183 sentences,
with 3,931 labeled as causes. On average, each post
has 44.25 sentences, and 8.70% of those sentences

2Although organizing each sentence of an initial post as
a separate row could simplify labeling, this risks losing con-
textual nuances essential for identifying empathy causes. The
current structure, with pairs of posts and replies, preserves this
context while allowing flexibility for future tasks.



Most common words in causes

acne 1,387
skin 638
like 610
feel 534
face 503
people 426
really 367
life 343
even 292
get 261

Figure 1: Frequency distribution of the most common
words in cause sentences. The values indicate the num-
ber of occurrences of each word.

Most common bigrams in causes

feel, like ] 186
clear,skin T ] 73
acne, scars :] 57
severe, ache :I 54
look, mirror : 53
leave, house T 46
acne, since :I 44
acne, years :I 42
ca, even :I 40
even, though :I 40

Figure 2: Frequency distribution of the most common
bigrams in cause sentences. The values indicate the
number of occurrences of each bigram.

are cause sentences, indicating a class imbalance.
Such an imbalance is typical in ECE datasets, es-
pecially in long posts, where meaningful emotion-
causing sentences appear less frequently.

Linguistic analysis of the cause sentences,
shown in Figure 1 and Figure 2, revealed frequent
terms like "acne," "skin," "feel," and "face," reflect-
ing the dataset’s focus on the mental struggles asso-
ciated with acne. These struggles are also evident
in common bigrams such as "clear skin" and "acne
scars." Additionally, words related to social with-
drawal and self-consciousness, such as "people"
and "leave house," suggest that shared experiences
may trigger empathy.

Sentiment analysis (Table 1) shows that cause
sentences have slightly negative sentiment, while
non-cause sentences are slightly positive. This
aligns with the idea that empathy is often trig-
gered by distressing experiences. Using the NRC
Emotion Lexicon (Table 2), we indeed found that
cause sentences were predominantly negative, with
emotions like sadness, fear, and anger being much
more common than in non-cause sentences. Posi-
tive emotions, such as trust and joy, also appeared

Sentence Type Avg. Sentiment

-0.0177
0.0032

Cause sentences
Non-cause sentences

Table 1: Average sentiment values of cause and non-
cause sentences, obtained using TextBlob sentiment
polarity analysis. Sentiment polarity ranges from -1
(negative) to 1 (positive).

Emotion Cause Non-Cause
Negative 0.9685 0.5642
Positive 0.6322 0.5071
Sadness 0.6299 0.3560
Fear 0.6161 0.3418
Trust 0.4597 0.3493
Anger 0.4482 0.2551
Anticipation 0.4085 0.3162
Disgust 0.3897 0.2473
Joy 0.3396 0.2588
Surprise 0.1910 0.1477

Table 2: Normalized emotion scores for cause and non-
cause sentences, computed using the NRC Emotion
Lexicon. The values indicate the relative frequency of
each emotion within the two categories.

but less frequently. Non-cause sentences showed a
more balanced emotional profile, with comparable
levels of negative and positive sentiment.

We also applied topic modeling using latent
Dirichlet allocation (Blei et al., 2003), identify-
ing five main topics, focusing on emotional strug-
gles, self-reflection, appearance, social comparison,
and ongoing acne-related challenges. These topics
portray a captivating portrait of empathy in this
domain, emphasizing the psychological and social
impacts of acne. The detailed topic breakdown is
provided in Table 5 in Appendix C. We note that
overall, the dataset shows an imbalance influenced
by the nature of empathy and its causes—namely,
that empathy is triggered by specific, meaning-
ful sentences that resonate with personal experi-
ences. For example, sentences describing personal
struggles, such as "I feel like everyone is staring
at my skin, and it makes me not want to leave
the house." are more likely to evoke empathetic
responses than general statements about skincare
routines, as supported by both linguistic and emo-
tion analysis. Additionally, because these are real
posts, there is inherent noise (i.e., topics less prone



to empathy, such as those regarding skincare and
medications), further reducing the number of text
spans likely to cause empathetic responses. Finally,
the dataset’s focus on acne-related mental strug-
gles and emotions, as demonstrated by the high
frequency of acne-related language, showcases the
dataset’s specificity.

5 Approach

We frame empathy cause identification as a binary
classification task. The goal is to determine which
sentences in the initial post are causes of empa-
thy based on the content of the reply, assigning
sentence-level labels y € {0,1}, where “1” de-
notes a cause sentence. While some ECE work
attempts to predict text spans, this would be too
complex for empathy cause identification in an un-
balanced dataset. Sentence-level binary classifica-
tion simplifies the task by treating each sentence
as a fixed span of text, defined as any text ending
with a period, question mark, exclamation mark, or
ellipsis. We investigated three diverse approaches
for empathy cause identification:

 Attention Network: Captures contextual in-
formation from the initial approach and re-
ply by incorporating embeddings using a co-
attention network.

* Prompting: Utilizes a fixed prompt to guide
the model in predicting the cause sentences.

* Question Answering: Frames the task as a
question for the model to answer.

These models were selected to examine different
broad framings of the task, with the intent that the
most effective approach can serve as the focus of
finer-grained follow-up studies.

5.1 Attention Network

Attention-based networks have proven effective for
ECE, as they can focus on relevant parts of text
expressing emotion. For instance, Li et al. (2019)
used a multi-attention neural network to link cause
and emotion clauses, while Hu et al. (2021) ap-
plied a bidirectional hierarchical attention network
(BHA) for document-level context. Inspired by the
success of these models in ECE, we developed an
attention network with the architecture shown in
Figure 3. We used a BERT tokenizer (bert-base-
uncased) with a maximum sequence length of 64,
padding or truncating all sentences to this length.

| Fully connected layer |

i

| Dropout layer |

&

Reply's
context
| Matrix multiplication

Attention
weights
t

‘ Softmax |

Attention
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| Matrix multiplication |

Linear transformation
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Embeddings

‘ BERT encoder + Mean pooling |
Initial post Repl

Figure 3: Diagram of the attention network depicting
the internal structure of the model. Blue indicates model
layers, and yellow indicates the layer’s inputs or outputs.

The input IDs and attention masks generated from
the tokenizer were passed into the model to gener-
ate contextual embeddings.

We processed the dynamic sentence embeddings,
obtained by mean pooling the previous contextual
embeddings, through a co-attention network, com-
puting attention scores between the initial post and
the reply to assess the relevance of the reply’s con-
tent in predicting empathy causes in the initial post.
Mean pooling was selected over the [CLS] token
since it provides a more comprehensive representa-
tion and enhances model generalization (Li, 2024).
The sentence embeddings were processed as shown
in Figure 3.3

The combined feature vectors were passed
through a dropout layer to prevent overfitting
by randomly deactivating neurons during train-
ing. Afterward, a fully connected linear layer per-
formed binary classification, producing logits that
were transformed into probabilities for determining
whether a sentence was an empathy cause.

3We also studied different variations of this framework
in preliminary experiments but found that they proved less
effective. One variation used the [CLS] token instead of mean
pooling, while another bypassed the attention mechanism,
concatenating the average embeddings of the reply with those
of the initial post. A variant of the model processing single
sentences at a time was also tested, but it resulted in significant
computational overhead without improving performance.



5.1.1 Training Process

Several techniques were implemented during train-
ing to enhance performance and counter overfitting.
We used gradient accumulation to simulate larger
batches without increasing memory usage; this also
made training more stable and improved general-
ization. During hyperparameter tuning, we found
that a batch size of 4 provided the best balance
of performance. We used an AdamW optimizer,
which provides adaptive learning rates and decou-
pled weight decay, improving generalization. After
testing various learning rates and weight decay val-
ues, a learning rate of 1 x e~* and a weight decay
of 0.01 were selected.

We experimented with two learning rate sched-
ulers: Cosine Annealing Warm Restarts and Reduce
LR On Plateau. We selected the former due to its
superior performance. We applied early stopping
based on the validation F; score with a patience
of 4 to prevent overfitting and save computational
resources, and saved the model with the best vali-
dation F; for final testing.

5.2 Prompting and Question Answering

Prompting and question answering (QA) both
present viable alternatives to our proposed attention
network; thus, we implemented both considering
them to be strong baselines for the proposed em-
pathy cause identification task. Prompt-based ap-
proaches have recently excelled in a broad range of
NLP tasks, including empathy detection (Kong and
Moon, 2024), and ECE has recently been framed
as a question answering task with evidence that this
leads to strong performance (Chandakacherla et al.,
2024). For our prompt-based approach, we ex-
perimented with manually-defined discrete prompt
templates; preliminary experiments suggested that
the prompt reported in Appendix A performed best,
and thus we used it for our final evaluation.

Following a question answering paradigm al-
lowed us to simplify the task into a structured for-
mat; in ECE, this was previously shown to more
productively facilitate inference. We reformulated
the task as a question answering problem by con-
verting each initial post sentence into a question
and using the reply as context. We then fine-tuned
bert-large-uncased for sequence classification and
used a QA inference pipeline to predict whether
each sentence was the cause of empathy.

6 Evaluation

6.1 Experimental Setup

We conducted all experiments in a relatively low-
resource environment (Google Colab with an L4
GPU and high RAM). When studying different con-
figurations of the co-attention network, we used a
bert-base-uncased backbone model with a maxi-
mum token size of 64 tokens. We held the learning
rate constant at 1 x e~* along with a gradient ac-
cumulation of 4 and an AdamW optimizer with
eps = 1 x e~8 and weight decay of 0.01. For all
conditions, our scheduler used Cosine Annealing
Warm Restarts with Ty = 5 and T, = 1. We
used a dropout rate of 0.3 with early stopping pa-
tience set to 4 epochs based on the validation Fj.
We allowed the model to train for up to 20 epochs
(training typically stopped earlier due to early stop-
ping), and we randomly split the dataset into 80%
training, 10% validation, and 10% test subsets.

6.2 Co-Attention Network Experiments

We compared performance across various config-
urations of the co-attention network for empathy
cause identification. Many of these configurations
were designed to address class imbalance: as previ-
ously noted, AcnEmpathize-Cause has more non-
cause sentences than cause sentences, and imbal-
ances such as this can lead to biased predictions
and reduced performance. We explored both the
use of class weights in the loss function and focal
loss for this purpose. Focal loss (Lin et al., 2018) in
particular can be employed to reshape the standard
cross-entropy loss and down-weight well-classified
examples, offering strong potential to improve per-
formance in imbalanced class settings.

In Table 3, we report the results of our co-
attention network experiments. Precision, recall
and F all refer to those of the positive class. We
considered Fy, the harmonic mean of precision and
recall, as the most critical metric for evaluating em-
pathy cause identification performance. We com-
pare the following co-attention network conditions:

* Binary Focal Loss: Binary focal loss with no
weights.

* Class Weights [1.0, 3.0]: Cross-entropy loss
with class weights of 1 for the majority class
and 3 for the minority class.

* Class Weights [1.0, 11.0]: Cross-entropy loss
with class weights of 1 for the majority class
and 11 for the minority class.



Model Test Loss Precision Recall F; Accuracy ROC AUC
Binary Focal Loss 0.0502 0.4912  0.4308 0.4590  0.9158 0.8266
Class Weights [1.0, 3.0] 0.8710 0.4063  0.5137 0.4537  0.8895 0.8169
Class Weights [1.0, 11.0] 1.2635 0.3668  0.5561 0.4420 0.8746 0.8246
Focal Loss (Simpler Model)  0.0722 0.4674  0.4464 0.4566  0.9051 0.8092
Focal Loss (CLS Token) 0.0713 0.5210 0.4015 0.4535 09135 0.8025
Random Labeling - 0.0862  0.4851 0.1465  0.4998 0.4877
Majority Class Labeling - 0.0000  0.0000 0.0000 09115 0.5000

Table 3: Performance comparison of different loss functions and co-attention network configurations for empathy
cause identification. The table reports precision, recall, and F; for the positive class across five training configurations,
along with two baseline methods: random labeling and majority class labeling. The best values are reported in bold.

* Focal Loss (Simpler Model): Binary focal
loss and a simpler model without the attention
network. All sentence embeddings of the re-
ply are averaged together and concatenated to
the initial post’s sentence embeddings.

* Focal Loss (CLS Token): Binary focal loss
and a model for which the [CLS] token is used
instead of mean pooling to get the sentence
embeddings.

* Random: Assigns random labels to each sen-
tence (naive baseline condition).

* Majority Class: Always assigns the majority
class (majority=0; naive baseline condition).

The results demonstrate that binary focal loss
leads to the best overall performance (including
F;=0.46, accuracy=0.92, and ROC AUC=0.83).
This suggests that focal loss is particularly well-
suited for handling the dataset’s class imbalance by
emphasizing difficult-to-classify samples, and espe-
cially those in the minority class (cause sentences).
The metrics also reflect the inherent complexity of
the task and the challenges posed by the dataset
imbalance. Identifying empathy cause requires un-
derstanding nuanced contextual relationships be-
tween sentences, which makes it difficult for the
model to achieve high precision and recall. Despite
these challenges, the F; achieved by the best model
performs far above both naive baselines, demon-
strating the model’s ability to learn and perform the
task effectively within the constraints of the dataset.
This highlights the potential of the proposed co-
attention network and provides a solid foundation
for future work in empathy cause identification.

6.2.1 Follow-Up Analyses

We also studied the use of threshold adjustment,
data augmentation, and undersampling, but found
them to be less effective. Adjusting the classifica-
tion threshold or using undersampling removed
critical context, which hurt performance. Data
augmentation, such as synonym replacement and
backtranslation, introduced noise and failed to im-
prove results. Following this, we experimented
with the inclusion of preprocessing techniques in-
cluding lemmatization and stopword removal, but
we observed that these also slightly worsened per-
formance by removing essential contextual infor-
mation. Finally, to assess the extent to which class
imbalance impacted overall empathy cause iden-
tification performance, we compared the perfor-
mance of the model using a balanced version of the
dataset (removing a random sample of non-cause
sentences) to the dataset in its original form. We
observed improved performance in this condition,
confirming that class imbalance does increase the
complexity of this task.

6.3 Model Comparison

We selected the best-performing co-attention net-
work, trained using binary focal loss, for compar-
ison with our prompting and QA conditions and
report these results in Table 4. The results clearly
indicate that the attention-based model outperforms
the other approaches across key metrics. Using
a co-attention mechanism allowed the model to
most effectively incorporate context from the reply
when predicting empathy causes, making it the best
suited for this task among those tested.

In contrast, the prompting and QA approaches
struggled to achieve comparable performance.
Even when fine-tuned, it appears that their more
generic and all-purpose architecture cannot effec-



ROC
Method Fq P R  Acec. AUC
BFL 046 049 043 092 0.83
Prompt 0.08 0.10 0.07 0.86 -
QA 0.03 0.09 0.02 090 0.52

Table 4: Performance for the positive class (cause sen-
tences) for the best-performing model for each approach.
Precision, Recall, Fy, Accuracy, and ROC AUC are all
rounded to two significant digits for brevity. The table
compares the best performing configuration for each
approach: Binary Focal Loss (BFL), Few-Shot Prompt-
ing on Whole Posts (Prompt), and Question-Answering
(QA). The best values are reported in bold.

tively understand the nuanced relationship between
the initial post and the reply. Their underper-
formance highlights the challenges of adapting
general-purpose techniques to more specialized
tasks. It also conversely highlights that specialized
architectures, such as the co-attention network with
binary focal loss, can effectively identify causes of
empathy. Using LLMs for empathy cause identifi-
cation may require more careful prompt design or
additional fine-tuning to match the performance of
a tailored attention network.

7 Conclusion

In this work we proposed a novel task, empa-
thy cause identification, that seeks to find the
specific sentences in a text that evoke empa-
thetic response. While existing empathy research
in NLP focuses on tasks like empathy classifica-
tion, the identification of more nuanced empathetic
conversational dynamics has remained unexplored.
Understanding how empathetic responses are trig-
gered can enable the development of more emotion-
ally intelligent Al systems, enhancing their ability
to respond compassionately and appropriately in
sensitive contexts such as mental health support and
customer service. By tackling this problem, this
work contributes to advancing the understanding of
empathy and the development of empathy-driven
Al paving the way for applications that can better
understand and support human interactions.
AcnEmpathize-Cause comprises 3217 real-
world posts with exhaustive manual labels
across 45,183 sentences indicating causes of em-
pathy (positive n=3931), ensuring that a reliable
gold standard is provided for this challenging task
and offering a robust foundation for advancing re-

search in this area. Through the systematic compar-
ison of a diverse range of models, including our pro-
posed co-attention network, we observed that the
class imbalance inherent to empathy cause identifi-
cation presents modeling challenges, highlighting
the importance of specialized techniques like focal
loss. Overall, we observed that the co-attention
network performed more effectively than strong
prompting and question answering baselines,
showecasing its ability to incorporate contextual in-
formation from replies to predict empathy causes
in initial posts accurately. Our best-performing
model achieved an F1=0.46, accuracy=0.92, and
ROC AUC=0.83.

Future research could aim to explore this task
in different domains to evaluate the generalizabil-
ity of empathy cause detection models as well as
domain-specific nuances that may emerge. Addi-
tionally, the task could be expanded to include span
extraction, allowing the identification of text spans,
potentially larger or smaller than a single sentence,
that cause individuals to express empathy. Another
potential extension could involve annotating the
replies in the dataset with the evidence of empa-
thy, enabling an extraction of causes and evidence
together. This approach would align with popular
ECE methodologies, such as emotion cause pair ex-
traction, and further expand the task’s applications.

Overall, by introducing a new dataset, testing
multiple models, and addressing inherent chal-
lenges such as class imbalance, this paper con-
tributes to advancing our collective computational
ability to interpret and respond to the intricacies of
human interactions. It lays a foundation for future
efforts in the field of empathy cause identification,
encouraging further research into more enhanced
models and different application fields. Ultimately,
the insights gained here showcase and emphasize
the potential of intelligent systems to foster empa-
thy and support in human-centered contexts.

8 Limitations

This paper has some limitations that warrant ac-
knowledgment. The dataset was created through
a manual annotation process, which, like any hu-
man endeavor, is inherently prone to errors. This
is particularly relevant given the potentially subjec-
tive nature of empathy, which can lead to different
interpretations among annotators. Although we
addressed this purposefully through rigorous anno-
tator discussion and calculation of inter-annotator



agreement, it is possible that others may disagree
with some empathy cause labels.

Additionally, the dataset’s domain-specific focus
on an acne support community, while beneficial for
task prediction within this field, may limit its gen-
eralizability to other contexts; although beyond the
present scope, future investigation is warranted to
probe this further. Moreover, the annotators were
women from 20 to 30 years old from different na-
tions. Although it is impossible to guarantee full
coverage across demographic groups in absence
of an unfeasible number of annotators, it is possi-
ble that annotators from other demographic groups
may have made different labeling decisions. Fi-
nally, as previously discussed, the dataset’s signifi-
cant class imbalance poses limitations in develop-
ing and testing high-performing models: we con-
sider this both an obstacle to higher performance
and a welcome challenge for future work.

9 Ethical Considerations

The dataset presented in this paper was created
from a public dataset that was reviewed by the In-
stitutional Review Board at its host institution and
determined to be exempt from further review. The
data was sourced from the acne.org forum; the cre-
ators of the original dataset deidentified it manually
such that the resulting, publicly available data con-
tains no personally identifiable information. All
annotators involved in our AcnEmpathize-Cause
dataset creation were volunteers, and this new
dataset will be made publicly available to facili-
tate additional research on the topic by others.
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A Appendix: Few-shot Prompt

Here we report the prompt used for the few shot
learning method.

nnn

alpaca_prompt Below is
an instruction that describes a
task, paired with an input that
provides further context. Write
a response that appropriately
completes the request.
{few_shot_examples?}

### Instruction:

{instruction}

### Input:

Initial post: {initial_post}
Reply: {reply}

### Response:

{response}

nnn

Where this is the instruction:

fixed_instruction = """Given the
input text, <classify whether
the sentences in the initial
post cause empathy based on the
content of the reply. The
sentences in the initial post
are enclosed in quotation marks
and separated by commas. The
objective is to identify which
sentences in the initial post
evoke empathy in the reply. Each
reply shows empathy toward the
initial post. For each sentence
in the initial post:
Respond with 1 if
empathy,

Respond with @ if it does not.
Output a sequence of @s and 1s
corresponding to each sentence
in the initial post, with the
values separated by commas and no
additional text. """

it causes
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B Appendix: INCEpTION Interface

Figure 4 shows the user interface of the annotation
tool INCEpTION used in our study.

C Appendix: LDA Topic Modeling
Details

Here reported in Table 5 the complete LDA topic
analysis.
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insecure about acne3535574564679Hey everyone,I'm 16, and I have severe acne.
2 1started getting acne when I was around 13, and it just became worse and worse every day. (e=lls2
3/I have a lot of bumps on my forehead, but my acne is the worst on my cheeks and my chin. e °
4 I feel so extremely insecure about it, sometimes I can't even bear to look in the mirror, or I cry about it because it's just that bad... ~
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5 I've been to the dermatologist but the pills she prescribed didn't make a difference, and the cream stopped working after a while. i il s IR -
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. - o . postid
2 1 feel so insecure to the point I can't even go to the grocery store without putting on makeup... 3536629
9/ also don't want to go on school trips because I won't have the time to put on makeup and I don't want anyone seeing my bare face
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11 Even at a sleepover, I took off my makeup, and someone said 'Did you take off your makeup?
12 Icantell' as though I don't have a mirror to notice that myself...
v
< S— >
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Figure 4: Interface of the annotation tool software INCEpTION.

Topic Keywords Interpretation
1 Zt?;’reﬁstzh,f?zgf %1 ft;mlfn Og\s,ir;%’ne Self-Reflection and Emotional Struggles
2 Kﬁi{l’ﬂ?ﬁ:ﬁ’ %g;k, really, want, acne, im, Desire for Change and Reflection
3 month, like, really, makeup, girl, skin, Appearance and Social Comparison

year, face, acne, want

4 life, really, trying, year, face, scar, like,

feel, skin, acne Ongoing Struggles with Acne and Self-Perception

5 social, im, make, skin, really, look,

people, acne, feel, like Social Impact and Self-Consciousness

Table 5: LDA topic modeling results on cause sentences. Each topic is represented by high-frequency keywords and
an interpretation of the main theme.
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