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Abstract

Outcome-reward reinforcement learning (RL) is a common—and increasingly
significant—way to refine the step-by-step reasoning of multimodal large lan-
guage models (MLLMs). In the multiple-choice setting—a dominant format for
multimodal reasoning benchmarks—the paradigm faces a significant yet often over-
looked obstacle: unfaithful trajectories that guess the correct option after a faulty
chain of thought receive the same reward as genuine reasoning, which is a flaw that
cannot be ignored. We propose Self-Consistency Sampling (SCS) to correct this
issue. For each question, SCS (i) introduces small visual perturbations and (ii) per-
forms repeated truncation-and-resampling of an initial trajectory; agreement among
the resulting trajectories yields a differentiable consistency score that down-weights
unreliable traces during policy updates. Based on Qwen2.5-VL-7B-Instruct, plug-
ging SCS into RLOO, GRPO, and REINFORCE++ series improves accuracy by
up to 7.7 percentage points on six multimodal benchmarks with negligible extra
computation. SCS also yields notable gains on both Qwen2.5-VL-3B-Instruct
and InternVL3-8B, offering a simple, general remedy for outcome-reward RL in
MLLMs. Our code is available at https://github.com/GenuineWWD/SCS.

1 Introduction

With the remarkable success of state-of-the-art Large Language Models (LLMs) such as OpenAI-o3
and DeepSeek-R1[10], enhancing models’ reasoning abilities through Reinforcement Learning (RL)
method have been seen as a mainstream route toward Artificial General Intelligence (AGI) [13, 47]. A
series of studies has reported breakthrough performance when training LLMs with RL, highlighting
the considerable potential of RL-based training paradigms [39, 10, 1, 14]. Driven by the rapid
development of LLMs, considerable progress [54, 29, 26, 6] has been made in improving multimodal
capabilities of Multimodal Large Language Models (MLLMs). In particular, RL-driven approaches
have markedly improved MLLMs’ capabilities in mathematics, video comprehension, and visual
logical reasoning [45, 42, 49, 26].

However, applying reinforcement learning to multimodal multiple-choice problems exposes a critical
weakness. Existing outcome-based approaches compute the outcome reward solely by checking
whether the chosen option matches the ground truth, completely ignoring the faithfulness of the
intermediate reasoning trajectory. This makes it easy for the model to reach the correct answer via
spurious or hallucinatory chains of thought. We illustrate the issue with an exploratory experiment
on Geometry3K [22]. As shown in Figure 2(a), training in the multiple-choice setting improves
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Figure 1: Overview of our work. When applied to multiple-choice problems, traditional outcome
reward-based RL methods that rely solely on accuracy-based rewards often lead to situations where
the selected option is correct, but the reasoning process is flawed. Our method introduces an additional
consistency reward, which significantly reduces the occurrence of such cases.

accuracy by only 5.6%, which is 6.4 percentage points lower than the 12.0% gain obtained under the
open-ended QA setting. Qualitative analyses in Figures 2(b) and (d) confirm that multiple-choice
training encourages unfaithful reasoning: the model often generates incorrect rationales yet still
selects the correct option by chance. We further probe this phenomenon on additional benchmarks
(ScienceQA [35], MMMU [56], M3CoT [7] and MathVision [43]). For each question we first
generate a complete rationale, then truncate the rationale at several positions and resume generating
from each truncated prefix. Figure 2(c) shows that divergent answer options frequently emerge from
identical prefixes, underscoring the pervasiveness of unfaithful trajectories in the sampling procedure
under multiple-choice regime.

To solve this challenge, we introduce Self-Consistency Sampling (SCS), a framework that improves
the faithfulness of reasoning trajectory. As shown in Figure 1, building on recent advances in
consistency-based reasoning [46, 30, 41], SCS first generates an initial trajectory and then explores
its neighboring trajectories through two mechanisms. In the truncation–resampling mechanism,
the initial trajectory is truncated and generation is resumed to produce several continuations; in the
visual-perturbation mechanism, the input image is added by subtle gaussian noise before resampling,
encouraging the policy to reason over perturbed visual evidence. The resulting set of trajectories
provides multiple answer candidates for the same question, from which SCS derives a consistency
reward that quantifies the agreement among their responses. This reward, reflecting the reliability
of intermediate reasoning, is used to update the policy, steering it toward trajectories that remain
self-consistent under perturbations and thereby enhancing overall reasoning faithfulness.

We assess the effectiveness of self-consistency sampling (SCS) when combined with several outcome-
reward reinforcement-learning algorithms—namely RLOO [19], REINFORCE++ series [14], and
GRPO [39]. Based on Qwen2.5-VL-7B-Instruct [3], on six benchmarks covering four task categories,
integrating SCS with RLOO yields an average absolute improvement of 7.7 percentage points over
the RLOO baseline. When SCS is incorporated into REINFORCE++-baseline, REINFORCE++,
and GRPO, the respective gains are 1.7, 2.0, and 0.9 percentage points relative to their no-SCS
counterparts. SCS generalizes across models of different scales and architectures, achieving consistent
gains—for example, 3.2 and 1.6 more percentage points on Qwen2.5-VL-3B-Instruct and InternVL3-
8B when applied with RLOO. Trajectory analysis reveal that models trained with SCS generate
substantially more faithful reasoning paths (Figure 2). Ablation studies further indicate that the
two components of SCS are essential: Truncation-Resampling (TR) and Visual Perturbation (VP)
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Figure 2: Illustration of unfaithful reasoning phenomenon. (a) Compared with open-ended
questions, training in the multi-choice format yields smaller performance gains. (b) Examples
of unfaithful reasoning generated by model on Multi-Choice QA problems. (c) The curve of
the relationship between the average number of final options for each question and the trajectory
truncation ratio(%). (d) Correct reasoning trajectories generated by models with Open-Ended QA
form.

contribute 5.2 and 5.0 percentage-points improvements on their own, and together recover the full 7.7
points gain. Our main contributions are as follows:

• We empirically show that outcome-reward training encourages unfaithful reasoning in multimodal
multiple-choice tasks, where models often arrive at correct answers through incorrect or inconsistent
reasoning processes.

• We propose a novel Self-Consistency Sampling, which resamples truncated rationales and perturbed
visuals to compute a consistency reward, thereby aligning reasoning trajectories with their answers.

• Integrated with RLOO, GRPO, and REINFORCE++ variants, Self-Consistency Sampling yields up
to +7.7 pp accuracy with Qwen2.5-VL-7B-Instruct [3] and exhibits stable performance in extensive
ablations.

2 Related Work

RL methods for LLMs and MLLMs. Reinforcement Learning (RL) [37, 39, 1, 14] has demonstrated
significant success across a wide range of domains, particularly in game playing [27, 40, 17, 16],
robotic control [51, 12, 18], and autonomous driving [5, 36, 23]. With the rapid advancement of
Multi-modal Large Language Models (MLLMs), RL techniques have increasingly been adopted
to enhance model performance on tasks such as VQA [8, 21], image captioning [28, 11], visual
reasoning [52, 50], and referring expression comprehension [55, 25]. Early approaches, including
Reinforcement Learning from Human Feedback (RLHF) [4], often employed methods like PPO [37]
and DPO [32] to align model outputs with human preferences data. Some works introduce more
efficient alternatives like RLOO [1], REINFORCE++ [14], ReMax [20], Group-wise Relative Policy
Optimization (GRPO) [39], eliminates critic model from RL training, significantly reducing the
computational overhead.

Reward Models in RL training. Reward models play an important role in training LLMs and
MLLMs with reinforcement learning. Common types of reward models include generative re-
wards [57, 60, 24], implicit rewards [34, 48, 59], process rewards [53, 44, 9], and outcome re-
wards [14, 20, 39]. Generative reward models leverage auxiliary generative models to evaluate or
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Figure 3: Pipeline of our method. (a) illustrates the initial reasoning trajectory generated by the
MLLM; (b) shows the sampling and probability propagation across reasoning steps.

guide the behavior of the primary model, often providing flexible supervision in an unsupervised
or weakly-supervised manner. Unlike explicit reward models, implicit reward methods, such as
DPO [32] and SLiC-HF [59], aligned variables or loss functions to convey optimization signals with
reduced resource overhead. Process reward models [53, 44, 9] assign feedback based on the reasoning
trajectory rather than the final output, aiming to encourage interpretable and robust problem-solving.
In contrast, outcome reward models [14, 20, 39] focus solely on the correctness of the final answer,
ignoring the generation path. While efficient, this may lead to issues like reasoning hallucinations or
flawed logic. Process reward models can mitigate such problems but are typically resource-intensive.
To strike a balance, self-consistency sampling adopt outcome-based reward formulations while
incorporating consistency checks during reasoning.

3 Method

3.1 Preliminary

Outcome Reward. Outcome reward-based Reinforcement Learning is a training paradigm that
exploits objectively checkable task outcomes to train large language models (LLMs) and Multi-modal
large language models (MLLMs). Unlike RL from Human Feedback (RLHF), where reward signals
are noisy, subjective, and expensive to collect, outcome reward-based RL relies on a deterministic
verification protocol that returns a scalar reward r∈{0, 1} indicating whether the model’s output
satisfies a well-defined correctness criterion. Typical application domains include mathematics,
programming, structured reasoning questions with a single ground-truth solution and fine-grained
tasks such as image detection and OCR. Formally, let πθ be an autoregressive policy that generates a
trajectory τ = (y1, . . . , yT ) token-by-token given a problem instance x. Once the final answer token
yT is produced, an external verifier V checks τ and returns.

r = V(x, τ) =

{
1 if τ solves x,

0 otherwise.
(1)

Outcome Reward-based RL Algorithm. The learning objective is the standard expected-reward
maximization, optimized through any policy-gradient estimator (e.g., GRPO [39], RLOO [19]
and REINFORCE++ [14]). GRPO refines the PPO [38] framework by eliminating the separate
value network—thereby lowering computational overhead—and employs a group-relative advantage
estimator together with an explicit KL-divergence penalty to keep policy updates both efficient and
stable. GRPO adapts PPO to the outcome reward-based RL setting while discarding the value-network
critic. In GRPO, a group-relative advantage is then computed for every response,

Ai =
ri − mean

(
{r1, . . . , rG}

)
std

(
{r1, . . . , rG}

) , (2)

where mean and std are taken over the G rewards.
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Algorithm 1 Outcome Reward-based RL Training with Self-Consistency Sampling (SCS)

Require: Dataset D = {xi}Ni=1, pretrained model parameters θ, truncation ratio k (0 < k < 1),
number of resample m, consistency weight c, learning rate α, reample number N .

1: Initialize optimizer O with θ
2: for each minibatch {x} in D do
3: Sample initial answer & reasoning trajectory a, τ ∼ πθ(· | x);
4: r ← racc;
5: A ← ∅;
6: for t = 1 to m do
7: τ< ← Truncate(τ, k);
8: Add Noise to Image in x∗ ← x+N (0, σ2

t );
9: Sample new answer at after τ<, x∗;

10: A ← A∪ {at};
11: end for
12: rcon ← (N − |A|);
13: r ← rfor + racc + rcon;
14: Compute baseline of reward b;
15: Compute policy gradient g ← ∇θ log πθ(a0 | x)(r − b);
16: θ ← θ + αO(g);
17: end for
18: return Updated parameters θ

Reinforcement Learning with Leave-One-Out (RLOO) generates K independent roll-outs {τi}Ki=1 for
the same input. Since the baseline reuses the rewards of peer roll-outs, RLOO enjoys lower variance
than REINFORCE while avoiding an explicit value network.

The core idea of REINFORCE++ is to fold a suite of PPO-style optimizations into the classic REIN-
FORCE algorithm to boost both performance and stability. Specifically, REINFORCE++ augments
plain REINFORCE with token-level KL penalties, mini-batch updates, reward normalization and
clipping, and advantage normalization.

3.2 Self-Consistency Sampling

This section presents the theoretical foundation of our method, including the underlying assumptions,
modeling process, and derivation steps. Figure 3 illustrates the modeling of our SCS method.

We see the entire reasoning process as a tree structure and make three key assumptions:

1. Uniqueness of the correct trajectory. There is exactly one correct reasoning trajectory in
the tree. Justification: This assumption is reasonable, as most problems admit a unique
solution.

2. Leaf/Choice Alignment. Every trajectory of the reasoning tree ends at one of the answer
choices. Justification: In the majority of cases, models ultimately outputs a single option as
its solution, whether it is correct or not.

3. Relationship between correct/incorrect reasoning trajectories and answer options. If
the model follows the correct trajectory, it must arrive at the correct option; if it follows an
incorrect trajectory, it may still pick either the correct option or a wrong one. Justification:
With correct reasoning the model just retrieve the correct answer, whereas an incorrect
reasoning chain can lead to multiple outcomes (e.g., guessing when the correct answer is
not reachable). For the quantitative verification, refer to Appendix B.1.

When the model follows an incorrect reasoning trajectory, it may still select the correct answer y+
with probability p(y+ | x). Therefore, the outcome reward-based defined in Eq. 1 can arise from two
different reasoning trajectories:

P (y+, τ+ | x) + P (y+, τ− | x), (3)

where τ+ represents the correct reasoning trajectory, and τ− represents the incorrect one.
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Table 1: Datasets and evaluation benchmarks used in this work. We perform a data filtering step
and retain only multiple-choice questions that include an associated image to construct our dataset.

Category Name Domain / Task #Scale #Filtered

Training Datasets
M3CoT [7] General 7.8 k 7.8 k
Geometry3K [22] Geometry 2.1 k 2.1 k
ScienceQA [35] Science 12.7 k 6.2 k

Evaluation Benchmarks
M3CoT [7] General 2.3 k 2.3 k
ScienceQA [35] Science 4.2 k 4.241 k
MathVision [43] Mathematics 3.0 k 1.5 k
We-Math [31] Mathematics 5.0 k 5.0 k
MMMU [56] Multi-subjects 900 851
MathVerse [58] Mathematics 3.9 k 2.1 k

When only the option accuracy reward r = racc is applied, both trajectories receive the same reward
whenever the final prediction is correct, regardless of the reasoning path. As a result, the model still
has a nonzero probability of producing an unfaithful reasoning process:

P (τ− | y+) = P (y+, τ− | x)
P (y+, τ− | x) + P (y+, τ+ | x)

. (4)

To mitigate this issue, we introduce a consistency reward rcon to penalize incoherent or spurious
reasoning patterns. Assuming that after producing a reasoning trajectory τ , the model randomly
samples from N candidate options, forming a set of collected answers A. Intuitively, if the reasoning
trajectory is wrong, A− will contain more diverse answers among repeated samplings. We define the
consistency reward as:

rcon =
1

N

(
N − |A|

)
c, (5)

where c is a scaling coefficient that controls the strength of regularization. A smaller |A−| (indicating
more consistent outcomes) yields a higher reward.

For the two types of reasoning trajectories, the corresponding consistency rewards are given by:

r−con =
1

N

(
N − |A−|

)
c, r+con =

1

N

(
N − 1

)
c. (6)

Here, according to the assumption, correct trajectory τ+ obtains the maximal consistency reward,
since it deterministically leads to the correct answer.

Meanwhile, accuracy reward and format reward are also applied. Since E(|A−|) > 1 (detailed
derivation process can be found in Appendix B.2), r+con > r−con. Therefore, the correct trajectories τ+
will be optimized to have more advantage to appear.

3.3 Algorithm Details

Based on the above theoretical derivation, we design the Self-Consistency Sampling (SCS) (see
Algorithm 1). The SCS consists of two main blocks: truncation–resampling and visual-perturbation.

Truncation–Resampling. For each single-choice question in dataset, SCS first generate an initial
reasoning trajectory τ . Instead of using outcome reward-based method to extract option answer
in τ , we truncate initial trajectory τ with truncation ratio k to an incomplete trajectory τ<. This
truncated reasoning trajectory τ< is then used as a prefix for multiple resampling steps. During each
resampling iteration, the model continues reasoning from τ< and generates a new answer at. All
sampled answers are collected into a set A. The consistency reward rcons = c(N − |A|) is computed
based on the diversity of the sampled answers — if the answers are highly consistent, indicating
stable reasoning given the same prefix, the value of rcon is high (since |A| is low). This serves as a
proxy for reasoning stability and correctness.

Visual-Perturbation. To enhance the effectiveness of consistency evaluation, we introduce stochastic
visual perturbations when generating each resampled response from a initial trajectory. Rather than
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Figure 4: Comparison of model response of different models. (a) Question image selected
from M3CoT. (b) Reasoning trajectory of Qwen2.5-VL-Instruct trained by RLOO as baseline.
(c) Reasoning trajectory of Qwen2.5-VL-Instruct trained with SCS. (d) Reasoning trajectory of
Qwen2.5VL-Instruct trained by SFT. The red text is incorrect reasoning part.
applying fixed-strength noise, we sample a unique perturbation strength for each continuation to
expose the model to a broader range of visual variations. Formally, for each continuation i, the input
image is perturbed as:

x̃i = x+ ϵi, ϵi ∼ N (0, σ2
i ), σi ∼ U(σmin, σmax),

where σi is drawn independently from a uniform distribution U(σmin, σmax) to control the noise.

4 Experiment

In this section, we first describe our experiment settings including datasets, benchmarks and other im-
plementation details in Section 4.1. Next we illustrate the experiment results and do a comprehensive
analysis about the performance of our SCS method in Section 4.2. Finally, the ablation studies are
presented in Section 4.4.

4.1 Experiment Setup

Datasets and Benchmarks. As shown in Table 1, we initially aggregate our training dataset from
published dataset including M3CoT [7], ScienceQA [35] and Geometry3K [22]. Then we apply a
data filter and only multiple choice questions with multi-modal inputs are kept. For model evaluation,
we adopt 6 mainstream multimodal benchmarks. They are (1) MathVision [43] (2) MathVerse [58]
(3) We-Math [31] (4) MMMU [56] (5) M3CoT [7] and (6) ScienceQA [35], covering various fields
of challenging problems such as Mathematics, Science, Medicine and so on, thoroughly evaluating
MLLMs’ perception and reasoning abilities. Specifically, MathVision [43], MathVerse [58] and
MMMU [56] contains both multiple-choice questions and fill-in-the-blank questions, and we only
utilize multiple-choice questions for model evaluation.

Baseline. We compare our method with two categories of approaches: (1) SFT on the same dataset of
our SCS method; (2) prevailing RL algorithms with outcome reward-based reward, REINFORCE++-
baseline, REINFORCE++ [15] and RLOO [2]. Both the traditional outcome reward-based protocol
(applying accuracy reward and format reward) and our SCS method are used to train all RL algorithm
baselines. We report the performance improvements brought by our method.

Other details. We implement our SCS method using Qwen2.5-VL-7B-Instruct [3], Qwen2.5-VL-3B-
Instruct[3] and InternVL3-8B[61] as the pretrained models. The training prompt is: Solve the problem
through step-by-step reasoning and answer directly with the option letter. Think about the reasoning
process first and answer the question following this format: <think> THINKING </think><answer>
ANSWER </answer>. Each experiment was conducted with 8 A800 GPUs and took approximately
24 hours to train. Hyperparameters and other details can be found in Appendix A.
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Table 2: Performance of our method across different models and training algorithms. Applying
our method (SCS!), all models and RL algorithms exhibit consistent improvements over baselines.
Models/Methods SCS Overall M3CoT MMMU-val ScienceQA WeMath MathVerse MathVision

Qwen2.5-VL-7B-Instruct

Baseline - 54.9 65.5 45.7 73.7 62.5 57.7 24.1
SFT - 58.6 78.7 52.6 51.0 90.7 49.4 29.3

GRPO # 63.6 72.6 57.2 66.6 88.3 64.2 32.8
! 64.5 (+0.9) 73.9 58.0 66.4 88.7 67.0 33.1

REINFORCE++-baseline # 61.3 69.1 53.9 64.2 86.8 61.2 32.7
! 63.0 (+1.7) 72.0 56.6 65.8 87.7 64.0 31.9

REINFORCE++ # 60.9 66.8 54.9 64.8 84.3 60.9 33.4
! 62.9 (+2.0) 65.7 54.6 76.1 85.4 61.6 34.0

RLOO # 57.8 67.6 51.5 53.9 86.4 56.8 30.4
! 65.5 (+7.7) 75.7 59.1 68.8 88.1 67.1 34.0

Qwen2.5-VL-3B-Instruct

RLOO # 54.7 65.0 47.9 57.4 74.8 57.0 26.1
! 57.9 (+3.2) 67.4 53.7 60.5 79.0 60.4 28.7

InternVL3-8B

RLOO # 61.7 73.2 57.8 92.4 62.8 55.4 29.0
! 63.3 (+1.6) 72.2 61.2 92.8 64.9 58.7 30.0

Table 3: Quantitative analysis of the improvement in reasoning reliability after applying SCS.
The table presents the occurrences of unfaithful reasoning in 100 correctly answered questions.
Judger Model Avg M3CoT MathVision MMMU-Val ScienceQA MathVerse WeMath

Human Qwen2.5-VL-7B 25.0 14 64 30 11 16 15
Qwen2.5-VL-7B-SCS 21.2 (-15.2%) 12 56 25 9 12 13

o3-mini Qwen2.5-VL-7B 22.0 11 55 35 8 12 11
Qwen2.5-VL-7B-SCS 19.0 (-13.6%) 9 49 29 7 10 10

Gemini 2.5 Flash Qwen2.5-VL-7B 23.0 12 57 34 8 13 14
Qwen2.5-VL-7B-SCS 19.7 (-14.3%) 10 50 29 8 10 11

Quantitative experiment of reasoning reliability. To give concrete proof that our SCS method
improves reasoning reliability, we conducted a quantitative analysis. To be specific, for each bench-
mark we randomly sampled 100 cases that models answered with the correct option before and after
training with SCS. Then we manually checked each case whether the model’s output is aligned with
publicly provided solutions and count times of unfaithful reasoning. Besides, we also asked two
strong closed-source LLMs (OpenAI-o3-mini and Gemini-2.5-Flash) to rate the same traces.

4.2 Experiment Results

In this section, we present a comprehensive evaluation of our SCS method in Table 2, which reports
the test performance of all compared methods, containing the pretrained model, the Supervised
Fine-Tuning (SFT) model and four outcome reward-based RL algorithms—each trained on typical
outcome-reward form and in combination with the proposed SCS method.

Effect of SFT. Starting from the pretrained model (Qwen2.5-VL-7B-Instruct), SFT yields an average
gain of 3.7% points. This confirms the effectiveness of straightforward supervised adaptation, yet
leaves a distinct gap to state-of-the-art performance.

Limited benefits of Vanilla RL methods. Replacing SFT with the baseline RL protocol produces
only marginal improvements. For Qwen2.5-VL-7B-Instruct[3], compared with the pretrained model,
REINFORCE++-baseline and REINFORCE++ algorithms achieve 6.4% and 6.0% performance
gains, respectively, which only shows tiny advantages (REINFORCE++-baseline, 2.7% and REIN-
FORCE++, 2.3%) than SFT method. Notably, RLOO only reaches 57.8%, 0.8 points lower than the
SFT model.

Gains with SCS. Introducing SCS contributes to marked improvements. After incorporating our
approach, every RL algorithm gains an average of 3.1 percentage points over its original baseline.
RLOO benefits the most, posting an average increase of 7.7 percent than its vanilla RL baseline.
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Table 4: Ablation studies of component effectiveness. Impact of truncation–resampling and visual-
perturbation on overall performance. (TR = Truncation–Resampling, VP = Visual-Perturbation)
TR VP Overall M3CoT MMMU-val ScienceQA WeMath MathVerse MathVision

# # 57.8 67.6 51.5 53.9 86.4 56.8 30.4

! # 63.0 (+5.2) 71.4 57.0 65.8 87.7 62.2 33.8
# ! 62.8 (+5.0) 70.4 54.5 66.0 87.4 63.7 34.6
! ! 65.5 (+7.7) 75.7 59.1 68.8 88.1 67.1 34.0

Performance of REINFORCE++ rises by 2.0%. Finally, REINFORCE++-baseline still records a
positive shift at 1.7% scores. Across all tasks, every SCS variant outperforms its standard counterpart
and the SFT baseline with statistical significance. SCS also generalizes well across models of
different scales architecture. Applying SCS on RLOO method, Qwen2.5-VL-3B-Instruct[3] and
InternVL3-8B[61] achieve an improments of 3.2% and 1.6% points, respectively.

Quantitative analysis of improved reasoning reliability. Table 3 shows the results of quantitative
experiment of reasoning reliability. It shows a around 15% in faithfulness across all three datasets,
demonstrating that our central claim that SCS not only boosts answer accuracy but also produces
more reliable reasoning.

4.3 Qualitative Analysis

Figure 4 contrasts the behavioral patterns of three training regimes, SFT, vanilla RL, and RL with SCS,
on a science question example drawn from our development set.

SFT Method. Because the training data provides only a multiple-choice option set and the ground-
truth answer, an SFT model quickly learns to output the final choice while skipping any intermediate
rationale. In the example of Figure 4, the model simply replies “Answer: boxed{C}” with no expla-
nation about any key information. This approach provides little room for substantive improvements
in the models’ deep perceptual and reasoning capabilities.

Vanilla RL Method. Replacing SFT with RL training encourages the model to explore longer
trajectories, yet the resulting reasoning process is often incorrect. For instance, in Figure 4 we
observe a lucky-guess case: the model fails to perceive the gradations of color in the image; instead,
it hallucinates a non-existent point and happens to guess the correct answer. These fake successes
still receive full reward, so the policy continues to reinforce unreliable chains of thought.

SCS Method. Introducing our Consistency-Guided reward largely resolves the issue. The same
models now reach the correct answer and supply a logically coherent derivation. As shown in
Figure 4, the problem is solved by adopting the proper strategy—comparing the colors. By jointly
rewarding answer accuracy and answer consistency, SCS reduces lucky guesses to some extent,
thereby enhancing models’ reliability.

4.4 Ablation

In this section we present two sets of ablation studies: (1) Component effectiveness: we examine how
each major element of our approach, truncation–resampling and visual-perturbation, contributes to
overall performance; (2) Hyperparameter sensitivity: we analyze the impact of key hyperparameters,
including the number of truncated responses and the truncation ratio.

Component effectiveness. Based on RLOO algorithm, we conduct ablation studies of two compo-
nents of our method-truncation–resampling and visual-perturbation. Table 4 isolates the contribution
of each block of SCS. Applying truncation–resampling alone yields a clear improvement over the
baseline (+5.2% on average), as the model is encouraged to revisit and verify its partially generated
reasoning chains. Visual Perturbation also confers a noticeable gain (+5.0% on average), suggesting
that additional visual disturbance help the policy get more credible solutions. When the two compo-
nents are combined, performance rises by a further margin, reaching an overall boost of 7.7 percents
relative to the baseline. In conclusion, these results confirm that both components are individually
beneficial, yet their cooperation is required to trigger the full potential of SCS.
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(a) Effect of response truncation ratio. (b) Effect of number of resampled trajectories.

Figure 5: Hyper-parameter sensitivity ablation. We investigate how SCS responds to two key
hyper-parameters: (a) the truncation ratio, which controls how much of the reasoning trajectory is
retained before resampling, and (b) the number of resampled trajectories generated per input. Both
curves show the effect of varying each parameter while holding the other fixed.

Table 5: 95% confidence intervals for the results of different RL algorithm experiments.
Algorithm Run 1 Run 2 Run 3 Mean 95% CI (n = 3)
GRPO 64.5 64.4 64.6 64.5 64.5 ± 0.3
REINFORCE++-baseline 63.0 63.1 62.8 62.6 62.9 ± 0.6
REINFORCE++ 62.9 63.4 63.0 63.1 63.0 ± 0.4
RLOO 65.5 65.1 64.7 65.1 65.1 ± 1.0

Hyperparameter sensitivity. As shown in Figure 5, we further investigate how SCS reacts to two
key hyper-parameters: the truncation ratio k (the proportion of each reasoning trajectory that is kept
before re-sampling) and the number of resampled trajectories m generated per input. For clarity we
vary one hyper-parameter at a time while holding the other fixed at its default value. With m fixed,
the overall score first increases as k grows from 0.1 to 0.8, reaches a peak around r=0.8, and then
declines once the retained portion becomes longer. The consistency reward calculated by a small ratio
is not effective enough, whereas an excessively large ratio leaves little room for exploration, effectively
collapsing the consistency reward. Fixing k at its optimal value, performance exhibits a concave trend
with respect to m: the score improves as m grows from 2 to 4, reaches a maximum around m=4, and
then gradually drops when more continuations are sampled. Increasing m initially enriches trajectory
diversity and sharpens the consistency signal, but beyond a certain point the additional roll-outs
contribute diminishing new information while introducing extra randomness and computational
overhead. Besides, in both ablation studies, the overall performance variation remained within 4
points, demonstrating the robustness of the method. More hyperparameter sensitivity ablations can
be found in Appendix D.4.

4.5 Evaluation of Statistical Robustness

To evaluate the statistical robustness, we conduct repeated runs for our experiments mentioned in
Section 4. To be specific, for each experiment, we carry out three independent runs under the same
experimental setup. Then we calculate their 95% confidence intervals. The results are shown in
Table 5. As the table shows, for both experiments, even with only three repeated runs, the confidence
intervals remain small, indicating a robust positive effect of SCS.

5 Conclusion

We propose Self-Consistency Sampling (SCS), a consistency guidance method for outcome reward-
based reinforcement learning. SCS introduces consistency-based strategies to identify unfaithful
reasoning samples during RL training, without relying on computationally expensive reward models.
We conduct extensive experiments to validate the effectiveness of SCS across various outcome
reward-based RL Method. In addition, we provide comprehensive ablation studies to investigate
the impact of key hyperparameters on performance. We hope SCS offers an efficient, low-cost,
and generalizable solution for reasoning training in future MLLMs, encouraging wider adoption of
consistency-guided RL.
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• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to
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conclusions of the paper in Section 4.
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

16



Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: The code will be released upon acceptance, if necessary.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results in Section 4.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: We did not observe significant fluctuations in the experimental results,
indicating that the outcomes are statistically meaningful.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: For each experiment, the paper provide sufficient information on the
computer resources (type of compute workers, memory, time of execution) needed to
reproduce the experiments in Section 4.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discuss both potential positive societal impacts and negative
societal impacts of the work performed in Section 5.
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Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite the original paper of these assets.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: There is no crowdsourcing experiment.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: There is no risk in this research.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: We only used the LLM for grammar checking and language refinement.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Training Hyperparameters

In this section, Tables 6, 7, 8, and 9 show the hyperparameters when training models with different RL
algorithms (GRPO [33], REINFORCE++-baseline [14], REINFORCE++ [14], and RLOO [19]). For
all algorithms, we maintain identical hyperparameter configurations across experimental conditions,
differing only in the inclusion/exclusion of our SCS method. For each experiments, we save a
checkpoint every 10 steps and select the one with the highest average score.

Table 6: Hyperparameter settings for RLOO experiments.
RLOO-Baseline RLOO-SCS

Pretrained Model Qwen2.5-VL-7B-Instruct Qwen2.5-VL-7B-Instruct
RL Algorithm RLOO RLOO

Train Batchsize 128 128
Rollout Batchsize 128 128

Temperature 1 1
Num Samples per Prompt 16 16

Prompt Max Length 1024 1024
Generate Max Length 3000 3000

Bf16 True True
Actor Learning Rate 1e-6 1e-6

Initial KL Coef 0 0
Mum Episodes 1 1

Max Epochs 1 1
Apply SCS False True

Response Truncation Ratio / 0.8
Resampled Trajectories Num / 4

Table 7: Hyperparameter settings for GRPO experiments.
GRPO-Baseline GRPO-SCS

Pretrained Model Qwen2.5-VL-7B-Instruct Qwen2.5-VL-7B-Instruct
RL Algorithm GRPO GRPO

Train Batchsize 128 128
Rollout Batchsize 128 128

Temperature 1 1
Num Samples per Prompt 16 16

Prompt Max Length 1024 1024
Generate Max Length 3000 3000

Bf16 True True
Actor Learning Rate 1e-6 1e-6

Initial KL Coef 1.0e-3 1.0e-3
Use KL Estimator k3 True True

Num Episodes 1 1
Max Epochs 1 1
Apply SCS False True

Response Truncation Ratio / 0.4
Resampled Trajectories Num / 8
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Table 8: Hyperparameter settings for REFORENCE++-baseline experiments.
REFORENCE++-baseline-Baseline REFORENCE++-baseline-SCS

Pretrained Model Qwen2.5-VL-7B-Instruct Qwen2.5-VL-7B-Instruct
RL Algorithm REFORENCE++-baseline REFORENCE++-baseline

Train Batchsize 128 128
Rollout Batchsize 128 128

Temperature 1 1
Num Samples per Prompt 16 16

Prompt Max Length 1024 1024
Generate Max Length 3000 3000

Bf16 True True
Actor Learning Rate 1e-6 1e-6

Initial KL Coef 0 0
Num. Episodes 1 1

Max Epochs 1 1
Apply SCS False True

Response Truncation Ratio / 0.8
Resampled Trajectories Num / 4

Table 9: Hyperparameter settings for REFORENCE++ experiments.
REFORENCE++-Baseline REFORENCE++-SCS

Pretrained Model Qwen2.5-VL-7B-Instruct Qwen2.5-VL-7B-Instruct
RL Algorithm REFORENCE++ REFORENCE++

Train Batchsize 128 128
Rollout Batchsize 128 128

Temperature 1 1
Num Samples per Prompt 1 1

Prompt Max Length 1024 1024
Generate Max Length 3000 3000

Bf16 True True
Actor Learning Rate 1e-6 1e-6

Initial KL Coef 1.0e-2 1.0e-2
Num Episodes 1 1
Max Epochs 1 1
Apply SCS False True

Response Truncation Ratio / 0.8
Resampled Trajectories Num / 8

23



Gaussian Noise of 
Varying Intensities

Figure 6: Examples of adding varying degrees of perturbations to images with different resampled
trajectories.

B Method Details

B.1 Verification for Assumption

For the assumption, deterministic mapping from correct reasoning to correct answers, we conduct an
experiment similar to Figure 2(c). First, we manually select 100 cases which are solved with correct
reasoning trajectories by Qwen2.5-VL-7B-Instruct for each benchmark. Then we remove the final
option answer part (e.g., Answer: A.) for each initial response, and continue to generate from the
truncation point. For each case, we do 4 resamples and count for the average number of final options
for each question.

Table 10: The average number of final options for each question in different benchmarks.
Benchmark M3CoT MathVision MMMU-Val ScienceQA MathVerse WeMath
Num of answers 1.0 1.1 1.1 1.0 1.0 1.0

The results in Table 10 show that nearly all resamplings finish with the exact correct answer, illus-
trating that when the model follows the correct trajectory, it almost certainly arrives at the correct
option.

B.2 Theoretical Details

The theoretical derivation of the expected value E(|C|) in Algorithm 1, which represents the size of
the set containing all options included in the samples, is as follows:

We consider a discrete sampling problem with N options. For correct option, denoted as A for
convenience, is selected with probability p, while the remaining N − 1 options are selected uniformly
with probability 1−p

N−1 . Suppose we perform M independent trials and define the random variable Xi

to indicate whether option i appears at least once:

Xi =

{
1, if option i appears at least once,
0, otherwise.

(7)

The total number of distinct options observed in M trials is given by:

S =

N∑
i=1

Xi. (8)
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Raw Image

Prompt

Consider the diagram in <image 1> 

regarding a mountainous region. The 

diagram shows the average winter 

temperature (left-hand y-axis) at different 

altitudes (x-axis) and the abundance of 

three tree species (right-hand y-axis) at 

different altitudes (x-axis). Which 

species is/are found below an altitude of 

500m? 

Options: A. Species 1 only, B. Species 2 

only, C. Species 3 only, Species 1 and 2 

only, D. Species 2 and 3 only

To solve this problem, we need to analyze 

the graph and determine which species 

are present at altitudes below 500 

meters.\n\n1. **Identify the altitude 

range**: The x-axis represents altitude in 

meters, and we need to focus on the 

section where the altitude is less than 500 

meters.\n\n2. **Examine the presence of 

each species**:\n   - **Species 1**: The 

curve for Species 1 starts above 500 

meters and extends upwards.\n   - 

**Species 2**: The curve for Species 2 

also starts above 500 meters and extends 

upwards.\n   - **Species 3**: The curve 

for Species 3 starts above 500 meters and 

extends upwards.\n\n3. **Determine the 

presence below 500 meters**:\n   - None 

of the species have their curves extending 

below 500 meters on the x-axis.\n\nGiven 

that none of the species' curves extend 

below 500 meters, there are no species 

present below this altitude.\n\nAnswer: 

\\boxed{A}

Response

To solve this problem, we need to analyze the graph 

and determine which species are present at altitudes 

below 500 meters.\n\n1. **Identify the altitude 

range**: The x-axis represents altitude in meters, and 

we need to focus on the section \n\n2. **Examine the 

presence of each species**:\n   - **Species 1**: The 

curve for Species 1 starts above 500 meters and 

extends upwards.\n   - **Species 2**: The curve for 

Species 2 also starts above 500 meters and extends 

upwards.\n   - **Species 3**: The curve for Species 

3 starts above 500 meters and extends upwards.\n\n3. 

** Determine the ……(Responses to be truncated)

Truncation

Random Visual-Perturbation
for Each Resampling

Resampling 1
Detected overlap or absence**:\n   - None of 

the species' curves are present at altitudes below 

500 meters. Thus, based strictly on the given 

information:\n\n Answer: \\boxed{C}

Resampling 2
Detected the species below 500 

meters**:\Given that no species has its curve 

extending into the area below 500 meters, the 

correct answer would be:\n\n Answer: 

\\boxed{A}

Resampling 3
Detected presence**:\n   - All three species 

(Species 1, Species 2, and Species 3) are not 

present at altitudes below 500 meters based on 

the visible part of the curves.\n\nTherefore, the 

best answer is \n\n Answer: \\boxed{C}

Resampling 4
Detected overlap and absence below 500 

meters**:\n   Given the options, the correct 

choice would typically be \n\n Answer: 

\\boxed{D}

ANSWER SET= {A, C, D}

Consistency Reward

𝑟 =
4 − 𝑙𝑒𝑛(𝑠𝑒𝑡(𝐴𝑛𝑠𝑤𝑒𝑟𝑠))

4
∗ 𝑐

       = 
4−3

4
*c = 0.25c

Figure 7: Pipeline of our SCS method.

Our goal is to compute the expected number of distinct options, E[S]. By linearity of expectation:

E[S] =
N∑
i=1

E[Xi]. (9)

We distinguish between two cases: when i = A and when i ̸= A.

Case 1: i = A The probability that option A never appears in M trials is (1− p)M , thus:

E[XA] = 1− (1− p)M . (10)

Case 2: i ̸= A For each of the remaining N − 1 options, the probability of being selected in one

trial is 1−p
N−1 , so the probability that such an option is never selected in M trials is

(
1− 1−p

N−1

)M

.
Therefore:

E[Xi] = 1−
(
1− 1− p

N − 1

)M

for i ̸= A. (11)

Summing over all such i, we obtain:∑
i̸=A

E[Xi] = (N − 1)

[
1−

(
1− 1− p

N − 1

)M
]
. (12)

Final Result: Combining the two cases, the expected number of distinct options is:

E[S] = 1− (1− p)M + (N − 1)

[
1−

(
1− 1− p

N − 1

)M
]
. (13)

B.3 Illustration of SCS Pipeline

Figure 7 shows the pipeline of our SCS method. We first generate a response for each question, then
apply Truncation–Resampling and Visual-Perturbation to generate several resampled trajectories,
which are then utilized to calculate the consistency reward.

C Evaluation Details

C.1 Prompt Template

To objectively evaluate the model’s capabilities, we employ minimally differentiated prompts for
pretrained models and RL models. For pretrained models we apply ”Solve the problem through
step-by-step reasoning and answer directly with the option letter. Think about the reasoning process
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first and answer the question following this format: Answer: \boxed{$LETTER.}”. And for RL
models, we use ”Solve the problem through step-by-step reasoning and answer directly with the
option letter. Think about the reasoning process first and answer the question following this format:
<think> THINKING </think><answer> ANSWER </answer>” which is the same prompt as training
stage.

C.2 Supplementary for Evaluation in Figure 2(c)

In Figure 2(c), we present curves showing how the number of answer options varies under different
truncation ratios across different multiple-choice datasets. Specifically, for each dataset, we first
generate one initial response for each question. Then, we truncate these initial responses at truncation
ratios and let the model continue generating answers four times from each truncation point. We then
count how many distinct options appear among all option answers, and calculate the average number
of unique options per question within each dataset.

D Additional Results

D.1 More Examples of Unfaithful Reasoning

In this section, we show that the phenomenon of unfaithful reasoning with correct answers occurs
with non-negligible frequency (see Figures 8, 9, 11, 10, 12, and 13). It suggests that this is an
important issue in multiple-choice training.
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scienceqa_example.pptx

Question:
Could you pinpoint the area in the picture that exhibits the greatest depth?
A. Point C
B. Point B
C. Point A
D. Point D.

QwenVL2.5-7B-Instruct
To determine the area with the greatest depth, we need to look at the color gradient and the contour lines on the map. The color bar on the right indicates 
that darker blue represents greater depths.\n\n1. **Point A**: Located in a medium blue region.\n2. **Point B**: Located in a very light blue region, 
indicating shallower depth.\n3. **Point C**: Located in a medium blue region similar to Point A.\n4. **Point D**: Located in a medium blue region 
similar to Points A and C.\n\nFrom the color gradient, the darkest blue is at the bottom right of the map, which corresponds to the greatest depth 
according to the color bar.\n\n- Point A is in a medium blue region.\n- Point B is in a very light blue region.\n- Point C is in a medium blue region.\n-
Point D is in a medium blue region.\n\nThe darkest blue region is not marked by any point but is located towards the bottom right of the map. However, 
since the points provided do not include this area, we should consider the points given:\n\nAnswer: \\boxed{C}.

Figure 8: Phenomenon of unfaithful reasoning with correct option.

scienceqa_example.pptx

Question:

QwenVL2.5-7B-Instruct
To solve this problem, we need to use properties of cyclic quadrilaterals and the fact that AB is the diameter of the circle.\n\n1. **Identify the given 
information:**\n   - Quadrilateral ABCD is inscribed in circle O.\n   - AB is the diameter of circle O.\n   - Point C is the midpoint of arc BD.\n   - ∠A = 
40°.\n\n2. **Use the property of the diameter:**\n   - Since AB is the diameter, ∠ADB = 90° (angle subtended by a diameter in a semicircle).\n\n3. 
**Use the property of the midpoint of an arc:**\n   - Since C is the midpoint of arc BD, ∠BCD = ∠BAC (angles subtended by the same arc are 
equal).\n\n4. **Calculate ∠BCD:**\n   - ∠BCD = ∠BAC = 40°.\n\n5. **Use the fact that the sum of opposite angles in a cyclic quadrilateral is 180°:**\n   
- ∠A + ∠C = 180°.\n   - 40° + ∠C = 180°.\n   - ∠C = 140°.\n\n6. **Calculate ∠B:**\n   - ∠B + ∠C = 180°.\n   - ∠B + 140° = 180°.\n   - ∠B = 
40°.\n\nTherefore, the degree of ∠B is 40°.\n\nThe correct answer is:\n\\boxed{A}

Figure 9: Phenomenon of unfaithful reasoning with correct option.

scienceqa_example.pptx

Question:
Five boys competed in a 
shooting challenge. Ricky 
scored the most points. 
Which target was Ricky's?

QwenVL2.5-7B-Instruct
To determine which target Ricky scored the most points on, we need to analyze the number of points each target has and identify the one with the highest 
score.\n\n1. **Target A**: The target has 3 points.\n2. **Target B**: The target has 4 points.\n3. **Target C**: The target has 5 points.\n4. **Target 
D**: The target has 6 points.\n5. **Target E**: The target has 7 points.\n\nSince Ricky scored the most points, we need to find the target with the highest 
number of points. From the analysis above, Target E has the highest number of points (7).\n\nTherefore, the target that Ricky scored the most points on is 
\\boxed{E}.

Figure 10: Phenomenon of unfaithful reasoning with correct option.
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scienceqa_example.pptx

Question:
degree of angle 2 is()
A:100°
B:110°
C:120°
D:140°

QwenVL2.5-7B-Instruct
To solve for the degree of angle 2, we need to use the properties of angles formed by a straight line and a transversal.\n\n1. Identify the given 
information:\n - Angle 1 is 140 degrees.\n - The two angles (angle 1 and angle 2) form a straight line with the dashed line.\n\n2. Recall that the sum of 
angles on a straight line is 180 degrees.\n\n3. Set up the equation:\n \\[\n \\text{Angle 1} + \\text{Angle 2} = 180^\\circ\n \\]\n\n4. Substitute the value of 
angle 1 into the equation:\n \\[\n 140^\\circ + \\text{Angle 2} = 180^\\circ\n \\]\n\n5. Solve for angle 2:\n \\[\n \\text{Angle 2} = 180^\\circ - 140^\\circ = 
40^\\circ\n \\]\n\n6. However, we need to consider the supplementary relationship in the context of the diagram. Since angle 1 and angle 2 are 
supplementary and form a straight line with the dashed line, angle 2 must be the supplement of angle 1 minus the 90-degree angle formed by the dashed 
line.\n\n7. Therefore, angle 2 is:\n \\[\n \\text{Angle 2} = 180^\\circ - 140^\\circ = 40^\\circ\n \\]\n\nBut since the options provided do not match our 
calculated value, we need to re-evaluate the problem considering the supplementary relationship correctly.\n\nThe correct approach is to recognize that 
angle 2 is the supplementary angle to angle 1 minus the 90-degree angle formed by the dashed line.\n\nThus, the correct answer is:\n\\boxed{B}

Figure 11: Phenomenon of unfaithful reasoning with correct option.

scienceqa_example.pptx

Question:
Which piece is missing?

QwenVL2.5-7B-Instruct
To determine which piece is missing from the larger triangle in <image1>, we need to analyze the pattern of the smaller triangles within it.\n\n1. The 
larger triangle is divided into 9 smaller triangles.\n2. Each of these smaller triangles has a unique pattern of stars and crowns.\n3. We need to identify the 
pattern of the missing piece by comparing it with the patterns of the other pieces in <image2>.\n\nLet's examine the pattern of the missing piece:\n- The 
missing piece has a star in the top left corner and a crown in the bottom right corner.\n- This pattern matches the pattern of the piece labeled (A) in 
<image2>.\n\nTherefore, the missing piece is \\boxed{A}.

Figure 12: Phenomenon of unfaithful reasoning with correct option.

scienceqa_example.pptx

Question:
What apears in the field with the question mark if 
we do the same with the number 5 ?

QwenVL2.5-7B-Instruct
To solve this problem, we need to understand the pattern of reflection for the number 5 as shown in <image1>.\n\n1. The number 4 is reflected 
horizontally and vertically.\n2. The result of reflecting 4 horizontally is \\(\\boxed{4}\\).\n3. The result of reflecting 4 vertically is also 
\\(\\boxed{4}\\).\n\nNow, let's apply the same reflections to the number 5:\n\n1. Reflecting 5 horizontally:\n - The top part (5) remains the same.\n - The 
bottom part (5) remains the same.\n - So, the result is \\(\\boxed{5}\\).\n\n2. Reflecting 5 vertically:\n - The left part (5) remains the same.\n - The right 
part (5) remains the same.\n - So, the result is \\(\\boxed{5}\\).\n\nSince both horizontal and vertical reflections of 5 yield the same result, the correct 
answer is:\n\n\\boxed{C}

Figure 13: Phenomenon of unfaithful reasoning with correct option.
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Figure 14: Proportion of unfaithful reasoning samples in different benchmarks.

D.2 Human Evaluation of Unfaithful Reasoning

We manually verify the proportion of samples where Qwen2.5-VL-7B-Instruct [3] produces the
correct answer but have mistakes in the reasoning trajectories, among all correctly answered samples
across different benchmarks. For each benchmark, we sample 100 correctly answered examples for
this verification.

The results in Figure 14 show that the phenomenon of unfaithful reasoning is observed across all six
benchmarks covering different domains, with MathVision being particularly affected. It highlights
the prevalence of the phenomenon.

D.3 Examples of Models’ Outputs

In this section, we illustrate several examples to illustrate the effectiveness of our SCS method in
dealing unfaithful reasoning. Figures 15, 16, 17, 18, 19, 20, 21, and 22 demonstrate qualitative
differences in model outputs between baseline and RL optimized models with SCS. It illustrates SCS
training enables the model to solve problems through the right solution.
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Question:
nIn the figure below, what is the measure of \\angle A B C? Express your answer in degrees. \n 

Choices:\nA:33\nB:38\nC:61\nD:71\n

QwenVL2.5-7B-Instruct

To solve for the measure of \\(\\angle ABC\\), we need to use the properties of angles formed by a transversal intersecting two parallel lines.\n\n1. 

Identify the given angles:\n   - \\(\\angle BAC = 38^\\circ\\)\n   - \\(\\angle BCA = 33^\\circ\\)\n\n2. Recognize that \\(\\angle BAC\\) and \\(\\angle BCA\\) 

are interior angles on the same side of the transversal, which means they are supplementary to the angle \\(\\angle ABC\\).\n\n3. The sum of the angles in 

a triangle is always \\(180^\\circ\\). Therefore, we can write the equation for the triangle \\(\\triangle ABC\\):\n   \\[\n   \\angle BAC + \\angle ABC + 

\\angle BCA = 180^\\circ\n   \\]\n\n4. Substitute the known values into the equation:\n   \\[\n   38^\\circ + \\angle ABC + 33^\\circ = 180^\\circ\n   \\]\n\n5. 

Simplify the equation:\n   \\[\n   71^\\circ + \\angle ABC = 180^\\circ\n   \\]\n\n6. Solve for \\(\\angle ABC\\):\n   \\[\n   \\angle ABC = 180^\\circ - 

71^\\circ = 109^\\circ\n   \\]\n\nHowever, there seems to be a misunderstanding in the problem statement or the reference solution. Given the options 

provided, it appears there might be an error in the problem setup or the reference solution. Based on the standard geometric principles, the correct 

measure of \\(\\angle ABC\\) should be \\(109^\\circ\\), but since this is not one of the options, we should re-evaluate the problem constraints or the 

reference solution.\n\nGiven the options provided, the closest reasonable answer based on the standard geometric principles would be:\n\nAnswer: 

\\boxed{D}

QwenVL2.5-7B-Instruct-SCS

"<think> To solve this problem, we need to understand the structure of the star and how it relates to the hexagon. The star is composed of 12 congruent 

equilateral triangles. The perimeter of the star is given as 36 cm. Since the star is made up of these triangles, we can determine the side length of each 

triangle.\n\nThe star has 6 points, and each point is shared by two triangles. This means that the perimeter of the star is made up of 6 sides of the triangles 

that are not shared (each point contributes one such side). Therefore, the perimeter of the star is equal to 6 times the side length of one triangle.\n\nLet's 

denote the side length of each triangle as \\( s \\). Then, the perimeter of the star is \\( 6s = 36 \\) cm. Solving for \\( s \\), we get \\( s = 6 \\) cm.\n\nNow, 

let's consider the hexagon. The hexagon is formed by connecting the midpoints of the sides of the triangles that make up the star. Each side of the 

hexagon is parallel to and half the length of the side of the triangles. Therefore, each side of the hexagon is \\( \\frac{s}{2} = \\frac{6}{2} = 3 \\) 

cm.\n\nSince the hexagon has 6 sides, the perimeter of the hexagon is \\( 6 \\times 3 = 18 \\) cm.\n\nThus, the perimeter of the grey hexagon is \\( 18 \\) 

cm.\n\n</think>\n<answer>C</answer>

Figure 15: Phenomenon of unfaithful reasoning with correct option.

Question:
Which country is highlighted?
A. the Marshall Islands
B. Vanuatu
C. Nauru
D. New Zealand

QwenVL2.5-7B-Instruct

To determine which country is highlighted in the image, we need to analyze the geographical context and any specific features that might be present in 
the image.\n\n1. **Identify the region**: The image appears to show a map of the Pacific region, specifically focusing on the area around the equator.\n2. 
**Locate the highlighted country**: The highlighted country is a small island nation located near the equator in the Pacific Ocean.\n3. **Consider the 
options**:\n - A. the Marshall Islands: This is a group of islands in the western Pacific Ocean, but it is not a single country.\n - B. Vanuatu: This is a 
country consisting of a group of islands in the South Pacific.\n - C. Nauru: This is a small island nation in the Pacific Ocean, located near the equator.\n -
D. New Zealand: This is a country made up of two main islands in the South Pacific, but it is not one of the countries listed in the options for the 
highlighted country.\n\nGiven the options and the geographical context, the highlighted country is most likely:\n\nAnswer: \\boxed{C}

QwenVL2.5-7B-Instruct-SCS

<think> The image shows a map of the Pacific region with a highlighted area in the central part of the map. The highlighted area is located north of
Australia and east of Papua New Guinea, which is consistent with the location of Nauru. Nauru is a small island nation in the Pacific Ocean, situated
between Australia and Papua New Guinea. The other options do not fit the geographical location shown in the image.</think>\n<answer>C</answer>

Figure 16: Comparison of model outputs before and after RL training through SCS.
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Question:
Solve the problem in the picture.

QwenVL2.5-7B-Instruct

To solve for \\( WR \\), we need to use the property of similar triangles. The corresponding sides of similar triangles are proportional.\n\nGiven:\n- 

Triangle \\( WSV \\) is similar to triangle \\( TRV \\).\n- \\( WS = 8 \\)\n- \\( SV = 10 \\)\n- \\( WV = x + 6 \\)\n- \\( RV = 2x + 6 \\)\n\nSince the triangles 

are similar, the ratios of the corresponding sides are equal:\n\\[\n\\frac{WS}{TR} = \\frac{SV}{RV} = \\frac{WV}{RV}\n\\]\n\nWe can set up the 

proportion using the given side lengths:\n\\[\n\\frac{8}{2x + 6} = \\frac{10}{x + 6}\n\\]\n\nCross-multiply to solve for \\( x \\):\n\\[\n8(x + 6) = 10(2x + 

6)\n\\]\n\\[\n8x + 48 = 20x + 60\n\\]\n\nSubtract \\( 8x \\) from both sides:\n\\[\n48 = 12x + 60\n\\]\n\nSubtract 60 from both sides:\n\\[\n-12 = 

12x\n\\]\n\nDivide by 12:\n\\[\nx = -1\n\\]\n\nNow substitute \\( x = -1 \\) back into the expression for \\( RV \\):\n\\[\nRV = 2(-1) + 6 = -2 + 6 = 

4\n\\]\n\nSince \\( RV = 4 \\), we can find \\( WR \\) using the similarity ratio:\n\\[\n\\frac{8}{4} = \\frac{10}{WR}\n\\]\n\nCross-multiply to solve for 

\\( WR \\):\n\\[\n8 \\cdot WR = 10 \\cdot 4\n\\]\n\\[\n8WR = 40\n\\]\n\\[\nWR = \\frac{40}{8} = 5\n\\]\n\nHowever, since \\( WR \\) must be one of the 

given choices (A:6, B:8, C:10, D:12), and our calculation shows \\( WR = 5 \\), it seems there might be an error in the problem setup or the choices 

provided. Given the choices, the closest reasonable value is:\n\nAnswer: \\boxed{B}.

QwenVL2.5-7B-Instruct-SCS

"<think> The triangles WSV and TRV are similar, which means their corresponding sides are proportional. Therefore, we can set up the following 

proportion based on the given side lengths:\n\n\\[\n\\frac{WS}{TR} = \\frac{SV}{RV} = \\frac{WV}{TV}\n\\]\n\nFrom the diagram, we 

have:\n\\[\n\\frac{x+6}{2x+6} = \\frac{8}{10}\n\\]\n\nWe can solve for \\(x\\) by cross-multiplying:\n\n\\[\n(x+6) \\cdot 10 = 8 \\cdot 

(2x+6)\n\\]\n\nExpanding both sides:\n\n\\[\n10x + 60 = 16x + 48\n\\]\n\nRearranging terms to isolate \\(x\\):\n\n\\[\n60 - 48 = 16x - 10x\n\\]\n\n\\[\n12 = 

6x\n\\]\n\n\\[\nx = 2\n\\]\n\nNow, substitute \\(x = 2\\) back into the expression for \\(WR\\):\n\n\\[\nWR = x + 6 = 2 + 6 = 8\n\\]\n\nThus, the value of 

\\(WR\\) is 8.\n\n</think>\n<answer>B</answer>"

Figure 17: Comparison of model outputs before and after RL training through SCS.

Question:
A rectangular piece of paper $A B C D$ with the measurements $4 \mathrm{~cm} \times 16 \mathrm{~cm}$ 

is folded along the line $\mathrm{MN}$ so that point $C$ coincides with point $A$ as shown. How big is the 

area of the quadrilateral ANMD'? <image1> A. $28 \mathrm{~cm}^{2}$ B. $30 \mathrm{~cm}^{2}$ C. $32 

\mathrm{~cm}^{2}$ D. $48 \mathrm{~cm}^{2}$ E. $56 \mathrm{~cm}^{2}$

QwenVL2.5-7B-Instruct

To solve the problem, we need to determine the area of the quadrilateral \(ANMD'\) after the rectangular piece of paper \(ABCD\) is folded along the line 

\(MN\). Here's the step-by-step reasoning: 1. **Identify the dimensions and the fold:** - The original rectangle \(ABCD\) has dimensions \(4 \text{ cm} 

\times 16 \text{ cm}\). - When the paper is folded along \(MN\), point \(C\) coincides with point \(A\). This means that the length \(AD = 4 \text{ cm}\) 

and the length \(AB = 16 \text{ cm}\) is split into two segments by the fold. 2. **Determine the coordinates of points after folding:** - Let \(M\) be the 

point on \(BC\) such that \(BM = x\) and \(MC = 16 - x\). - After folding, point \(C\) (which was at \(D\)) will be at \(A\), and point \(B\) will be at \(D'\). 

The coordinates of the points in the folded configuration are: - \(A = (0, 0)\) - \(B = (0, 16)\) - \(D = (4, 0)\) - \(C = (4, 16)\) - \(D' = (4, 16)\) - \(N\) is the 

midpoint of \(AD'\) because \(MN\) is the perpendicular bisector of \(AC\). 3. **Find the coordinates of \(N\):** - Since \(N\) is the midpoint of \(AD'\), 

its coordinates are \((2, 8)\). 4. **Calculate the area of quadrilateral \(ANMD'\):** - The vertices of the quadrilateral \(ANMD'\) are \(A(0, 0)\), \(N(2, 

8)\), \(M(4, 16)\), and \(D'(4, 16)\). - We can use the Shoelace Theorem to find the area of the quadrilateral. The Shoelace Theorem states that for vertices 

\((x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\), the area is given by: \[ \text{Area} = \frac{1}{2} \left| x_1y_2 + x_2y_3 + \cdots + x_{n-1}y_n + x_ny_1 - 

(y_1x_2 + y_2x_3 + \cdots + y_{n-1}x_n + y_nx_1) \right| \] - Applying the Shoelace Theorem to our points: \[ \text{Area} = \frac{1}{2} \left| 0 \cdot 8 

+ 2 \cdot 16 + 4 \cdot 16 + 4 \cdot 0 - (0 \cdot 2 + 16 \cdot 4 + 16 \cdot 4 + 16 \cdot 0) \right| \] \[ = \frac{1}{2} \left| 0 + 32 + 64 + 0 - (0 + 64 + 64 + 0) 

\right| \] \[ = \frac{1}{2} \left| 96 - 128 \right| \] \[ = \frac{1}{2} \left| -32 \right| \] \[ = \frac{1}{2} \times 32 = 16 \text{ cm}^2 \] However, we need to 

re-evaluate the problem because the correct area should be calculated considering the correct geometric properties and the correct application of the 

Shoelace Theorem. The correct area of the quadrilateral \(ANMD'\) is actually \(32 \text{ cm}^2\). Answer: \boxed{C}

QwenVL2.5-7B-Instruct-SCS

<think> When the paper is folded along the line \(MN\), point \(C\) coincides with point \(A\). This means that \(MN\) is the perpendicular bisector of 

\(AC\). The length of \(AC\) can be calculated using the Pythagorean theorem in the right triangle \(ABC\): \[ AC = \sqrt{AB^2 + BC^2} = \sqrt{4^2 + 

16^2} = \sqrt{16 + 256} = \sqrt{272} = 4\sqrt{17} \] Since \(MN\) is the perpendicular bisector, it divides \(AC\) into two equal segments, each of length 

\(2\sqrt{17}\). The area of the quadrilateral \(ANMD'\) can be found by subtracting the areas of the two triangles \(AMN\) and \(D'MN\) from the area of 

the rectangle \(ABCD\). The area of the rectangle \(ABCD\) is: \[ \text{Area}_{ABCD} = AB \times BC = 4 \times 16 = 64 \, \text{cm}^2 \] The area of 

triangle \(AMN\) (which is half of the area of the rectangle minus the area of triangle \(AD'M\)) can be calculated as follows. Since \(MN\) is the 

perpendicular bisector, the height from \(M\) to \(AC\) is the same as the height from \(N\) to \(AC\), which is the same as the height of the rectangle 

divided by 2, i.e., 8 cm. The base of triangle \(AMN\) is \(2\sqrt{17}\). The area of triangle \(AMN\) is: \[ \text{Area}_{AMN} = \frac{1}{2} \times 

\text{base} \times \text{height} = \frac{1}{2} \times 2\sqrt{17} \times 8 = 8\sqrt{17} \] However, we need to find the area of the quadrilateral 

\(ANMD'\), which is the area of the rectangle minus the area of the two triangles \(AMN\) and \(D'MN\). The area of the quadrilateral \(ANMD'\) is: 

\[ \text{Area}_{ANMD'} = 64 - 2 \times 8\sqrt{17} + 2 \times 8\sqrt{17} = 64 - 32\sqrt{17} + 32\sqrt{17} = 32 \, \text{cm}^2 \] Thus, the area of the 

quadrilateral \(ANMD'\) is \(32 \, \text{cm}^2\). </think> <answer>C</answer>

Figure 18: Comparison of model outputs before and after RL training through SCS.
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Question:
which box are the most triangles?\n<image1>\nA. A\nB. B\nC. 

C\nD. D\nE. E\n",

  "bl_answer": "To determine in which box there are the most 

triangles, let's count the triangles in each box:\n\n- Box (A): 

There are 3 triangles.\n- Box (B): There are 5 triangles.\n- Box 

(C): There are 4 triangles

QwenVL2.5-7B-Instruct

To determine in which box there are the most triangles, let's count the triangles in each box:\n\n- 

Box (A): There are 3 triangles.\n- Box (B): There are 5 triangles.\n- Box (C): There are 4 

triangles.\n- Box (D): There are 3 triangles.\n- Box (E): There are 2 triangles.\n\nComparing these 

counts, we see that Box (B) has the highest number of triangles, which is 5.\n\nAnswer: \\boxed{B}

QwenVL2.5-7B-Instruct-SCS

<think> To determine which box contains the most triangles, let's count the triangles in each 

box:\n\n- Box A: 2 triangles\n- Box B: 4 triangles\n- Box C: 3 triangles\n- Box D: 3 triangles\n- Box 

E: 2 triangles\n\nThe box with the most triangles is Box B, which has 4 

triangles.\n\n</think>\n<answer>B</answer>

Figure 19: Comparison of model outputs before and after RL training through SCS.

scienceqa_example.pptx

Question:
Find the correct molecular name based on the legend.
A. Option B in the image
B. B. Option C in the image
C. C. Option A in the image
D. D. All given choices are wrong.

QwenVL2.5-7B-Instruct

Let‘s analyze each option step by step:\n\n1. **Option A (silane)**:\n - The molecule shown has one silicon atom (Si) and four hydrogen atoms (H).\n -
The structure matches the formula SiH₄, which is silane.\n\n2. **Option B (bromine)**:\n - The molecule shown has two bromine atoms (Br).\n - The 
structure matches the formula Br₂, which is bromine.\n\n3. **Option C (ethanol)**:\n - The molecule shown has one carbon atom (C), one oxygen atom 
(O), and five hydrogen atoms (H). - The structure does not match the formula C₂H₅OH, which is ethanol.\n\nBased on the analysis, the correct molecular 
name for the structure in Option A is silane.\n\nAnswer: \\boxed{C}

QwenVL2.5-7B-Instruct-SCS

<think> Let's analyze each option based on the molecular structure and the legend provided:\n\n1. Option A: The molecule consists of one silicon (Si) 
atom bonded to four hydrogen (H) atoms. This is consistent with the structure of silane (SiH4).\n2. Option B: The molecule consists of two chlorine (Cl) 
atoms bonded together. This is consistent with the structure of dichlorine, not bromine (Br2), which would have one chlorine atom.\n3. Option C: The 
molecule consists of one carbon (C) atom bonded to one hydrogen (H) atom and three chlorine (Cl) atoms. This is not consistent with the structure of 
ethanol (C2H5OH), which should have two carbon atoms.\n\nBased on the analysis, the correct molecular name is associated with Option 
A.</think>\n<answer>C. Option A in the image</answer>

Figure 20: Comparison of model outputs before and after RL training through SCS.
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scienceqa_example.pptx

Question:
Give the IUPAC name for the compound
A. Cyclopentane
B. 2-methylpropan-2-ol
C. 3-pentanone

QwenVL2.5-7B-Instruct

To determine the IUPAC name for the given compound, let's follow these steps:\n\n1. **Identify the type of compound**: The structure shows a carbon 
chain with a double bond between the second and third carbons, and an oxygen atom attached to the third carbon. This indicates that it is an aldehyde or 
ketone.\n\n2. **Count the number of carbon atoms**: There are five carbon atoms in the chain, making it a pentane derivative.\n\n3. **Determine the 
functional group**: The presence of the double bond and the oxygen atom suggests it is a ketone (C=O).\n\n4. **Assign the IUPAC name**:\n   - The 
parent chain is pentane.\n   - The double bond is at the second and third positions.\n   - The oxygen atom is at the third position.\n   - Therefore, the 
IUPAC name is 3-pentanone.\n\nGiven the options:\nA. cyclopentane - This is not correct because the structure is linear, not cyclic.\nB. 2-methylpropan-
2-ol - This is not correct because there is no methyl group and it is not an alcohol.\nC. 3-pentanone - This is correct based on the analysis 
above.\n\nAnswer: \\boxed{C}

QwenVL2.5-7B-Instruct-SCS

<think> The structure shown is a five-carbon chain with a carbonyl group (C=O) at the second carbon from the left. This indicates that it is a ketone, 
specifically a pentanone. The position of the carbonyl group is at the third carbon (counting from the left), so it is 3-pentanone.\n\nThe other options can 
be ruled out:\n- Cyclopentane is a ring structure, not a chain.\n- 2-methylpropan-2-ol is an alcohol with a methyl group at the second carbon and an -OH 
group at the second carbon, which does not match the structure shown.\n\nTherefore, the correct answer is C.</think>\n<answer> C </answer>

Figure 21: Comparison of model outputs before and after RL training through SCS.

scienceqa_example.pptx

Question:
As shown in the figure, in triangle ABC, if angle ∠B is cut off along the line 
in the figure, then ∠1 + ∠2 = ( ).
A. 80°
B. B. 100°
C. 260°
D. 270°
E. No correct answer

QwenVL2.5-7B-Instruct

To solve the problem, we need to analyze the given geometric configuration and use some basic properties of angles.\n\n1. **Identify the given 
information:**\n - We have a triangle \\( \\triangle ABC \\).\n - A line segment \\( DE \\) cuts off angle \\( \\angle B \\) from the triangle.\n - We need to 
find the sum of the angles \\( \\angle 1 \\) and \\( \\angle 2 \\).\n\n2. **Understand the angles involved:**\n - \\( \\angle 1 \\) is the angle formed between 
the line segment \\( DE \\) and the side \\( AB \\).\n - \\( \\angle 2 \\) is the angle formed between the line segment \\( DE \\) and the side \\( BC \\).\n\n3. 
**Use the property of straight lines:**\n - The sum of the angles on a straight line is \\( 180^\\circ \\). Therefore, \\( \\angle 1 + \\angle 2 = 180^\\circ 
\\).\n\n4. **Consider the full circle:**\n - The sum of the angles around a point is \\( 360^\\circ \\). However, this is not directly useful here since we are 
dealing with angles on a straight line.\n\n5. **Conclusion:**\n - Since \\( \\angle 1 \\) and \\( \\angle 2 \\) are supplementary (they form a straight line), 
their sum is \\( 180^\\circ \\).\n\nTherefore, the correct answer is:\n\\[\n\\boxed{C}\n\\]

QwenVL2.5-7B-Instruct-SCS

<think> To solve this problem, we need to use the properties of angles formed by a transversal cutting two parallel lines. However, in this case, we can use 
the fact that the sum of the exterior angles of a triangle is always 360°.\n\nFirst, let's denote the angles around point B as follows:\n- ∠ABD = ∠1 (since it 
is an exterior angle of triangle ABD)\n- ∠DBC = ∠2 (since it is an exterior angle of triangle DBC)\n\nSince ∠ABD and ∠DBC are adjacent angles on a 
straight line, their sum is 180°. Therefore, we have:\n∠1 + ∠2 = 180°\n\nHowever, we need to consider the full circle around point B. The sum of all angles 
around point B is 360°. Since ∠ABC is cut off, the remaining angles around point B are ∠1 and ∠2. Therefore, we have:\n∠1 + ∠2 + ∠ABC = 360°\n\nBut
since ∠ABC is part of the triangle and the sum of the interior angles of a triangle is 180°, we can use the fact that the sum of the exterior angles of a 
triangle is 360°. This means:\n∠1 + ∠2 + ∠ABC = 360° - (180° - ∠ABC) = 180° + ∠ABC\n\nSince ∠ABC is part of the triangle, we can use the fact that 
the sum of the exterior angles of a triangle is 360°. Therefore, we have:\n∠1 + ∠2 = 360° - (180° - ∠ABC) = 180° + ∠ABC\n\nBut since ∠ABC is part of 
the triangle, we can use the fact that the sum of the exterior angles of a triangle is 360°. Therefore, we have:\n∠1 + ∠2 = 360° - (180° - ∠ABC) = 180° + 
∠ABC\n\nTherefore, the correct answer is:\n∠1 + ∠2 = 260°\n\nSo, the correct answer is C.</think>\n\n<answer>C</answer>

Figure 22: Comparison of model outputs before and after RL training through SCS.
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Table 11: Hyperparameter ablation study for GRPO with SCS.
r ↓ / m → 4 6 8

0.2 63.6 64.1 64.4
0.4 – 64.5 64.2
0.8 63.2 – –

Table 12: Hyperparameter ablation study for REINFORCE++ with SCS.
r ↓ / m → 4 6 8

0.2 61.9 62.1 62.3
0.4 62.7 – –
0.8 61.1 – 62.9

Table 13: Hyperparameter ablation study for REINFORCE++–baseline with SCS.
r ↓ / m → 4 6 8

0.2 63.0 63.1 62.7
0.4 – – –
0.8 63.0 – –

D.4 Additional Ablations

We conduct some hyperparameter analysis across all RL methods. ( GRPO, REINFORCE ++ and
REINFORCE ++-baseline). The experiment results are shown in Tables 11, 13 and 12:

From the tables, we obtained trends that closely mirror those reported for RLOO:

GRPO + SCS. Fixing the ratio (r=0.2), the performance grows as the increase of the the number of
resampled trajectories, and finally reaches the peak at 64.4 (r=0.2,m=8).

REINFORCE++ + SCS. When fixing the ratio, the same unimodal pattern as GRPO appears. When
fixing number of resampled trajectories, the performance metric rises at first and then declines as the
ratio increases(61.9 → 62.7 → 61.1 for r=0.2,0.4,0.8).

REINFORCE++–baseline+ SCS. Accuracy peaks at 63.1 for (r=0.2,m=6). When fixing r=0.2,
performance first rises as the number of resampled trajectories grows (63.0 to 63.1 when truncation
ratio from 0.2 to 0.4). then slips when the number of resampled trajectories larger (r=0.8,63.2). Nearly
all three algorithms every (r,m) configuration still outperforms its vanilla counterpart by 0.6–2.2
pp, indicating that the consistency reward delivers a uniform benefit on different algorithms and
hyperparameter settings.

D.5 Measurement of additional compute costs.

The extra overhead introduced by SCS method lies almost entirely in the sampling phase Leveraging
modern high-performance inference engines such as vLLM, these process are batched and run in
parallel, so the wall-clock impact grows sub-linearly with N and remains well-controlled. Under
identical hyperparameters on 8 * A100 GPU (N=4, truncation ratio=0.8), we observed:

Thus, with advanced inference backends, the time cost of SCS is both predictable and acceptable
given the performance gains it enables.

E Other

All benchmark datasets used for evaluation are properly cited within the manuscript. For all evaluated
models, we strictly comply with their respective licenses: open-source models are employed in
accordance with their designated usage terms. The training pipeline is implemented based on the
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Table 14: Comparison of training time costs after applying SCS.
Configuration Training Time Time Change Scores Improvement
Baseline 12.5 h — 57.8 —
Baseline + SCS 17.2 h ≈ +38% 65.5 +7.7

open-source framework OpenRLHF *, while the evaluation is conducted using established open-
source libraries, including Transformers †.

Limitations. As for limitations, our SCS has not been extensively applied to LLMs and more MLLMs
to verify its generality.

Broader Impact. We hope this work provides valuable insights into reasoning and supports the
continued advancement of MLLMs. Currently, we do not have any ethical or societal risks associated
with this research.

*https://github.com/OpenRLHF/OpenRLHF
†https://github.com/huggingface/transformers

35


	Introduction
	Related Work
	Method
	Preliminary
	Self-Consistency Sampling
	Algorithm Details

	Experiment
	Experiment Setup
	Experiment Results
	Qualitative Analysis
	Ablation
	Evaluation of Statistical Robustness

	Conclusion
	Training Hyperparameters
	Method Details
	Verification for Assumption
	Theoretical Details
	Illustration of SCS Pipeline

	Evaluation Details
	Prompt Template
	Supplementary for Evaluation in Figure 2(c)

	Additional Results
	More Examples of Unfaithful Reasoning
	Human Evaluation of Unfaithful Reasoning
	Examples of Models' Outputs
	Additional Ablations
	Measurement of additional compute costs.

	Other

