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Abstract

Random masks define surprisingly effective
sparse neural network models, as has been shown
empirically. The resulting sparse networks can
often compete with dense architectures and state-
of-the-art lottery ticket pruning algorithms, even
though they do not rely on computationally ex-
pensive prune-train iterations and can be drawn
initially without significant computational over-
head. We offer a theoretical explanation of how
random masks can approximate arbitrary target
networks if they are wider by a logarithmic factor
in the inverse sparsity 1/log(1/sparsity). This
overparameterization factor is necessary at least
for 3-layer random networks, which elucidates
the observed degrading performance of random
networks at higher sparsity. At moderate to
high sparsity levels, however, our results imply
that sparser networks are contained within ran-
dom source networks so that any dense-to-sparse
training scheme can be turned into a computa-
tionally more efficient sparse to sparse one by
constraining the search to a fixed random mask.
We demonstrate the feasibility of this approach
in experiments for different pruning methods and
propose particularly effective choices of initial
layer-wise sparsity ratios of the random source
network. As a special case, we show theoreti-
cally and experimentally that random source net-
works also contain strong lottery tickets. Our
code is available at https://github.com/
RelationalML/sparse_to_sparse.

1. Introduction

The impressive breakthroughs achieved by deep learn-
ing have largely been attributed to the extensive over-
parametrization of deep neural networks, as it seems to
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have multiple benefits for their representational power and
optimization (Belkin et al., 2019). The resulting trend to-
wards ever larger models and datasets, however, imposes
increasing computational and energy costs that are difficult
to meet. This raises the question: Is this high degree of
overparameterization truly necessary?

Training general small-scale or sparse deep neural network
architectures from scratch remains a challenge for stan-
dard initialization schemes (Li et al., 2016; Han et al.,
2015). However, (Frankle & Carbin, 2019) have recently
demonstrated that there exist sparse architectures that can
be trained to solve standard benchmark problems competi-
tively. According to their Lottery Ticket Hypothesis (LTH),
dense randomly initialized networks contain subnetworks
that can be trained in isolation to a test accuracy that is com-
parable with the one of the original dense network. Such
subnetworks, the lottery tickets (LTs), have since been ob-
tained by pruning algorithms that require computationally
expensive pruning-retraining iterations (Frankle & Carbin,
2019; Tanaka et al., 2020) or mask learning procedures
(Savarese et al., 2020; Sreenivasan et al., 2022b). While
these can lead to computational gains at training and infer-
ence time and reduce memory requirements (Hassibi et al.,
1993; Han et al., 2015), the real goal remains to identify
sparse trainable architectures before training, as this could
lead to significant computational savings. Yet, contempo-
rary pruning at initialization approaches (Lee et al., 2018;
Wang et al., 2020; Tanaka et al., 2020; Fischer & Burkholz,
2022; Frankle et al., 2021) achieve less competitive perfor-
mance. For that reason it is so remarkable that even iter-
ative state-of-the-art approaches struggle to outperform a
simple, computationally cheap, and data independent al-
ternative: random pruning at initialization (Su et al., 2020).
Liu et al. (2021) have provided systematic experimental ev-
idence for its "unreasonable‘ effectiveness in multiple set-
tings, including complex, large scale architectures and data.

We explain theoretically why they can be effective by
proving that a randomly masked network can approximate
an arbitrary target network if it is wider by a logarith-
mic factor in its sparsity 1/log(1/sparsity). By deriv-
ing a lower bound on the required width of a random 1-
hidden layer network, we further show that this degree
of overparameterization is necessary in general. This im-
plies that sparse random networks have the universal func-
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tion approximation property like dense networks and are
at least as expressive as potential target networks. How-
ever, it also highlights the limitations of random pruning
in case of extremely high sparsities, as the width require-
ment scales then approximately as 1/log(1/sparsity) =
1/(1 — sparsity) (see also Fig. 2 for an example). In prac-
tice, we observe a similar degradation in performance for
high sparsity levels.

Even for moderate to high sparsities, the randomness of
the connections result in a considerable number of excess
weights that are not needed for the representation of a tar-
get network. This insight suggests that, on the one hand,
additional pruning could further enhance the sparsity of
the resulting neural network structure, as random masks
are likely not optimally sparse. On the other hand, any
dense-to-sparse training approach would not need to start
from a dense network but could also start training from a
sparser random network and thus be turned into a sparse-
to-sparse learning method. The main idea is visualized in
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Figure 1. Sparse training with randomly masked (ER) networks:
A visual representation of the main implication of our theory -
sparse to sparse training can be effective by starting from a ran-
domly masked (ER) network.

Fig. 1 and verified in extensive experiments with differ-
ent lottery ticket pruning and continuous sparsification ap-
proaches. Our main results could also be interpreted as the-
oretical justification for Dynamic Sparse Training (DST)
(Evci et al., 2020; Liu et al., 2021.; Bellec et al., 2018),
which prunes random networks of moderate sparsity. How-
ever, it further relies on edge rewiring steps that sometimes
require the computation of gradients of the corresponding
dense network (Evci et al., 2020). Our derived limitations
of random pruning indicate that this rewiring might be nec-
essary at extreme sparsities but likely not for moderately
sparse random starting points, as we also highlight in addi-
tional experiments.

As a special case of the main idea to prune random net-
works, we also consider strong lottery tickets (SLTs) (Zhou
et al., 2019; Ramanujan et al., 2020). These are sub-
networks of large, randomly initialized source networks,
which do not require any further training after pruning.
Theoretical (Malach et al., 2020; Pensia et al., 2020; Fis-

cher et al., 2021; da Cunha et al., 2022; Burkholz, 2022a;b;
Burkholz et al., 2022) as well as empirical Ramanujan
et al. (2020); Zhou et al. (2019); Diffenderfer & Kailkhura
(2021); Sreenivasan et al. (2022a) existence proofs so far
have solely focused on pruning dense source networks. We
highlight the potential for computational resource savings
in the search for SLTs by proving their existence within
sparse random networks instead. The main component of
our results is Lemma 2.2, which extends subset sum ap-
proximations to the sparse random graph setting. This en-
ables the direct transfer of most SLT existence results for
different architectures and activation functions to sparse
source networks. Furthermore, we modify the algorithm
edge-popup (EP) (Ramanujan et al., 2020) to find SLTs ac-
cordingly which leads to the first sparse-to-sparse pruning
approach for SLTs, up to our knowledge. We demonstrate
in experiments that starting even at sparsities as high as 0.8
does not hamper the overall performance of EP.

Note that our general theory applies to any layerwise spar-
sity ratios of the random source network and we validate
this fact in various experiments on standard benchmark im-
age data and commonly used neural network architectures,
complementing results by Liu et al. (2021) for additional
choices of sparsity ratios. Our two proposals, balanced
and pyramidal sparsity ratios, seem to perform competi-
tively across multiple settings, especially, at higher sparsity
regimes.

Contributions

1. We prove that randomly pruned random networks are
sufficiently expressive and can approximate an arbi-
trary target network if they are wider by a factor of
1/log(1/sparsity). This overparametrization factor is
necessary in general, as our lower bound for univariate
target networks indicates.

2. Inspired by our proofs, we empirically demonstrate
that, without significant loss in performance, starting
any dense-to-sparse training scheme can be translated
into a sparse-to-sparse one by starting from a random
source network instead of a dense one.

3. As a special case, we also prove the existence of
Strong Lottery Tickets (SLTs) within sparse random
source networks, if the source network is wider than a
target by a factor 1/ log(1/sparsity). Our modification
of the edge-popup (EP) algorithm (Ramanujan et al.,
2020) leads to the first sparse-to-spare SLT pruning
method, which validates our theory and highlights po-
tential for computational savings.

4. To demonstrate that our theory applies to various
choices of sparsity ratios, we introduce two addi-
tional proposals that outperform state-of-the-art ones
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on multiple benchmarks and are thus promising can-
didates for starting points of sparse-to-sparse learning
schemes.

1.1. Related Work

Algorithms to prune neural networks for unstructured spar-
sity can be broadly categorized into two groups, pruning
after training and pruning before (or during) training. The
first group of algorithms that prune after training are effec-
tive in speeding up inference, but they still rely on a com-
putationally expensive training procedure (Hassibi et al.,
1993; LeCun et al., 1989; Molchanov et al., 2016; Dong
et al., 2017; Yu et al., 2022). The second group of al-
gorithms prune at initialization (Lee et al., 2018; Wang
et al., 2020; Tanaka et al., 2020; Sreenivasan et al., 2022b;
de Jorge et al., 2020) or follow a computationally expensive
cycle of pruning and retraining for multiple iterations (Gale
et al., 2019; Savarese et al., 2020; You et al., 2019; Fran-
kle & Carbin, 2019; Renda et al., 2019). These methods
find trainable subnetworks also known as Lottery Tickets
(Frankle & Carbin, 2019). Single shot pruning approaches
are computationally cheaper but are susceptible to prob-
lems like layer collapse which render the pruned network
untrainable (Lee et al., 2018; Wang et al., 2020). Tanaka
et al. (2020) address this issue by preserving flow in the
network through their scoring mechanism. The best per-
forming sparse networks are still obtained by expensive it-
erative pruning methods like Iterative Magnitude Pruning
(IMP), Iterative Synflow (Frankle & Carbin, 2019; Fischer
& Burkholz, 2022) or continuous sparsification methods
(Sreenivasan et al., 2022b; Savarese et al., 2020; Kusupati
et al., 2020; Louizos et al., 2018).

However, Su et al. (2020) found that randomly pruned
masks can outperform expensive iterative pruning strate-
gies in different situations. Inspired by this finding, Gol-
ubeva et al. (2021); Chang et al. (2021) have hypothesized
that sparse overparameterized networks are more effective
than smaller networks with the same number of parameters.
Liu et al. (2021) have further demonstrated the competi-
tiveness of random masks for different data independent
choices of layerwise sparsity ratios across a wide range of
neural network architectures and datasets, including com-
plex ones. Our analysis identifies the conditions under
which the effectiveness of random masks is reasonable. We
show that a sparse random source network can approximate
a target network if it is wider by a factor proportional to the
inverse log sparsity. Complementing experiments by Liu
et al. (2021), we highlight that random masks are compet-
itive for various choices of layerwise sparsity ratios. How-
ever, we also show that their randomness also likely in-
duces potential for further pruning.

We build on the lottery ticket existence theory (Malach

et al., 2020; Pensia et al., 2020; Orseau et al., 2020; Fis-
cher et al., 2021; Burkholz et al., 2022; Burkholz, 2022b;
Ferbach et al., 2022) to prove that sparse random source
networks actually contain strong lottery tickets (SLTs) if
their width exceeds a value that is proportional to the width
of a target network. This theory has been inspired by exper-
imental evidence for SLTs (Ramanujan et al., 2020; Zhou
et al., 2019; Diffenderfer & Kailkhura, 2021; Sreenivasan
et al., 2022a). The underlying algorithm edge-popup (Ra-
manujan et al., 2020) finds SLTs by training scores for each
parameter of the dense source network and is thus computa-
tionally as expensive as dense training. We show that train-
ing smaller random sparse source networks is sufficient,
thus, reducing effectively the computational requirements
for finding SLTs.

However, our theory suggests that random ER networks
face a fundamental limitation at extreme sparsities, as
the overparameterization factor scales in this regime as
1/log(1/(sparsity)) ~ 1/(1 — sparsity). This shortcom-
ing could be potentially addressed by targeted rewiring of
random edges with Dynamical Sparse Training (DST) that
starts pruning from an ER network (Liu et al., 2021.; Mo-
canu et al., 2018; Yuan et al., 2021). So far, sparse-to-
sparse training methods like Evci et al. (2020); Dettmers &
Zettlemoyer (2019) still require dense gradients for there
edge rewiring operation. Zhou et al. (2021) obtain sparse
training by estimating a sparse gradient using two forward
passes. We empirically show that in light of the expressive
power of random networks, we can also achieve sparse-to-
sparse training by simply constraining any pruning method
or gradient to a fixed initial sparse random mask.

2. Expressiveness of Random Networks

Our theoretical investigations of the next section have the
purpose to explain why the effectiveness of random net-
works is reasonable given their high expressive power. We
show that we can approximate any target network with the
help of a random network, provided that it is wider by a
logarithmic factor in the inverse sparsity. First, the only
constraint that we face in our explicit construction of a rep-
resentative subnetwork is that edges are randomly available
or unavailable. But we can choose the remaining network
parameters, i.e., the weights and biases, in such a way that
we can optimally represent a target network. As common
in results on expressiveness and representational power,
we make statements about the existence of such parame-
ters, not necessarily, if they can be found algorithmically.
In practice, the parameters would usually be identified by
standard neural network training or prune-train iterations.
Our experiments validate that this is actually feasible in ad-
dition to plenty of other experimental evidence (Su et al.,
2020; Ma et al., 2021; Liu et al., 2021). Second, we prove
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the existence of strong lottery tickets (SLTs), which as-
sumes that we have to approximate the target parameters
by pruning the sparse random source network. Up to our
knowledge, we are the first to provide experimental and
theoretical evidence for the feasibility of this case.

Background, Notation, and Proof-Setup Let * =
(z1,22,..,24) € |a1, bl]d be a bounded d-dimensional in-
put vector, where aq,b; € R with a1 < by. f: [aq, bl]d —
R™ is a fully-connected feed forward neural network with
architecture (ng,n1,..,nr), i.e., depth L and n; neurons
in Layer [. Every layer | € {1,2,.., L} computes neuron
states 1) = ¢ (R®) AH) = W-Dgl=1 4 pl-1),
h® is called the pre-activation, W) e R™*"-1 s the
weight matrix and b(") is the bias vector. We also write
f(x; 0) to emphasize the dependence of the neural network
on its parameters 6 = (W D)L For simplicity, we
restrict ourselves to the common ReLU ¢(z) = max{x,0}
activation function, but most of our results can be eas-
ily extended to more general activation functions as in
(Burkholz, 2022b;a). In addition to fully-connected layers,
we also consider convolutional layers. For a convenient
notation, without loss of generality, we flatten the weight
tensors so that W;,(f) € Revxe—1xkt where ¢, ¢;_1, k; are
the output channels, input channels and filter dimension re-
spectively. For instance, a 2-dimensional convolution on
image data would result in k; = kY ;ky;, where & ;, k3,
define the filter size. /

We distinguish three kinds of neural networks, a target
network fr, a source network fs, and a subnetwork fp
of fs. fr is approximated or exactly represented by fp,
which is obtained by masking the parameters of the source
fs. fs is said to contain a SLT if this subnetwork does
not require further training after obtaining the mask (by
pruning). We assume that fp has depth L and parameters

(W}l), bg),nTyl,mTyl) are the weight, bias, number of
neurons and number of nonzero parameters of the weight
matrix in Layer [ € {1,2,..,L}. Note that this implies
my < nyn;_1. Similarly, fs has depth L + 1 with param-

L
eters (Wél), b(Sl)7 NS, ms.l)
1

. Note that [ ranges from

0 to L for the source network, while it only ranges from
1 to L for the target network. The extra source network
layer I = 0 accounts for an extra layer that we need in our
construction to prove existence.

ER Networks Even though common, the terminology ’ran-
dom network® is imprecise with respect to the random dis-
tribution from which a graph is drawn. In line with gen-
eral graph theory, we therefore use the term Erdds-Rényi
(ER) (Erdos et al., 1960) network in the following. An
ER neural network fgr € ER(p) is characterized by lay-
erwise sparsity ratios p;. An ER source fgr is defined as
a subnetwork of a complete source network using a binary

mask Séllg € {0,1}>m-1 or S]E:Q € {0, 1}rmuxm-1xhk
for every layer. The mask entries are drawn from indepen-
dent Bernoulli distributions with layerwise success proba-
bility p; > 0, i.e., sg)ER ~ Ber(p;). The random pruning
is performed initially with negligible computational over-
head and the mask stays fixed during training. Note that p;

is also the expected density of that layer. The overall ex-

pected density of the network is given as p = % =
T

1 — sparsity. In case of uniform sparsity, p; = p, we
also write ER(p) instead of ER(p). An ER network is de-
fined as fgr = fs(x; W - Sgr). Different to conventional
SLT existence proofs (Ramanujan et al., 2020), we refer to
fer € ER(p) as the source network, and show that the SLT
is contained within this ER network. The SLT is then de-
fined by the mask Sp, which is a subnetwork of Sgg, i.e., a
zero entry s;; gr = 0 implies also a zero in s;;p = 0, but
the converse is not true. We skip the subscripts if the nature
of the mask is clear from the context. In the following anal-
ysis of expressiveness in ER networks, we continue to use
of Sgr and Sp to denote a random ER source network and
a sparse subnetwork within the ER network respectively.

Sparsity Ratios There are plenty of reasonable choices for
the layerwise sparsity ratios and thus ER probabilities p;.
Our theory applies to all of them. The optimal choice for
a given source network architecture depends on the target
network and thus the solution to a learning problem, which
is usually unknown a-priori in practice. To demonstrate
that our theory holds for different approaches, we investi-
gate the following layerwise sparsity ratios in experiments.
The simplest baseline is a globally uniform choice p; = p.
Liu et al. (2021) have compared this choice in extensive
experiments with their main proposal, ERK, which assigns
P X % to a linear and p; o C‘:ﬁi::lk‘ (Mocanu
et al., 2017) to a convolutional layer. In addition, we pro-
pose a pyramidal and balanced approach, which are visu-
alized in Appendix A.15.

Pyramidal: This method emulates a property of pruned net-
works that are obtained by IMP (Frankle & Carbin, 2019)
i.e. the layer densities decay with increasing depth of the
network. For a network of depth L, we use p; = (pl)l L€

=L

(0,1) so that % = p. Given the architecture, we
=1

use a polynomial equation solver (Harris et al., 2020) to

obtain p; for the first layer such that p; € (0, 1).

Balanced: The second layerwise sparsity method aims to
maintain the same number of parameters in every layer for
a given network sparsity p and source network architec-
ture. Each neuron has a similar in- and out-degree on aver-
_ p =L

age. Every layer has x = £ %, " m; nonzero parameters.
Such an ER network can be realized with p; = z/m;. In
case that z > my, we set p; = 1.
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2.1. General Expressiveness of ER Networks

Our main goal in this section is to derive probabilistic state-
ments about the existence of edges in an ER source network
that enable us to approximate a given target network. As
every connection in the source network only exists with a
probability p;, for each target weight, we need to create
multiple candidate edges, of which at least one is nonzero
with high enough probability. This can be achieved by
ensuring that each target edge has multiple potential start-
ing points in the ER source network. Our construction re-
alizes this idea with multiple copies of each neuron in a
layer. The required number of neuron copies depends on
the sparsity of the ER source network and introduces an
overparametrization factor pertaining to the width of the
network. To create multiple copies of input neurons as
well, our construction relies on one additional layer in the
source network in comparison with a target network, as vi-
sualized in Fig. 4 in the Appendix. We first explain the
construction for a single target layer and extend it after-
wards to deeper architectures.

Single Hidden Layer Targets We start with constructing
a single hidden layer fully-connected target network with a
subnetwork of a random ER source network that consists of
one more layer. Our proof strategy is visually explained by
Fig. 4 in the Appendix. The following theorem states the
precise width requirement that our construction requires.

Theorem 2.1 (Single Hidden Layer Target Construction).
Assume that a single hidden-layer fully-connected target
network fr(x) = Wzﬁz)(ﬁ(W:(pl):B + bgpl)) + bg,?), an al-
lowed failure probability 6 € (0,1), source densities p
and a 2-layer ER source network fs € ER(p) with widths
ns,0 = god,ng,1 = qinr,1,M8,2 = ganr,2 are given. If

0> 1 log <2mT,1Q1>
~ log(1/(1 —p1)) 4 7
1 2mT.2>
> lo : and g = 1
M= Tog(1/(1— p2)) g( 5 =

then with probability 1 — 9, the random source network fg
contains a subnetwork Sp such that fs(x, W - Sp) = fr.

Proof Outline: The key idea is to create multiple copies
(blocks in Fig. 4 (b) in the Appendix) in the source net-
work for each target neuron such that every target link is
realized by pointing to at least one of these copies in the
ER source. To create multiple candidates of input neurons,
we create an univariate first layer in the source network as
explained in Fig. 4. In the appendix, we derive the corre-
sponding weight and bias parameters of the source network
so that it can represent the target network exactly. Natu-
rally, many of the available links will receive zero weights
if they are not needed in the specific construction but are re-
quired for a high enough probability that at least one weight

can be set to nonzero. Our main task in the proof is to es-
timate the probability that we can find representatives of
all target links in the ER source network, i.e., every neu-
ron in Layer [ = 1 has at least one edge to every block
in [ = 0 of size qg, as shown in Fig. 4 (b). This proba-
bility is given by (1 — (1 — p;)9%)™™*?*, For the second
layer, we repeat a similar argument to bound the proba-
bility (1 — (1 — p2)®)™"* with g2 = 1, since we do not
require multiple copies of the output neurons. Bounding
this probability by 1 — § completes the proof, as detailed in
Appendix A.3.

Deep Target Networks Theorem 2.1 shows that gy and
q1 depend on 1/log(1/sparsity). We now generalize the
idea to create multiple copies of target neurons in every
layer to a fully connected network of depth L (proofs are
in Appendix A.4) and convolutional networks of depth L
as stated in Appendix A.5, which yields a similar result as
above. The additional challenge of the extension is to han-
dle the dependencies of layers, as the construction of every
layer needs to be feasible.

Theorem 2.2 (ER networks can represent L-layer target
networks.). Given a fully-connected target network fr of
depth L, § € (0,1), source densities p and a L + 1-layer
ER source network fs € ER(p) with widths nso = qod
andng; = qnry,l € {1,2,.., L}, where

1 Lmy 1qi41
q > log ( :
log(1/(1 — pi+1)) o
forle{0,1,..,L —1}andq;, =1,

then with probability 1 — § the random source network fg
contains a subnetwork Sp such that fs(x, W - Sp) = fr.

Lower Bound on Overparameterization While our ex-
istence results prove that ER networks have the univer-
sal function approximation property like dense neural net-
works, in order to achieve that, our construction requests
a considerable amount of overparametrization in compari-
son with a dense target network. In particularly extremely
sparse ER networks seem to face a natural limitation, since
for sparsities 1 — p > 0.9, the overparameterization factor
scales approximately as 1/log(1/(1—p)) ~ 1/p. Fig. 2 vi-
sualizes how this scaling becomes problematic for increas-
ing sparsity. The next theorem establishes that, unfortu-
nately, we cannot expect to get around this 1/log(1/(1 —
pi)) limitation.

Theorem 2.3 (Lower bound on Overparametrization in
ER Networks). There exist univariate target networks
fr(x) = ¢p(wka + br) that cannot be represented by a
random 1-hidden-layer ER source network fs € ER(p)
with probability at least 1 — 6, if its width is ng1 <

1 1
= 108 (e )
See Fig. 6 and App. A.6 for the complete proof.
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Theoretical Insights We have shown that ER networks
provably contain subnetworks that can represent general
target networks if they are wider by a factor 1/ log(1/(1 —
pi)). This overparameterization factor is necessary and
limits the utility of random masks alone to obtain extremely
sparse neural network architectures. However, their high
expressiveness make them promising and computationally
cheap starting points for further pruning and more general
sparsification approaches.

Inspired by this insight, in the next section, we explore the
idea to start pruning from ER source networks in the con-
text of SLTs. The first question that we ask is: How much
wider do random source networks need to be in order to
contain SLTs?
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Figure 2. Overparametrization in ER Networks For a single
hidden-layer target network with width 128 in the hidden layer
and 10 in the output layer, the figure shows the required width of
the first layer (I = 1) of the source ER network as per Theorem
2.1 with a confidence of 1 — § = 0.999. The required width in-
creases moderately upto sparsity 0.9 and drastically after 0.95.

2.2. Existence of Strong Lottery Tickets

Most SLT existence proofs that derive a logarithmic lower
bound on the overparametrization factor of the source net-
work (Pensia et al., 2020; Burkholz et al., 2022; Burkholz,
2022a; da Cunha et al., 2022; Burkholz, 2022b; Ferbach
et al., 2022) solve multiple subset sum approximation prob-
lems (Lueker, 1998). For every target parameter z, they
identify some random parameters of the source network
X1, ..., X, a subset of which can approximate z. In case
of an ER source network, 1 — p random connections are
missing in comparison with a dense source network. These
missing connections also reduce the amount of available
source parameters X1, ..., X,,. To take this into account,
we modify the corresponding subset sum approximations
according to the following lemma.

Lemma 2.4 (Subset sum approximation in ER Networks).
Let X1, ..., X,, be independent, uniformly distributed ran-
dom variables so that X; ~ U([-1,1]) and My, ..., M,
be independent, Bernoulli distributed random variables so
that M; ~ Ber(p) forap > 0. Let ¢, € (0,1) be
given. Then for any z € [—1,1] there exists a subset

I C [n] so that with probability at least 1 — § we have
2= 2 ier MiXi| < eif

n

1 1
> e/ —p) <min G e>> -0

The proof is given in App. A.2 and utilizes the original
subset sum approximation result for random subsets of the
base set Xi,..., X,,. In addition, it solves the challenge
to combine the involved constants respecting the probabil-
ity distribution of the random subsets. For simplicity, we
have formulated it for uniform random variables and target
parameters z € [—1,1] but it could be easily extended to
random variables that contain a uniform distribution (like
normal distributions) and generally bounded targets as in
Corollary 7 in (Burkholz et al., 2022).

In comparison with the original subset sum approxima-
tion result, we need a base set that is larger by a factor
1/log(1/(1 — p)). This is exactly the factor by which we
can modify contemporary SLT existence results to transfer
to ER source networks and it is also the same factor that we
derived in the previous section on expressiveness results.
However, we require in general a higher overparameteriza-
tion to accommodate subset sum approximations.

The advantage of the formulation of the above lemma is
that it allows to transfer general SLT existence results to
the ER source setting in a straight forward way. By re-
placing the subset sum approximation construction with
Lemma 2.2, we can thus show SLT existence for fully-
connected (Pensia et al., 2020; Burkholz, 2022b), convo-
lutional (Burkholz et al., 2022; Burkholz, 2022a; da Cunha
et al., 2022), and residual ER networks (Burkholz, 2022a),
or random GNNs (Ferbach et al., 2022). To give an ex-
ample for the effective use of this lemma and discuss the
general transfer strategy, we explicitly extend the SLT exis-
tence results by Burkholz (2022b) for fully-connected net-
works to ER source networks. We thus show that pruning a
random source network of depth L + 1 with widths larger
than a logarithmic factor can approximate any target net-
work of depth L with a given probability 1 — 4.

Theorem 2.5 (Existence of SLTs in ER Networks). Let
6,0 € (0,1), a target network fr of depth L, an ER(p)
source network fs of depth L + 1 with edge probabili-
ties p; in each layer | and iid initial parameters @ with
wz(jl) ~ U([—l,l]),bl(l) ~ U([-1,1]) be given. Then
with probability at least 1 — 6, there exists a mask Sp
so that each target output component i is approximated as

maxqep || fri(x) — fs,i(x; Ws - Sp)|| < eif

ng, > C

TLTJ 1
= g (10— pr) (min{€z=5/,0}>

CN . .
Jor p = e T log(1/ min{min; ¢, 4d}), I >

1 for any v > 0, and where ¢, = g(e, fr) is defined
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in App. A.2. We also require ngo > Cdl/log(1/(1 —
p1)) log (m) where C > 0 denotes a generic
constant that is independent of nr, L, p;, 0, and e.

Proof Outline: The main LT construction idea is visual-
ized in Fig. 4 (c) in the appendix. For every target neuron,
multiple approximating copies are created in the respective
layer of the LT to serve as basis for modified subset sum ap-
proximations (see Lemma 2.2) of the parameters that lead
to the next layer. In line with this approach, the first layer
of the LT consists of univariate blocks that create multi-
ple copies of the input neurons. In addition to Lemma 2.2,
also the total number of subset sum approximation prob-
lems p that have to be solved needs to be re-assessed for
ER source networks, as this influences the probability of LT
existence. This modification is driven by the same factor
1/log(1/(1—p)). The full proof is given in Appendix A.2.

With our SLT existence results, we have provided our first
example of how to generally turn dense to sparse deep
learning methods into sparse to sparse schemes. Next, we
also validate the idea to start pruning from a random ER
mask in experiments.

3. Experiments

To verify our theoretical insights, we conduct experi-
ments in standard settings on common benchmark data (CI-
FAR10, CIFAR100 (Krizhevsky et al., 2009) and Tiny Im-
ageNet (Russakovsky et al., 2015b)) and neural network ar-
chitectures (ResNet (He et al., 2016) and VGG (Simonyan
& Zisserman, 2015)). Details on the setup can be found in
App. A.7 . We always report the mean over 3 independent
runs. Due to space constraints, confidence intervals are re-
ported in the appendix alongside additional experiments.

Our main objective is to showcase the expressiveness of ER
networks with three kinds of experiments. First, we high-
light that a randomly pruned network with carefully chosen
layerwise sparsity ratios are competetive and sometimes
even outperform state-of-the-art pruning methods like Iter-
ative Magnitude Pruning (IMP) (Frankle & Carbin, 2019)
(see Appendix A.9) Second, we verify that ER networks
can serve as promising starting point of further sparsifica-
tion by pruning within the initial ER network. Third, we
apply the same principle for strong lottery tickets (SLTs)
and present the first sparse to sparse training results in this
context.

The Performance of Random Pruning To complement
Liuetal. (2021), we conduct experiments in higher sparsity
regimes > 0.9 to test the limit up to which random ER net-
works are a viable alternative to more advanced but compu-
tationally expensive pruning algorithms. Su et al. (2020);
Ma et al. (2021) have shown that randomizing the layer-

wise mask of pruned networks obtained with state-of-the-
art pruning algorithms are often competitive and present
strong baselines. The corresponding sparsity ratios are
computationally cumbersome to obtain and thus of reduced
practical interest. We still report comparisons with sparsity
ratios obtained by randomized Snip (Lee et al., 2018), It-
erative Synflow (Tanaka et al., 2020), and IMP (Frankle
& Carbin, 2019) to demonstrate that the best performing
sparsity ratios for ER masks are often different from the
ones obtained from iteratively pruned tickets. The previ-
ous state of the art is usually defined by ERK (Evci et al.,
2020; Liu et al., 2021.). In addition, we propose two meth-
ods to choose layerwise sparsities, balanced and pyrami-
dal, which often improve the performance of ER networks
(see Table 1 and further results for ResNets on CIFAR10
and 100 in App. A.8). Exemplary sparsity ratios are visu-
alized in Fig. 7. The pyramidal and balanced methods are
competitive and even outperform ERK in our experiments
for sparsities up to 0.99. Importantly, they also outperform
layerwise sparsity ratios obtained by the expensive itera-
tive pruning algorithms Synflow and IMP. However, for ex-
treme sparsities 1 — p > 0.99, the performance of ER net-
works drops significantly and even completely breaks down
for methods like ER Snip and pyramidal. We conjecture
that ER Snip and pyramidal are susceptible to layer collapse
in the higher layers and even flow repair (see App. A.l)
cannot dramatically increase the network’s expressiveness.
The general limitations that we encounter at higher spar-
sities, however, are expected based on our theory. These
can be partially remedied by using the rewiring strategy of
Dynamic Sparse Training (DST) (Evci et al., 2020).

Sparsity ‘ 0.9 099 0.995 0.999
Pyramidal 929 90.4 8738 10
Balanced 93.2 89.3 85.9 68.7
Uniform 91.3 827 737 142

ERK 92.7 878 845  59.2
Snip (ER) 93.2 26.3 10 10
Synflow (ER) | 91.4  86.6 84 63.8
IMP (ER) 90 90.2 79 10

Table 1. ER networks with different layerwise sparsities on CI-
FARI10 with VGG16. We compare test accuracies of our layerwise
sparsity ratios balanced and pyramidal with uniform ones, ERK,
and ER networks with layerwise sparsitiy ratios obtained by IMP,
Iterative Synflow and Snip (denoted by ER). Confidence intervals
are reported in Appendix A.8.

Dynamical Sparse Training To improve randomly pruned
networks at extremely high sparsities, we employ the RiGL
algorithm (Evci et al., 2020) to obtain Table 2. First, we
only rewire edges, which allows us to start from relatively
sparse networks. Simply by redistributing edges, the per-
formance of the ER network can be improved. In partic-
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ular, initial balanced or pyramidal sparsity ratios seem to
be able to improve the performance of RiGL. Table 28 in
the appendix demonstrates that also starting RiGL (prune +
rewire) from much higher sparsities of upto 0.9 is possible
without significant losses in accuracy, which highlights the
utility of random ER masks even at extreme sparsities.

Sparsity | 0.99 0.995 0.999
Rewired | x v X v X v
ERK 87.8 90.8 84.5 883 592 74.1
Balanced | 89.3 91.4 859 89.3 687 789
Pyramidal | 90.4 92 87.8 90.6 10 9.8

Table 2. ER networks rewired with DST: Test Accuracies for an
ER(p) VGG16 with a fixed mask and after rewiring edges with
RiGL (Evci et al., 2020; Liu et al., 2021) on CIFAR10. Confi-
dence intervals are reported in Appendix A.14.

Sparse to Sparse Training with ER networks We verify
that ER networks can serve as a promising starting point of
further sparsification schemes that prune within the ER net-
work as explained by Fig. 1. Effectively, this idea can turn
any dense-to-sparse training scheme into a sparse to sparse
one. As representative for an iterative pruning approach
we study IMP and for continuous sparsification scheme we
employ Soft Threshold Reparametrization (STR) (Kusupati
et al., 2020). In Tables 3 and 4, we observe that we can start
training with an ER mask of sparsity upto 0.9 and prune
the network further without much loss in performance. For
both STR and IMP, pruning an ER network of sparsity 0.7
on CIFAR10 results in the same performance that we would
obtain if we prune a dense network instead. Our experi-
ments show that for both STR and IMP, in particular, bal-
anced initial pruning ratios can boost the performance of
the general approach.

Initial Sparsity | 0.7 0.7 0.8 0.9

Final Sparsity ‘ 0.96 0.997 0997 0.998
Balanced 94.11 90.7 90.28 8947
Pyramidal 94.18 90.1 89.52  88.87
ERK 94.33 90.12 89.51 88.25
Uniform 93.74 88.92 87.89 86.07
STR (ER) 93.89 89.31 87.87 85.86
Table 3. Sparse to sparse training with Soft Threshold

Reparametrization in ER networks: Results on a ResNetl8
trained on CIFAR10. STR (ER) denotes sparsity ratios obtained
by STR. For reference, starting from a dense network STR
achieves 94.66% and 90.95% at sparsity 0.9 and 0.993 respec-
tively. See Appendix A.10 for confidence intervals.

Experiments for SLTs Similarly to our previous experi-
ments, we can also prune a random ER mask to obtain
SLTs. We use the edge-popup (Ramanujan et al., 2020)

Initial Sparsity | 0.7 0.7 0.8 0.9

Final Sparsity ‘ 0.9 0.99 0.93 0.97

Balanced 93.54 90.72 93.14 91.89
Pyramidal 93.65 92.23 93.24 92.23
ERK 93.5 90.95 93.57 93.21
Uniform 93.18 90.15 92.62 90.41

Table 4. Sparse to sparse training with Iterative Magnitude Prun-
ing in ER networks: Results on a ResNetl8 trained on CI-
FAR10. For reference, starting from a dense network IMP
achieves 93.38% and 91.39% at sparsity 0.9 and 0.99 respec-
tively. See Appendix A.10 for confidence intervals.

algorithm to verify our theoretical derivations. Table 5
presents evidence for the fact that the search for SLTs does
not need to be computationally as expensive as dense train-
ing. Remarkably, we can start with a sparse ER network of
up to 0.8 sparsity instead of a dense one and still achieve
competitive performance in finding a SLT with final spar-
sity 0.9. Additional experiments are reported in the ap-
pendix (see Tables 20 and 22).

Initial Sparsity ‘ 0.7 0.5 0.8 0.5

Final Sparsity ‘ 0.9 0.95 0.95 0.99
Uniform 88 87.8 88.1 87.9
Balanced 88.06 87.93 87.86 87.93

Pyramidal 87.73 88.02 87.95 87.97
ERK 88.04 87.76 88.02 87.85

Table 5. ER networks for Strong Lottery Tickets: Test accuracies
of SLTs obtained by edge-popup (EP) (Ramanujan et al., 2020)
pruning a sparse ER ResNet18 on CIFAR10. Starting dense (see
the App. A.11), EP achieves 87.86% accuracy for sparsity 0.9.

Experiments on Diverse Tasks While most of our exper-
iments are focused on image classification tasks, our theo-
retical insights are more general and apply to diverse target
and source network structures. To demonstrate the broader
scope of our results, we provide additional experiments
for sparse to sparse training on ImageNet, Graph Convo-
lutional Networks, algorithmic data and tabular data in Ap-
pendix A.16. Consistently, we find that pruning sparse ran-
dom networks achieve competitive performance compared
to pruning a dense network.

4. Conclusions

We have systematically explained the effectiveness of ran-
dom pruning and thus provided a theoretical justification
for the use of Erdos-Rényi (ER) masks as strong baselines
for lottery ticket pruning and as starting point of dynamic
sparse training. Our theory implies that random ER net-
works are as expressive as dense target networks if they are



Why Random Pruning Is All We Need to Start Sparse

wider by a logarithmic factor in their inverse sparsity. Our
constructions suggest that random pruning, even though
computationally cheap, does not achieve optimal sparsity
but has great potential for further pruning. This finding is
also of practical interest, as initial sparse random sparse
masks can avoid the computationally expensive process of
pruning a dense network from scratch. As exemplary high-
light, we have applied this insight to strong lottery tickets.
We have proven theoretically and demonstrate experimen-
tally that pruning for strong lottery tickets can be achieved
by sparse to sparse training schemes.
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A. Appendix
A.1. Flow Preservation to prevent layer collapse in ER networks

Targeted pruning is known to be susceptible to layer collapse or just a sub-optimal use of resources (given in form of
trainable parameters), when intermediary neurons receive no input despite nonzero output weights or zero output weights
despite nonzero input weights. To avoid this issue, (Tanaka et al., 2020) has derived a specific data-independent pruning
criterion, i.e., synaptic flow. Yet, flow preservation can also be achieved with a simple and computationally efficient random
repair strategy that applies to diverse masking methods, including random ER masking.

The main idea behind this algorithm is to connect neurons (or filters) with zero in- or out-degree with at least one other
randomly chosen neuron (or filter) in the network. To preserve the global sparsity, a new edge can replace a random
previously chosen edge. Alternatively, ER networks with flow preservation could also be obtained by rejection sampling,
which is equivalent to conditioning neurons on nonzero in- and out-degrees. To still meet the target density p;, the ER
probability p; would need to be appropriately adjusted. Our experiments reveal, however, that most randomly masked
standard ResNet and VGG architectures usually perserve flows with high probability for different layerwise sparsity ratios
up to sparsities =~ 0.95 (see Appendix A.1). The most problematic layers are the first and the last layer if the number of
input channels and output neurons is relatively small. In consequence, most pruning schemes keep these layers relatively
dense in general. In our theoretical derivations, we assume flow preservation in the first layer.

80-
oy
S 60-
3
ot
<
B 40-
©
20-
0- . ! ‘ |
0.9 0.99 0.995 0.999
Sparsity
—$#— balanced (ours) pyramidal (ours) uniform @ ERK <4 ERSnip

Figure 3. Flow Comparison: We compare the results of ER networks for each layerwise sparsity method with and without flow preserva-
tion. Solid lines denote that flow is preserved while dotted lines show the corresponding method without flow preservation for a VGG16
on CIFAR10.

We propose two methods to achieve flow preservation, which guarantees that every neuron (or filter) has at least in-degree
and out-degree 1.

Rejection Sampling: We can resample the mask edges sg) gr Of the neurons (filters) that have a zero in-degree or a zero

out-degree till there is at least one in-degree and one-out-degree for that neuron.

Random Addition: We randomly add an edge to a neuron with zero in-degree or out-degree. While this method adds an
extra edge in the network, the total number of edges that need to be added are usually negligible in practice.

We verify the number of corrections required in an ER network to preserve flow. Notice that in most cases ER networks
inherently preserve flow. For each of the used layerwise sparsity ratios, we calculate the number of connections (edges)
added in the network to ensure that every neuron (or filter) has at least in-degree and one out-degree 1 using the Random
Addition method. Tables 6 and 7 show the results.
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ResNet50 ‘ Sparsity
‘ 0.5 0.8 0.9 0.99 0.999
Uniform 0 0.33 1 51.67 108
ERK 0 0 0 29.33  105.67
ER Snip 0 0 10.67 59 87
Balanced (ours) 0 0 0 23.33  92.33
Pyramidal (ours) | 0O 0 1 47.67 91

Table 6. Average number of mask edges added by flow correction in the ResNet18 network for CIFAR100 across three runs.

VGG19 ‘ Sparsity
‘ 0.5 08 09 099 0.999
Uniform 0 033 1.33 3 34
ERK 0 0 0 0 30.33
ER Snip 0 0 0 14.33 25
Balanced (ours) 0 0 0 0 23.33
Pyramidal (ours) | 0 0 1 8 22

Table 7. Average number of mask edges added by flow correction in the VGG19 network for CIFAR100 averaged across three runs.
Note that the number of flow corrected neurons (filters) is negligible in comparison to the number of nonzero parameters in VGG19 even
for the lowest density of 0.001, which is 1, 38, 000 parameters.

Our analysis shows that flow preservation is an important property that avoids layer collapse in sparse networks and is
inherently satisfied in reasonable sparsity regimes ~ 0.9. It has a similar effect as making the final layer and the initial
layer dense during pruning, which is followed in some pruning algorithms (Liu et al., 2021).

Figure 3 compares the different layerwise sparsity methods for ER networks with and without flow preservation. Our
results show that flow preservation is especially important in Pyramidal and ER Snip methods. Both these methods have a
higher sparsity in the final layer which leads to performance problems in case of high global sparsities. Flow preservation
is able to address this partially so that a clear improvement is visible for the pyramidal method at sparsities 0.99 and 0.995.

A.2. Proof for Existence of Strong Lottery Tickets in ER networks

Target Network Source Network ER with Edge-Popup

fr(z) fs(®,Ws - Sgpr)

ngi1 =4qinra

(a) (b) (c)

Figure 4. Expressivity in ER networks: In (a), fr(x) is a single layer target network. (b) visualizes the source ER network fs(x),
which contains a sparse network that represents the target. (c) shows a strong LT contained withing an ER network. The figure shows
connections for only one neuron in every layer of fs for simplicity. Both dotfed and solid lines belong to the random mask Sgr, while
the solid lines belong to nonzero weights of the final sparse network (Sp).
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As discussed in the main manuscript, most SLT existence proofs that derive a logarithmic lower bound on the over-
parametrization factor of the source network utilize subset sum approximation (Lueker, 1998) in the explicit construction
of a lottery ticket that approximates a target network (Pensia et al., 2020; Burkholz et al., 2022; Burkholz, 2022a; da Cunha
et al., 2022; Burkholz, 2022b). We can transfer all of these proofs to ER source networks by modifying the subset sum ap-
proximation results to random variables that are set to zero with a Bernoulli probability p to account for randomly missing
links in the source network. We just have to replace Lueker’s subset sum approximation result by Lemma 2.2 in the cor-
responding proofs. For simplicity, we have formulated it for uniform random variables and target parameters z € [—1, 1]
but it could be easily extended to random variables that contain a uniform distribution (like normal distributions) and gen-
erally bounded targets as in Corollary 7 in (Burkholz et al., 2022). For convenience, we restate Lemma 2.2 from the main
manuscript:

Lemma A.1 (Subset sum approximation in ER Networks). Let X1, ..., X,, be independent, uniformly distributed random
variables so that X; ~ U([—1,1]) and My, ..., M,, be independent, Bernoulli distributed random variables so that M; ~
Ber(p) forap > 0. Let e, 8 € (0,1) be given. Then for any z € [—1, 1] there exists a subset I C [n] so that with probability
at least 1 — 0 we have |z — 3, ., M; X;| < eif

n>C 2

T (minlw, e>> '

Proof Random variables X; = M, X; do not contribute to the approximation of a target value z, if they are zero and thus
in particular in the case that M; = 0, which happens with probability 1 — p for each index i. We can thus remove all the
variables X;, for which M; = 0. After a change of indexing, we arrive at a subset X 1. X i of K random variables,
which are uniformly distributed as X; = M;X; = X; ~ U([—1,1]), since M; is 1ndependent of X;. The number of
variables K follows a binomial distribution, K ~ Bin(n, p), since My, ..., M, are independent Bernoulli distributed.

For fixed K = k, Lueker (1998) has proven that there exists constants a; > 0 and b, > 0 so that the probability that the
approximation is not possible is of the form P ((VI C K] |2 = > ier Xi| > e’) < ag exp(—bik) /€.

Using this result and defining @ := maxep,) ar > 0 and b := mingep, by > 0, we just have to take an average with
respect to the random variable K ~ Bin(B, p).

< (VI C[n]) |z — ZX | > e) < Z %exp(—bkk) (Z>pk(1 —p)nk

el

= 5[ —p(1 — exp(=b))]"
To ensure the subset sum approximation is feasible with probability of at least 1 — ¢’ we need to fulfill

3[1 — p(1 — exp(=b))]" < &

Solving for n leads to

e ]

log (1—p(1—exp(—n))

This inequality is satisfied if

C ! 1 !
= log(1/(1—p) ° \min{s, €'}
for a generic constant C' > 0 that depends on @ and .

With this modified subset sum approximation, we show next that in comparison with a complete source network, an ER
network needs to be wider by a factor m. To provide an example of how to transfer an SLT existence proof, we
focus on the construction by (Burkholz, 2022b).
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Note that in all our theorems we assume that flow is preserved in the first layer, as it is reasonable to apply a simple and
computationally cheap flow preservation algorithm after drawing a random mask (see Appendix A.1). This algorithm just
ensures that all neurons are connected to the main network and are thus useful for training a neural network.

If we do not assume that flow is preserved, some neurons in the first layer might be disconnected from all input neurons
with probability (1 — pg)?. Disconnected neurons could simply be ignored in the LT construction. Their share is usually
negligible but, technically, without flow preservation, we would need to ensure that ng 1 > C(1 —pg)? + n¥ ,, where n%
denotes the bound on the width that we are actually going to derive. / /

Theorem A.2 (Existence of SLTs in ER Networks). Ler e, € (0, 1), a target network fr of depth L, an ER(p) source net-

work fs of depth L+ 1 with edge probabilities p; in each layer | and iid initial parameters 6 with wz(Jl) ~U([-1,1]), B ~

3

U([—1, 1)) be given. Then with probability at least 1 — 0, there exists a mask Sp so that each target output component i is
approximated as maxgep || fri(x) — fsi(x; Ws - Sp)|| < eif

nr,
ngy > C :

1
= g (/0 = pirn) (mn{z5/P}>

14
Sforl > 1, where ¢, = g(e, fr) is defined in Equation (3) and p = onN

T
Tog(1/(1—min; pi

NS log(1/ min{min; ¢, §}) for any

v > 0. We also require ngg > Cdlog(l/(11—p1)) log (min{€11,6/p} , where C' > 0 denotes a generic constant that is
independent of nr, L, p;, 0, and e.

Here, €; = g(e) is defined in accordance with Lemma 5.1 in (Burkholz, 2022b):

-1

L—-1
€ €
e = gle, fr) = 1+ B+ ) ] (WiPllee + 7)) Bro= sup [ . 3)
np L L it L «€D

Proof To prove the existence of strong lottery tickets in ER networks, we modify the proof by (Burkholz, 2022b) for
complete fully-connected networks.

We first answer the question, how the fact that random weights are set irreversibly to zero, changes our construction. Fig.
4 visualizes the general schematic. The general idea is that we have to create multiple copies p; of each target neuron in
the LT, as these will enable the approximation of target parameters by utilizing subset sum approximation as modified by
Lemma 2.2.

First, as Fig. 4 visualizes, we have to argue why and how we can create univariate blocks in the first layer or in general 2L
constructions. In this case, a target layer is approximated by two appropriately pruned layers of the source network. The
first of these two source layers contains only univariate neurons that form blocks that consist of neurons of the same type,
which correspond to the same input target neuron ¢. All weights that start in the same block ¢ and end in the same neuron
J can then be utitilzed to approximate the target parameter wr ;. The required univariate blocks can be easily realized by
pruning if flow is preserved. The reason is that each neuron in source layer | = 0 has at least one in-coming edge, which
can survive the pruning. Since this edge could be adjacent to any of the input neurons with the same probability, we can
always find enough neurons in Layer [ = 0 that point to any of the input neurons and this allows us to form univariate
blocks of similar size B.

Second, we have to analyze how the construction of each following target layer is affected by randomly missing edges in
the source network. Each target weight w&f’)i ; can be approximated by wg)l DY mg?i, j,wg{)i, j7» Where the neuron
' in the LT approximates the target neuron ¢ and the neuron j in the LT approximates the target neuron j. The subset
I is chosen based on a modified subset sum approximation and informs the mask of the LT. Thus, I exists according to
Lemma 2.2, since the initially random mask entries of the source network m(Sl)Z-, ;+ are Bernoulli distributed with probability

pi-

The second issue that needs to be modified for ER networks is the analysis of the number of required subset sum approx-
imation problems p. As explained before, the main idea of the construction is to create p; copies of each target neuron
in target Layer [ in Layer [ of the LT. These copies serve then multiple subset sum approximations to approximate the
target neurons in the next layer in a similar way as the univariate blocks of the first layer. This, however, increases the
total number of subset sum approximation problems p that need to be solved and that influence the probability with which
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we can solve all of them. Using a union bound, we can spend d/p on every approximation with a modified p for ER
networks. Similar to (Burkholz, 2022b), we can derive a lower bound on p; in the subsequent layers, so that the subset sum
approximation is feasible for every parameter of layer [ when the block size B is

1 a
B2 gt/ —p) ( 6)

p

so that with an appropriately chosen constant C' we have

c 1
B2 ey —py) ' (min 7 e’}>

P
so that it follows in total that

nr

7 1
"5t 2 Ol — pr)) 8 (min{ﬁz-5/l)})

The remaining objective is to find a p > p’ = Zlf‘:l p;, where p’ is the factor of increased subset sum approximation
problems required to approximate L target layers with an ER source network and p; counts the number of parameters in
each LT layer.

Following Burkholz (2022b)’s method to identify p, we start with the last layer. The number p;, of subset sum approx-
imation problems that have to be solved to approximate the last layer determines the number of neurons required in the
previous layer. This in turn determines the required number of neurons in the layer before it, etc. The last layer re-

quires to solve exactly p}; = np ny 1 subset sum problems which can be solved with sufficiently high probability
Cnr,p—1

log(1/(1-pL))

sets of the target parameters in the last layer, we can bound p} _; < mg%ﬁ log(1/ min{er,,d/p'}). Repeat-

if ngrp—1 > log(1/ min{er,d/p'}). As we would need maximally mlog(l/min{q,é/;}’})

ing the same argument for every layer, we derive p; < bg(u((liji%ﬂ)) log(1/ min{e;y1,8/p'}). In total, we find that

L L : . p s
p=p < lelbg(l/(cliN_lml))log(l/mm{elH,é/p’}) < log(l/(lc_#lpmlog(l/mm{mml €1,0/p}). Here,

N; =nrny,—1 and Ny = >, N;. A p that fulfills p > bg(l/(f_—Nm,m)) log(1/ min{e;;1,d/p}) will be sufficient. It is
CNItY

easy to see that p = 7oy log(1/ min{min; ¢, §}) for any v > 0 fulfills our requirement.

We have thus shown the existence of SLT's in ER networks following similar ideas as the proof of Theorem 5.2 by Burkholz
(2022b). Thus, our construction would also apply to more general activation functions than ReLUs. Note that we could
also follow the proof strategy of Pensia et al. (2020) to show the existence of strong lottery tickets in ER networks. The
key difference between the proofs of Burkholz (2022b) and Pensia et al. (2020) is how the subset sum base is created to
approximate a target parameter. Pensia et al. (2020) use two layers for every layer in the target and create a basis set to
approximate every target weight while Burkholz (2022b) go one step further and create multiple subset sum approximations
of every target weight to avoid the two layer construction. In both these cases, the underlying subset sum approximation
can be modified as shown above for ER networks and the same proof strategy as (Burkholz, 2022b) or (Pensia et al., 2020)
can be followed. Similarly, we could also extend our proofs to convolutional and residual architectures (Burkholz, 2022a).

A.3. Representing a Single Hidden Layer Target Network with a Two Layer ER network

Theorem A.3 (Single Hidden Layer Target Construction). Assume that a single hidden-layer fully-connected target net-
work fp(x) = WT(Z)d)(W}l)m + b(Tl)) + %, an allowed failure probability 6 € (0,1), source densities p and a 2-layer
ER source network fg € ER(p) with widths ng o = qod,ns,1 = ¢inr,1,N8,2 = goNr,2 are given. If

qo = ! log <2mT,1q1>
~ log(1/(1 —p1)) d ’
]. 2mT_2>
> = jog (T2 pndgo =1
= Tog(1/(1— p2) g( 5 &

then with probability 1 — §, the random source network fs contains a subnetwork Sp such that fs(x, W - Sp) = fr.
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Proof of Theorem 2.1 A two hidden layer network can approximate a single hidden layer target network as explained in
Section 2.1. (qo, g1, g2) are the overparametrization factors in each layer in the source network which ensure that we can
find the links that we need in the ER network. Why would we need any form of overparametrization? Different from the
SLT construction, we do not need to employ multiple parameters to approximate a single parameter and thus do not use any
subset sum approximation. We choose the weights in the ER network such that they are exactly the corresponding weights
of the target network. Yet, we still need to prove that we can find all required nonzero entries in our mask. To increase the
probability that a target link exists, we also create multiple copies of input neurons. As in the SLT construction, we prune
the neurons in first layer to univariate neurons and choose the bias large enough so that the ReLU acts essentially as an
identity function. pg > 0 can thus be arbitrary, as long as flow is preserved. Note that g» = 1, as the output neurons for the
source and target should be identical n7 o = ng 2. The last layer (output layer) in the target contain nr » neurons and the
penultimate layer n7 ;. In the source network, we create g; copies of each neuron in the second layer of the target network
such that ng; = g1 X ng,;. Our goal is to bound the width of Layer 1 in the ER network such that there is at least one
nonzero edge in the ER network for every nonzero target weight. To lower bound ¢;, each nonzero weight wg 2 ; must have
at least one nonzero weight (edge) in the source network with sufficiently high probability, i.e., every neuron in the output
layer ng 2 must have a nonzero edge to every block in the previous layer ng ; as explained in Figure 4. The probability
that at least one such edge exists for each output neuron is given as (1 — (1 — pg)%)™"2,

Similarly, we can compute the probability that each neuron in the second layer of the source ng, ; has at least one nonzero
edge to to each of the univariate blocks in the first layer as (1 — (1 — p1)%)™7**?" " Since each layer construction is
independent from the other, the above probabilities can be multiplied to obtain the probability that we can represent the
entire target network as

2
[[a-@-p)e—r)mr>1-5
=0

One way to fulfill the above inequality is to split the error between the two product terms,

=

(1= (1=p))™)™ ™ > (1-8)% and (1— (1 - pp)™)""2% > (1-4)*

Both equations above are satisfied with 1 — (1 — p2)?* > (1 - meQqZ) and 1 — (1 —p;)% > (1 — Qmjuh)' We can

now solve for ¢;,7 € {0,1}
1 2mr 1Q1)
> lo :
© = log(1/(1—p1) g( 5

and

since ¢ = 1

> 1 lo (QmTyg)
M= 1og(/0—p2)) 2\ 0 )

After having identified a representative link in the source ER network for each target weight, we next define the weights
and biases for the source ER network. Each representative link in the ER source network is assigned the weight of its
corresponding target. For the first layer in the source network, which is an univariate construction of the input, the weights
are defined as w(S?z ; = 1 and the bias is large enough so that all relevant inputs pass through the ReLU activation function

as if it was the identity:
wy ), =1Vj € {1,2,..d} andi € {1,2,..,ns0},

0) _ —ai if(ll S 0 .
bg; = { 0 ifa, >0 forevery i € {1,2,..,ng0}.

Recall that a; is defined as the lower bound of each input input component x. We compensate for this additional bias in

the last layer. Now for the second layer, every weight w(T1 ) in the target network is assigned to one of the nonzero mask
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entries in the ER source network that lead to the corresponding input block j and output block :. The remaining extra
weights in the source are set to zero.

ws )i = wy i € {qri,qui+ 1, qui + @1} and §' € {qog, qoj + 1, ., g0 + o}
for one pair of i’, j/. The remaining connections between ¢’ and block j can be pruned away, i.e., masked or set to zero.
The bias of the second layer can be chosen so that it compensates for the extra bias added in the univariate construction of
the first layer:

Vi/E{l nSl}b ’_sz szb

A.4. Representing a target network of depth L with ER networks

Extending our insight from the 2-layer construction of the source network in the previous section, we provide a general
result for a target network fr of depth L and ER source networks with different layerwise sparsity ratios p;. While we
could approximate each target layer separately with two ER source layers, we instead present a construction that requires
only one additional layer so that Ly = L 4 1. This is in line with the approach used by Burkholz (2022b;a) for SLTs.
But we have to solve two extra challenges. (a) We need to ensure that a sufficient number of neurons are connected to the
previous layer with nonzero edges. (b) We have to show that the required number of potential matches for target neurons
q; does not explode for an increasing number of layers. In fact it only scales logarithmically in the relevant variables.

Theorem A.4 (ER networks can represent L-layer target networks.). Given a fully-connected target network fr of depth
L, ¢ € (0,1), source densities p and a L + 1-layer ER source network fs € ER(p) with widths ngo = qod and
ns; = qnr,,l € {1,2,.., L}, where

1 LmTl+1Ql+1>
Q> log( :
log(1/(1 = pi41)) Y
forl € {0,1,..,.L —1}and q, = 1,

then with probability 1 — § the random source network fg contains a subnetwork Sp such that fs(x, W - Sp) = fr.

Proof: Again we follow the same procedure of finding the smallest width for every layer in the source network such that
there is at least one connecting edge between a target neuron copy and one of the copies in the previous layer. Repeating
this argument for every layer starting from the output layer in reverse order gives us the lower bound on the factor g; in
every layer [ € {0,1,.., L}. We choose the weights of the sparse ER network such that for every target parameter there is
at least one nonzero (unmasked) parameter in the source which exactly learns the required value.

We now construct a source network fs(x) that contains a random subnetwork which replicates fr(a) with probability
1—0. As explained in Section A.3, we first construct an univariate layer (with index [ = 0) in the source network assuming
flow preservation.

Next, we calculate the overparametrization factor required for every layer in the source network using the same argument
as A.3 starting from the last layer and working our way backwards. The last output layer has the same number of neurons
in both the source and the target, ng,;, = nr, . Hence, the required width overparametrization factor is g;, = 1. In every
intermediary layer, we create blocks of neurons that consist of g; replicates of the same target neuron. How large should ¢;
be? In the second to last layer, the probability that each neuron in the output layer has at least one edge to each of the qr, 1
blocks in Layer L — 1is (1 — (1 — py,)£—1)™7.L9L 'We can similarly compute this probability for every layer all the way
to the input in the source network which ensures that there is at least one edge between a neuron in every layer and each
of the ¢;_1 blocks in the previous layer. The probability that Layer [ can be constructed is thus (1 — (1 — p;)%-1)™7.04r,
These events are independent and should hold simultaneously with probability 1 — §. The following inequality formalizes
our argument

L
[[Ta-@a-pyz-r)mr>1-5
=1

One way to fulfill the above equation would be to ensure that

(1= (1= p)t)" " > (1-5)"*
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for each layer and thus

(1—(1=p)1)>(1— 5)1/(mT,zqu)

This inequality is fulfilled if

]

1-(1-p)rr1>1- —2
( ) myq L

Solving for ¢;— leads to

Q-1 >

)
log (mT,quL> 1 ] (LmT,lq1>

log(l—p)  log(1/(l—p)) °\ 3

We can thus compute the required width overparametrization for every layer starting from the last one, where we know
qr, = 1. Note, that ¢; depends on the logarithm of ¢;4; of the next layer, which ensures that ¢; does not blow up as depth
increases.

After making sure that the required edges exist in the ER network to represent every target weight, we still have to derive
concrete parameter choices. It follows then that these choices of weights can be chosen, assuming they are a result of
training the network. Similar to the single hidden layer case, each representative link in the ER source network is assigned
the weight of its corresponding target and the weights in the first univariate layer are set to 1. The biases in the univariate
layer are chosen so that all the inputs pass through the ReLU activation. The biases in the next layer compensate for the
additional biases in the first layer.

wd) =1Vj € {1,2,...d} and i € {1,2,..,ns0},

_ 1 <
p© _ { ar ifa; <0, foreveryi € {1,2,...,ns,0}.

84710 ifa; >0

For the subsequent layers in the source network [ € {1,2,.., L} the weights are wg)z/ = wg)l ;» Where j' is randomly
chosen among all the non-masked connections of ¢’ to block j and j' € {q—1j,q1-15 + 1,..,q1—17 + q—1} and &’ €
{@i,qii +1,..,qi + q; }. The remaining connections between block j and i’ can be pruned away or the weight parameters

set to zero. The biases are set to the corresponding target bias for layers [ € {2, .., L}

)

3T

vi' € {qui, qui + 1, oqi + ai} 0Y), =0
but the second layer [ = 1 has an additional term to compensate for the bias in the first (univariate) layer:

Vi' e {qii,qii + 1, .., qii + qi} b(Sl’Z, = b(Tl)Z - w(Tlgjb(S(g.

A.5. ER networks for Convolutional Layers

We can also extend our analysis to ER networks with convolutional layers, where the number of channels need to be
overparameterized by a factor of 1/log(1/sparsity).

Theorem A.5 (ER networks can represent L layer convolutional target networks). Given a target network fr of depth L
with convolutional layers h(Tl?i =Y W:ﬁlzj * :cgé-fl) + b(Tl?i, Wr € Raxa-1xk 5 € (0,1), a source density p and
a L + 1-layer ER source network fs € ER(p) with convolutional layers hg’)i = Z;’;f Wélz * :l:gfl) + bg.)w Ws €
Racixci-1%Xkt ywhepe ’

1 Lmrii1qi41
Q> log ( :
log(1/(1 = pi41)) Y
forl€{0,1,..,.L —1}and q, = 1,

then with probability 1 — § the random source network fg contains a subnetwork Sp such that fs(x, W - Sp) = fr.
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Proof: Similarly as in case of fully-connected ER source networks, we create ¢; copies of every output channel of the
target ¢; in the source. Each channel copy in the source is assigned the weight of the corresponding target channel.
Note that any tensor entry that leads to the same block is sufficient, since the convolution is a bi-linear operation so that

Yier, Winj x @i = (Zi,eh W,;/;) * x;. Specifically, dier, Wélz/J can represent a target element wl)

Tije If atleast one

weight wg)i, je 1s nonzero.

The linearity of convolutions allows us to construct a target filter by combining elements that are scattered between different
input channels in the ER source network as shown in Figure 5. Using the same argument as the fully connected layer case,
we bound the probability that at least one of the g; channels of every filter element in a convolutional weight tensor has a
non-masked entry to a channel in the next layer. As for fully-connected networks, we can create blocks of channels that

correspond to replicates of the same target channel. The first layer can be pruned down to univariate convolutional filters.
The probability that each layer can thus be reconstructed in the convolutional network can be bounded as:

(1= (1= py) )™ = (1 - 6)!/"

Note that for convolutional weights, mr; is the number of nonzero parameters in W%l) € Rexa-1xki_ The following
width overparametrization of the output channels in a convolutional network

)

log (mT,leL) . 1 log (LmTqul)
log(1—p)  log(1/(1—pi)) o

allows an ER network to represent the target with probability 1 — 4.

Q-1 =

The weights in the convolutional network can now be chosen as:

l I . . .
w(S,)i/j/k = w(T?ijk, forevery i’ € {qi,qi + 1, ..,qii + qi},

where j' € {q;—1j,q1-15+ 1, ..,q1—17 + qi—1 } is chosen randomly among all non-masked connections of ¢’ to block j and
the remaining connections are pruned away or set to zero. The biases are set as in the proof of Theorem 2.2.

W

CT,1-1 £ Wl K
-, e L
Wz(f) Ya
l
(a) Wé | (&)

Figure 5. Construction of a convolutional target in an ER network: For every output channel cr; in the target convolutional weight

tensor W}l), we create ¢; copies in the source weight tensor Ws(l) as shown on the left (a). The width overparametrization is further
elucidated in (b) where each filter element of a target output filter has g, independent copies in the source, at least one of which is
nonzero (unmasked). Coloured squares in (b) show the nonzero parameters in the source ER network.

A.6. Lower Bound on the Overparametrization of ER networks

Our theoretical analysis suggests that ER networks require a width overparametrization by a factor of log(1/sparsity) to
approximate an arbitrary target. We also show that we cannot do substantially better than a width that is proportional to

log(1/sparsity).
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Target Network Source Network

ns1

Figure 6. Lower bound of width of an ER source network shown on the right required to represent the target network on the left. The
solid edges in the source on the right are the nonzero (unmasked) edges while the dotted lines are masked away in an ER source network.

Theorem A.6 (Lower bound on overparametrization in ER networks). There exist univariate target networks fr(x) =
¢(wkx + br) that cannot be represented by a random 1-hidden-layer ER source network fs € ER(p) with probability at

least 1 — 0, if its width is ng < 1og(1/1(1—p)) log (1_(1i5)1/d)~

Proof: The main idea is to find the minimum width of a single hidden layer network E'R(p) which can approximate a single
output target f7(x) = ¢(wkx + br). This minimum would be achieved when every target weight in w1 is approximated
by exactly one path in the ER network from the input to the output (through the hidden layer). We derive the probability
that for every weight in the target, there is at least one non-masked path in the ER source that can represent this weight as
shown in Figure 6. Bounding this probability will give us a lower bound on the minimum width required in the ER network
to be able to represent the target network. There are ng ; paths from an input neuron to an output neuron in the source
network and the probability that each of this path exists is p?, independently for each path, since both the input and output
links in the path must be nonzero and each edge exists independently. Starting from the first input neuron, the probability
that there is at least one path from input x; to the output is (1 —(1- p2)”s»1). The paths exist independelty from each
other if they start in different input neurons. Thus, the probability that we can represent an arbitrary target neuron with d

input neurons is (1 — (1 —p?)ns vl)d. In order to find the minimum width required, we lower bound this probability as:

(1—(1-p)s)'>1-5

Solving this inequality for ng ; proves the statement, since we would need

1 1 1 1
S e V() ((1 (- 6)%)) Z log(1/(1_p)) *® ((1 —(1i- 6)%) '

A.7. Experimental Setup

We conduct our experiments with two datasets built for image classification tasks: CIFAR10 and CIFAR100 (Krizhevsky
et al., 2009). Experiments on Tiny Imagenet (Russakovsky et al., 2015b) are reported in Appendix A.13. We train two
popular architectures, VGG16 (Simonyan & Zisserman, 2015) and ResNet18 (He et al., 2016), to classify images in the
CIFARI10 dataset. On the larger CIFAR100 dataset, we use VGG19 and ResNet50. Our code builds on the work of (Liu
et al., 2021; Tanaka et al., 2020; Kusupati et al., 2020) and is available at https://github.com/RelationalML/
sparse_to_sparse. All our experiments were run with 4 Nvidia A100 GPUs.

Random Pruning. Each model is trained using Stochastic Gradient Descent (SGD) with learning rate 0.1 and momentum
0.9 with weight decay 0.0005 and batch size 128. We use the same hyperparameters as (Ma et al., 2021) and train every
model for 160 epochs. We repeat all our experiments over three runs and report averages and standard 0.95-confidence
intervals, which can be found in the appendix due to space constraints.
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Strong Lottery Tickets. For experiments on strong lottery tickets using edge popup, we use an iterative version of edge
popup as described in (Fischer & Burkholz, 2022). We initialize a sparse network and anneal the sparsity iteratively while
keeping the mask fixed. For the ResNetl18 we use a learning rate of 0.1 and anneal in 5 levels and 100 epochs for each
level. The batch size is 128 and we use SGD with momentum 0.9 and weight decay 0.0005. We report performances after
one run for each of these experiments due to limited computation.

Dynamic Sparse Training. In the DST experiments, we use the same setup as random pruning, and modify the mask
every 100 iterations. For sparse to sparse training with DST, we us weight magnitude as importance score for pruning
(with prune rate 0.5) and gradient for growth.

Sparse to Sparse Training. For the baseline IMP, we prune the network by removing 20% parameters in every cycle and
training for 150 epochs in each cycle with a learning rate 0.1 and a cosine LR schedule that anneals the learning rate to
0.01. We follow the same procedure while training an ER network.

For continuous sparsification with STR, we use the code provided by the authors (Kusupati et al., 2020) and the same
hyperparameters for both ResNet18 and ResNet50 with sInit_value= —200 and modify the weight decay parameter
as per the target sparsity. 0.0005 for target sparsity 0.96 and 0.001 for target sparsity 0.995.

A.8. Additional expriments on CIFAR10/100 for Performance of Random Pruning

Along with VGG we report results for different layerwise sparsity ratios for ResNets. We use a ResNet 18 for CIFAR10
and a ResNet 50 for CIFAR100.

Sparsity ‘ Pyramidal Balanced Uniform ERK

0.9 94.17£0.1 93.97+0.13 92.85+0.2 93.96+0.19
0.99 90.83+0.3 90.724+0.3 84.7+0.2 89.04 +0.21
0.995 | 88.574+0.12 88.32+0.3 T72+1 85.8 £0.16
0.999 10+0 70.69 £ 0.6 3531+4 61.36£0.24

Sparsity |  Snip (ER) Synflow (ER)  IMP (ER)

0.9 94.254+0.3 93.95+0.13 93.36 £0.2
0.99 90.33£0.04 91.34£0.27 86.43+04
0.995 87.72+£0.14 88.64+£0.14 81.240.16
0.999 10£0 71.92+0.28 50.46+1.4

Table 8. ER networks with different layerwise sparsities on CIFAR10 with ResNetI8.

Sparsity |  Pyramidal Balanced Uniform ERK Snip (ER)

0.5 78.09 £ 0.64 76.98+0.55 78.12+0.33 77.63+0.52 78.02+0.43
0.8 78.44 +0.41  76.59 +0.33 T1.TT£043  T77.08+0.44 76.21£0.77
0.9 76.66 =0.01  75.37 +£0.77 75.94+£0.27 76.02+£0.62 76.35+£0.32
0.99 65.44+1.2 67.97 + 0.23 55.52+ 2.5 65.52 + 0.3 1+0

Table 9. ER networks with different layerwise sparsities on CIFAR100 with ResNet50.
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Sparsity |  Pyramidal Balanced Uniform ERK

0.9 92.92+0.31 93.224+0.28 91.31£03 92.724+0.46
0.99 90.41 +0.03 89.31+0.1 82.68+0.21 87.81+0.38
0.995 87.76+0.13 85.924+0.4 73.69+0.64 84.53+£0.2
0.999 10£0 68.68 14.24 59.22 +2.6

Sparsity ‘ Snip (ER) Synflow (ER) IMP (ER)

0.9 93.23+0.2 914+0.11 90.05+0.3
0.99 26.32+28  86.55£0.26 90.15£0.05
0.995 10£0 84.03 £ 0.06 79.02 £ 8
0.999 10£0 63.81 £1 10£0

Table 10. ER networks with different layerwise sparsities on CIFARIO with VGG16. We compare our layerwise sparsity ratios balanced
and pyramidal with the uniform baseline, ERK and ER networks with layerwise sparsitiy ratios obtained by IMP, Iterative Synflow and

Snip.

Sparsity | Pyramidal Balanced Uniform ERK

0.5 73.63+0.1 73.92+0.23 72.77+£0.01 73.58+0.18
0.8 73.66+043 73.51£0.25 71.39+£0.07 72.82+0.36
0.9 72.73£0.5 72.49+043 69.06£0.35 71.9£0.06
0.99 60.05+3.2 65.33+£0.35 55.79+£0.22 63.83+£0.41

Sparsity ‘ Snip (ER) Synflow (ER) IMP (ER)

0.5 73.75 £ 0.57 72.6 £ 0.6 71.03+£0.4
0.8 74.01 £0.02 71.56+0.33 68.09+0.14
0.9 73.05+0.24 70.84+0.31 62.97 £ 0.7
0.99 1+0 62.62 +0.12 1+0

Table 11. ER networks with different layerwise sparsities on CIFAR100 with VGG19. We compare our layerwise sparsity ratios balanced
and pyramidal with the uniform baseline, ERK and ER networks with layerwise sparsitiy ratios obtained by IMP, Iterative Synflow and

Snip.

A.9. Dense Training Baselines on CIFAR10
For reference, we provide the baselines of STR and IMP on CIFAR10 with a ResNet 18 starting from a dense network to
achieve the target sparsity in Tables 13, 12.
Final Sparsity ‘ 0.9 0.99
Balanced ‘ 93.38+0.12 91.39+0.4

Table 12. IMP baseline on CIFARIO for ResNetl8.

Final Sparsity | 0.9 0.993
Balanced | 94.66 £0.09 90.95 + 0.08

Table 13. STR baseline on CIFARIO0 for ResNetI8.

A.10. Sparse to Sparse Training

We provide additional experiments for Sparse to Sparse training with a ResNet50 on CIFAR100 in Table 16. We also report
the confidence intervals for the results in the main paper in Table 3, 4.
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Initial Sparsity | 0.7 0.7 0.8 0.9
Final Sparsity ‘ 0.96 0.997 0.997 0.998
Balanced 94.114+0.07 90.7+0.25 90.28+0.08 89.47+0.2
Pyramidal 94.18+£0.12  90.1+£0.2  89.52+0.18 88.87+0.34
ERK 94.33+0.28 90.12+0.2  89.514+0.12 88.25+0.19
Uniform 93.744+0.16 88.924+0.11 87.894+0.22 86.07 +0.36
STR (ER) 93.894+0.19 89.314+0.53 87.874+0.19 85.86 4 0.61

Table 14. Sparse to sparse training with Soft Threshold Reparametrization in ER networks: Results on a ResNet18 trained on CIFAR10.

Initial Sparsity ‘ 0.7 0.7 0.8 0.9
Final Sparsity ‘ 0.9 0.99 0.93 0.97
Balanced 93.54 £0.12 90.72 £ 0.02 93.14 £0.22  91.89 £0.19
Pyramidal 93.65 £0.04 92.23+0.0.36 93.24+0.1 92.23 +£0.4
ERK 93.5 +0.01 90.95 £ 0.12 93.57+0.53 93.21+0.23
Uniform 93.18 £ 0.005 90.15 £ 0.03 92.62£0.07 9041 £0.24

Table 15. Sparse to sparse training with Iterative Magnitude Pruning in ER networks: Results on a ResNet18 trained on CIFAR10.

Initial Sparsity | 0.7
Final Sparsity ‘ 0.995
Balanced 67.29 +0.13
Pyramidal 67.88 +0.34
ERK 67.67 £0.45
Uniform 66.51 +0.4
STR (ER) 66.8 + 0.61

Table 16. Sparse to sparse training with Soft Threshold Reparametrization in ER networks: Results on a ResNet50 trained on CIFAR100.

A.11. Additional experiments for Strong Lottery Tickets in ER networks

To show experimentally that ER networks can contain SLTs, we use edge popup (Ramanujan et al., 2020) to search for
SLTs in ER ResNetl8. We gradually anneal the sparsity of the ER network with 5 levels as proposed by (Fischer &
Burkholz, 2022). The results starting from ER networks with different initial sparsities are presented in Table 18. The
confidence intervals of Table 5 are reported in Table 17. As a reference, we also report baseline results for dense networks
in Table 19.

Initial Sparsity | 0.7 0.5 0.8 0.5
Final Sparsity ‘ 0.9 0.95 0.95 0.99
Uniform 88+ 0.3 87.8+0.3 88.1+0.1 87.9+0.1

Balanced 88.06 £0.13 87.93+0.38 87.86=*£0.18 87.93+0.14
Pyramidal 87.73+0.24 88.02+0.03 87.95+0.14 87.97+0.12
ERK 88.04 £0.13 87.76 £ 0.2 88.02+0.2 87.85+£0.11

Table 17. ER networks for Strong Lottery Tickets: Average results and 0.95 standard confidence intervals for training an ER ResNet18

network with edge popup (Ramanujan et al., 2020) on CIFAR10 across three runs. The ER network is gradually annealed to attain a SLT
of the final sparsity (initial — final sparsity). Note that the first column serves as a baseline i.e. starting from a dense network.
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Sparsity | 05—08 | 05—09  0.7—0.9
Test Acc. | 87.834+0.25 | 88.12+0.29 87.95+£0.25

Sparsity | 0.5—0.95  0.8—0.95 | 0.5—0.99
Test Acc. | 87.78 £0.33  88.07£0.06 | 87.94 +0.14

Table 18. ER networks for SLTs and different final sparsities: Average results on training an ER ResNet18 network with edge popup
(Ramanujan et al., 2020) on CIFAR10. The ER network is initialized with a uniform initial sparsity, which is gradually annealed to
attain a SLT of the final sparsity (initial — final sparsity). Baseline results for initially dense networks are reported in Table 19.

Final Sparsity | 0 — 0.8 0—09 0-0.95 0 — 0.99
Test Acc. | 87.79+0.1 87.86+0.2 88+0.3 87.740.56

Table 19. Baseline for edge popup with ResNet18 on CIFARIO: The results for finding a SLT using edge popup starting from a dense
network are shown. Our ER results starting from a sparse network are comparable to these baseline results which validates the efficiency
of ER networks.

Additional experiments for ER VGG16 on CIFAR10 are shown in Table 20 with baseline results in Table 21 for ER
networks with uniform sparsity.

Sparsity | 0.5—08 0509 05095 0.5 0.99
Test Acc. | 88.03+0.26 88.31+£0.29 88.06+0.35 88.12+0.2

Table 20. ER networks for Strong Lottery Tickets: SLTs in VGG16 ER networks on CIFAR10. The ER network is initialized with a
uniform initial sparsity and gradually annealed to attain a SLT of the final sparsity (initial — final sparsity).

Final Sparsity ‘ 0—08 0—0.9 0—0.95 0—0.99
Test Acc. \ 88.2+0.15 88.38+0.14 88.16+£0.21 88.14+0.35

Table 21. Baseline for edge popup with VGG16 on CIFAR10: Baseline results of Edge Popup to obtain SLTs on CIFAR10 with VGG16.

A.11.1. SLTs IN ER NETWORKS FOR RESNET110 oN CIFAR100

We find SLTs within ER networks using the Edge Popup algorithm for a larger Resnet]1 10 model as well, as reported in
Table 22, for ER networks starting with uniform sparsity.

Sparsity
\ 0—0.9 0.5—0.9 0.7—0.9
Test Acc. \ 61.91+0.13 61.76 +£0.53 61.78 £0.61

ER Method ‘

Table 22. Edge popup (SLTs) results on ER networks with uniform sparsity of Resnet1 10 on CIFAR100. Results are reported for one
run due to limited compute.

A.12. Scalability of Random Pruning with Resnet110 on CIFAR100

To showcase the scaleability of the suggested algorithms, we additionally report experiments for a larger model, i.e.,
Resnet110.
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A.12.1. ER NETWORKS FOR RANDOM PRUNING

We report results for different layerwise sparsities in Table 23. As a reference we also report results on pruning with a
baseline algorithm Iterative Magnitude Pruning in Table 24. We also conducted experiments with an Iterative Synflow
algorithm Tanaka et al. (2020) to prune a Resnet110 but the algorithm fails for such a large model.

‘ Sparsity
| 0.5 0.8 0.9 0.95

Balanced (ours) 70.37 = 0.59 67.88 +1.01 67.31 £0.33 63.80 £ 0.09
Pyramidal (ours) | 71.16 £0.22  69.56 +0.31 63.23 £1.29 52.37 £ 0.51

ER Method

ERK 70.76 £0.82 69.96+0.58 68.14+0.34 64.92+0.31
Uniform 70.86 £0.70  69.41 £0.27  66.32 £ 0.42 61.31 £0.02
ER Snip 69.14+0.46  69.12+0.65 65.82£0.28 60.15£0.34

Table 23. Results for random pruning on CIFAR100 with ResNet110. Results are average and standard deviation reported across three
runs.

Iterative Magnitude Pruning ‘SLSIW
| 05 09
Test Acc. ‘ 65.46 64.77

Table 24. Results on CIFAR100 with Resnet110 pruning with the iterative magnitude pruning (IMP) algorithm for reference. Only one
run of IMP was performed for each of these sparsities.

A.13. Experiments on Random Pruning with Tiny Imagenet

We also report experiments with different layerwise sparsity ratios in ER networks for the Tiny Imagenet dataset. We use a
VGGI19 and a ResNet20 and show that our proposed layerwise sparsity methods for ER networks are competetive for this
dataset. Note that we use the validation set provided by the creators of Tiny Imagenet (Russakovsky et al., 2015b) as a test
set to measure the generalization performance of our trained models.

See Table 25 and 26.
‘ Sparsity
| 0.5 0.8 0.9 0.99

Balanced (ours) 58.40 + 0.39 57.95 + 0.42 57.47+0.64 50.724+0.15
Pyramidal (ours) | 58.92 £0.12 5846+ 0.15 58.08+£0.05 41.06+0.28

ER Method

ERK 58.66 £0.63  5839£0.15 57.24+0.12  50.52+0.50
Uniform 58.67 £0.27  57.61+0.36 5496082  44.78 £1.14
ER Snip 58.66 £0.29 58.65+0.29 57.75£0.18 0.5

Table 25. Results for ER networks on Tiny Imagenet with VGG19

‘ Sparsity
| 0.5 0.8 0.9 0.99

Balanced (ours) 46.92 £ 0.38 39.25 £ 0.57 31.62 £ 0.49 9.34 £0.46
Pyramidal (ours) | 48.24 +0.01 39.31 £0.17 25.15 £ 0.08 1.66 +£0.13

ER Method

ERK 50.36 £+ 0.47 44.73+0.64 36.81+0.32 10.52+0.05
Uniform 48.49+0.47 41.84+0.38  32.87+£0.15 8.70£1.14
ER Snip 50.28 £0.50  44.65+£0.47 36.92+0.20 7.36 £ 1.81

Table 26. Results for ER networks on Tiny Imagenet with ResNet20
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A.14. Dynamic Sparse Training on ER networks

Sparsity 0.99 Sparsity 0.995
ER Method  Original Rewired Original Rewired
ERK 87.81 £0.39 90.78 £0.14 84.53 +£0.20 88.28 £0.52

Balanced 89.31 £0.11 91.41 +£0.43 85.91 +0.40 89.30 £0.03
Pyramidal  90.41 £0.03 91.97+0.08 87.76+0.13 90.61+0.15

Sparsity 0.999

ER Method Original Rewired
ERK 59.22 + 2.57 74.12+1.16
Balanced 68.68 - 0.44 78.90+0.64
Pyramidal 10£0 9.83 £0.28

Table 27. ER networks rewired with DST: An ER(p) VGG16 network with sparsity = 1 — p is initialized and the mask is modified by
rewiring edges with RiGL on CIFAR10.

In addition to the rewiring experiments shown in Table 2, we use Dynamical Sparse Training to prune an already sparse ER
network to a higher sparsity and see if this can achieve the same performance as performing DST starting from a denser
network. Similar experiments have been shown by (Liu et al., 2021.). However, we report results on ER networks starting
at much higher sparsities. Our results shown in Table 28 are able to match the performance of (Liu et al., 2021.) while
being more efficient as we start at a higher sparsity.

ER Method ‘ Sparsity

‘ 0.5 —0.99 0.9 — 0.99 0.95 — 0.99

Balanced (ours) 93.08 £ 0.01 92.75+0.25 92.70+0.10
Pyramidal (ours) | 93.13 +0.05 92.93+0.08 92.58 +0.21
ERK 92.94 £0.12 92.77 £ 0.01 92.47£0.11

Table 28. Sparse to sparse training with DST Final test accuracy for VGG16 on CIFAR10 is reported where the model is initialized with
an ER network of some initial sparsity and further pruned to a final sparsity (initial — final) while modifying the mask using the RiGL
(Evci et al., 2020) algorithm.

Notably, we observe that it is also possible to start at a sparsity of up to 0.95 and still achieve a competitive test accuracy,
only marginally worse than starting with a sparsity of 0.5.

A.15. Visualizing layerwise sparsities for ER networks

We report layerwise sparsity ratios for the proposed methods discussed in Section 3 in comparison to ERK and Uniform in
Table 7.

A.16. Additional Experiments on Diverse Datasets

To showcase the versatility of our insights, we present additional experiments on more diverse datasets with varying
application domains. This verifies the applicability of sparse to sparse training in a broad context.

ImageNet Experiments

Table 29) establishes that sparse to sparse training also works in the context of large scale data like ImageNet (Russakovsky
etal., 2015a), on which we train a sparse ResNet 50 using Iterative Magnitude Pruning. The sparse ER network is initialized
with a balanced layerwise sparsity ratio. We find that starting from an ER network of 50% sparsity, IMP is still able to find
an 80% sparse network without loss of performance.

Graph Convolutional Networks We show that random pruning can enable sparse training in Graph Convolutional
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Figure 7. Layerwise density for ResNetI8 trained on CIFARIO for results reported in Table 8, 14 for target sparsity 0.9 i.e. 10% of the
parameters are retained.
Initial Sparsity ‘ 0 (dense) 0.5
Final Sparsity ‘ 0.8 0.8
Accuracy | 7157  71.73

Table 29. Sparse to sparse training with IMP on ImageNet: Accuracy of a ResNet 50 trained on ImageNet. The sparsity ratios of the
initial ER network were chosen as balanced.

Networks (GCN)(Kipf & Welling) (see Table 30). We adapt the experimental setup and hyperparameters provided by
https://github.com/meliketoy/graph-cnn.pytorch. Each layer in the initial random GCN has uniform
sparsity. For each training cycle in IMP, we increase the sparsity by 10% till the target sparsity is achieved. Starting sparse
only marginally affects final performance.

Initial Sparsity | 0 (dense) 0.4
Final Sparsity ‘ 0.7 0.7
Accuracy ‘ 83.33 £0.007 81.9+0.005

Table 30. Sparse to sparse training with IMP on GCNs: We train a 2 layer GCN on a node classification task on the CORA(Sen et al.,
2008) dataset averaged across 10 runs. The dense 2 layer GCN achieves 82.57(40.005)% accuracy. The sparsity ratios of the initial ER
network are uniform.

Algorithmic Data

We test our theory for MLPs on algorithmic data which has been studied in the context of grokking on the Toy
Model described in Section 2 of Liu et al. (2022). The main task is to learn addition through symbols, for which we
adapt the original experimental setup (https://github.com/ejmichaud/grokking-squared/blob/main/
notebooks/erics—-implementation. ipynb) to employ sparse to sparse training (see Table 31). Each layer of
the MLP has uniform sparsity. We increase the sparsity by 10% in each training cycle till the target sparsity is achieved.
We observe that for each individual run, sparse to sparse training achieves the same performance as its dense to sparse
counterpart. We hypothesize that the toy model is heavily overparametrized and hence allows starting sparse. However,
each individual run is not consistent and can have a significantly different performance likely due to the quality of the
randomly sampled training data.

Tabular Data

Tabular data is often studied in the context of fairness (Ding et al., 2021), see also https://github.com/
socialfoundations/folktables. We use a four layer MLP with 256 hidden units for binary classication of
fairness (see Table 32). Each layer of the MLP has uniform sparsity. We train the model with the Adam (Kingma & Ba,
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Initial Sparsity | 0 (dense) 0.3
Final Sparsity ‘ 0.6 0.6
Accuracy | 8214 +3.57 82.14 4 3.57

Table 31. Sparse to sparse training on algorithmic data with IMP. We train a model to learn addition of two numbers symbolically as
described in Liu et al. (2022). The encoder and decoder of the model used in Liu et al. (2022) are initialized with uniform sparsity ratios
for sparse to sparse training. The average test accuracy and 0.95 confidence intervals are reported for 3 independent runs.

2015) optimizer and a learning rate of 0.01 for 20 epochs in each training cycle and increase the sparsity by 10% in each
training cycle till the target sparsity is achieved.

We find that starting sparse does not impact the final performance of the model.
Initial Sparsity ‘ 0 (dense) 0.5

Final Sparsity | 0.9 0.9
Uniform | 82.4+0.06 82.39 4 0.05

Table 32. Sparse to sparse training on tabular data with IMP. The average test accuracy and 0.95 confidence intervals are reported for 3

independent runs.
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