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ABSTRACT

Transformer-based detectors (DETRs) have attracted great attention due to their
sparse training paradigm and the removal of post-processing operations, but the
huge model can be computationally time-consuming and difficult to be deployed
in real-world applications. To tackle this problem, knowledge distillation (KD)
can be employed to compress the huge model by constructing a simple teacher-
student learning framework. Different from the traditional CNN detectors, where
the distillation targets can be naturally aligned through the feature map, DETR
regards object detection as a set prediction problem, leading to an unclear rela-
tionship between teacher and student during distillation. In this paper, we propose
DETRDistill, a novel knowledge distillation dedicated to DETR-families. We
first explore a sparse matching paradigm with progressive stage-by-stage instance
distillation. Considering the diverse attention mechanisms adopted in different
DETRs, we propose attention-agnostic feature distillation module to overcome
the ineffectiveness of conventional feature imitation. Finally, to fully leverage the
intermediate products from the teacher, we introduce teacher-assisted assignment
distillation, which greatly alleviates the instability of label assignment caused by
bipartite graph matching. Extensive experiments demonstrate that our distilla-
tion method achieves significant improvement on various competitive DETR ap-
proaches, without introducing extra consumption in the inference phase. To the
best of our knowledge, this is the first systematic study to explore a general distil-
lation method for DETR-style detectors.

1 INTRODUCTION

Object detection aims to locate and classify objects of predefined categories from images. Early
works usually employ convolutional neural networks (CNNs) and require post-processing proce-
dures such as non-maximum suppression (NMS). Recently, transformer-based works propose to
regard object detection as a set prediction task and train it end-to-end. DETR (Carion et al., 2020)
firstly applied transformer in the detection field and eliminates the need for such hand-crafted post-
process components in the CNN-based detector.

Although creating a novel paradigm of objection detection, it still suffers from low inference-speed
performance and slow training convergence. To alleviate the problems, Deformable DETR (Zhu
et al.,[2020) designs a sparse attention mechanism to speed up the inference procedure; Conditional
DETR (Meng et al.| 2021)) reconstructed object query to accelerate convergence to reduce the diffi-
culty of training. However, the inference speed of the neural network can still be limited mainly by
the model size. Generally, larger models can achieve higher performance but require more storage
and slow down the inference speed. How to balance the efficiency and performance of the model is
receiving increasing attention.

Knowledge distillation (Hinton et al.,[2015]) was first proposed and applied to decrease the complex-
ity of the model while retaining most of the performance in the image classification task. The soft
labels predicted by the teacher model provide similarity across categories (denoted as logits). With
this “dark knowledge” as extra supervision, the student model can greatly improve performance. Fit-
Net (Romero et al.|[2014) allows the student to imitate features from the image backbone, providing
supervision at an earlier stage. Most of the current distillation methods can be divided into logits-
level and feature-level, inspired by the two works mentioned above. Recent work has shown that
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imitating the whole feature equally is sub-optimal because of noise in the background. For exam-
ple, FGFI (Wang et al.| 2019) mimicked features within anchors near the ground truth (GT) boxes.
DeFeat (Guo et al., 2021) applied different weights to the foreground and background area when
imitating features. FGD (Yang et al., 2022a)) separated the foreground and background in Focal Dis-
till and imitated the relationship between pixels in Global Distill. LD (Zheng et al., [2022))operated
on the logits from predicting heads rather than deep features. Turning boxes regression into classi-
fication problem through GFL (Li et al.| 2020), and then make the student imitate the prediction of
teacher location distribution.

DETR-families is the most attractive detection paradigm at present, but there are many difficulties in
distilling knowledge on it. It’s worth noting that DETR regards object detection as a set prediction
problem, which means the instance predictions are sparse and unordered, making it difficult to align
the intermediate properties between the teacher and student models. In addition, CNN has a fixed
and regular receptive field, providing natural spatial correspondence for GT boxes and activated
features. Besides, various DETRs utilize different attention strategies on cross-attention, to get more
flexibility in sampling and aggregation of features from the backbone. Therefore, imitating features
using artificially designed partitioning strategies will even deteriorate the detection performance.

We address the above challenges by summing up the structural similarities of most DETRs while
minimizing the intervention of distillation components in the model itself. To this end, we pro-
pose DETRDistill, to greatly boost the distillation performance in three aspects. First, we establish
prediction matching between object queries with progressive stage-by-stage instance distillation to
gradually transfer useful knowledge to the student. Second, instead of the conventional imitation of
features, we regard the content query aggregated from each decoder layer for feature-level distilla-
tion, making it agnostic to a multifarious cross-attention mechanism. We shorten the distance be-
tween corresponding object features, and at the same time, monitor the relationship between queries.
Finally, to fully leverage the query embedding trained by the teacher model, we view them as addi-
tional training queries for the student to provide more samples, and also transfer the characteristics
of the teacher in an interactive process.

Extensive experiments on the MS COCO dataset prove the universality and effectiveness of our
method. DETRDistill achieves considerable gains on transformer-based detectors compared with
various state-of-the-art knowledge distillation methods. For instance, it obtains 2.4 mAP and 2.5
mAP improvements on two representative DETRs: AdaMixer (Gao et al., [2022)) and Deformable
DETR (Zhu et al.} 2020), respectively. We also provide more experiments with lightweight backbone
distillation, self distillation and other ablations to explore the effectiveness of our approach. To the
best of our knowledge, this is the first systematic study to explore a general distillation method for
DETR-style detectors.

2 RELATED WORK

2.1 VISION-BASED OBJECT DETECTORS

During the initial phase of object detection, two-stage detectors represented by Faster R-CNN (Ren
et al., 2015) have shown great performance. They usually use the region proposal network (RPN)
to select the foreground boxes, and then predict the specific categories and refine the box located in
the next stage. Later, one-stage detectors, which output classification and regression results directly
soon attracted the attention of researchers because of their simple structures and lower latency (Lin
et al.| [2017; [Tian et al., 2019} |[Zhang et al.| |2020; (Chen et al. |2021b). Some detectors analyze and
model the prediction results. For example, GFL (Li et al., 2020) transforms location regression into
classification. IoU-Net (Jiang et al.||2018)adds a branch to predict the IoU between the detected box
and matched GT boxes. The above diverse detectors have one thing in common: predicting results
by connecting several convolutional layers behind the backbone.

With the excellent performance of Transformer (Vaswani et al., 2017)) in natural language process-
ing, researchers have also started to explore the application of Transformer structure to visual tasks.
DETR was the first work to introduce the Transformer structure based on the attention mechanism
into the field of object detection. However, the DETR training process is extremely inefficient so
many follow-up works have attempted to accelerate convergence. One line of work tries to redesign
the attention mechanism. For example, Dai et al. (Zhu et al., [2020) proposed Deformable DETR,
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Figure 1: The overall architecture of our proposed DETRDistill, consists of a transformer-based
teacher detector with a large backbone, a congener detector with a lightweight backbone, and the
proposed distillation modules: (i) progressive instance distillation (ii) attention-agnostic feature dis-
tillation, and (iii) teacher-assisted assignment distillation.

which constructed a sparse attention mechanism by only interacting with the variable sampling point
features around the reference points. SMCA introduced Gaussian prior to limit
cross-attention. AdaMixer has designed a new adaptive adoption strategy without
an encoder. Another line of work rethought the meaning of the query. Meng et al.
visualized that it is ineffective for DETR to rely on content embedding in the cross-attention
to locate object extremity, and therefore proposed decoupling queries into content part and posi-
tion part. Anchor-DETR (Wang et all, 2022) directly treated the query’s 2D reference points as its
position embedding to guide attention. DAB-DETR 2022) introduced width and height
information besides location to the attention mechanism to model different scale objects.

2.2  KNOWLEDGE DISTILLATION IN OBJECT DETECTION

Knowledge distillation is a commonly used method for model compression. (Hinton et al., 2015))
first proposed this concept and applied it in the field of image classification. They argue that soft
labels output by the teacher contains “dark knowledge” of inter-category similarity compared to
the one-hot encoding, which contributes to the generalization of the model. Attention transfer
(Zagoruyko & Komodakis| [2016)) focused the distillation on the feature map and transferred knowl-
edge by narrowing the attention distribution of the teacher and student instead of distilling output
logits. FitNet (Romero et al.| 2014) proposed to mimic the intermediate-level hints of the teacher
model by hidden layers. (Chen et al., first applied knowledge distillation to solve the multi-
class object detection. thought that the background regions will introduce noise and
proposed to distill the regions sampled by RPN. DeFeat distilled the foreground
and background separately. FGD (Yang et al, [2022a)) imitated the teacher in terms of both focal
regions and global relations of features, respectively. LD (Zheng et al, [2022) extended soft-label
distillation to positional regression, causing the student to fit the teacher’s border prediction distri-
bution. MGD (Yang et al}, [2022b) used masked image modeling (MIM) to transform the imitation
task into a generation task.
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3 METHOD

In this section, we first review the basic architecture of DETR and then introduce the concrete im-
plementation of our proposed DETRDistill, which consists of three components: (i) progressive
instance learning (ii) attention-agnostic feature distillation, and (iii) teacher-assisted label distilla-
tion. Figure[T]illustrates the overall architecture of DETRDistill.

3.1 A REVIEW OF DETR

DETR is an end-to-end object detector that includes a CNN backbone, learnable query embeddings,
Transformer encoders and decoders. Given an image I € RHoxWox3 3 CNN backbone extracts its
spatial features and then Transformer encoders enhance the feature. With several updated features
F € RHWXd query embeddings Q € RN*? are fed into Transformer decoders to produce the
detection results, where d is the feature dimension, IV is the number of queries, and Hy, W, and H,
W denote the size of the image and the feature, respectively.

3.2 DETRDISTILL

3.2.1 PROGRESSIVE INSTANCE DISTILLATION

One of the most common strategies for knowledge distillation is to directly pass the predicted soft
labels of the teacher to the student model for learning. However, the sparsity of prediction results
and the instability of query’s predictions (Li et al.l 2022) make it difficult for DETRs to orderly
correspond the teacher’s results to the student’s predictions. To achieve this goal, we utilize the
Hungarian algorithm to solve the matching problem of the sparse predictions for the DETRs. For-
mally, let y” and y° denote the predicted outcomes from the teacher and the student respectively,
conforming to y7 = {yF 1M, and y5 = {y7}¥,. y! is composed of ¢! and b}, representing
category and location projections, respectively. Similarly, yf is composed of cf and bls . Due to the
nature of knowledge distillation, M is usually greater than or equal to N. Then we can search for a
permutation & between the outputs of the teacher and the student with the lowest cost:

N
o= arg min Z ‘Cmatch(y?;(i)a y;g)v (1)

i=1

Lonmatch 18 a pair-wise matching cost, which is defined as

‘Cmatch = Ecls(cZ(i); Cf) + £bbow (bZ('L)7 b;s); (2)

where L is the KL divergence loss and Ly, is @ mix combination of L; loss and GIoU loss.

However, the above strategy of transferring the teacher’s knowledge exclusively to the student may
be sub-optimal. Motivated by the learning curves (Yelle, [1979) and knowledge review mechanism
(Chen et al., |2021a), we argue that a person should learn different levels of knowledge at different
ages, and the correct direction of learning at the current phase is a guarantee of successful learning
at the next stage.

The process of knowledge distillation is analogous to the above situation, based on which we propose
progressive instance distillation. We hope that each stage of the student model acquires different lev-
els of knowledge, laying a solid foundation for smooth learning in the next stage. The decoder part
of DETR usually contains K stages () >1), and the prediction of the current stage is a refinement of
the previous stage. Thus we can regard each stage as a learning phase. Instead of taking the teacher’s
final prediction as a distillation target, we carefully align the outputs of the teacher and the student
at each stage, allowing the model to progressively learn different levels of knowledge, which greatly
eases the learning difficulty and improves better performance. Formally, let ¢Z* and b]* represent
the category and position of the k-th stage of the teacher respectively and c;* and b2* denote the
student ones. According to Equation [2| we can employ the outputs of the k-th stage of the teacher
and student to obtain the corresponding permutation o (7). Therefore, the distillation loss for the
k-th stage can be written as
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N
»Cstage,k - Z aﬁbce (CZ:C(Z)’ CiSk) + ﬁ‘cgiou (bzzc(l)v szk) + 'Y‘CLl(be(ly b;,gk)v (3)
=1

where Ly, is the binary cross entropy 10ss, Lgioq, is GIoU loss, L1, is L loss and o, 3 and vy are
reweighted factors. Finally, the total loss can be derived as

K
Epll = Z Estage,ka (4)
k=1

3.2.2 ATTENTION-AGNOSTIC FEATURE DISTILLATION

CNN-based detectors directly output prediction results by connecting multiple convolutional layers
to the features from the backbone. Since the convolutional network has a fixed square receptive
field, the features acquired by the detection head come from the uniform interpolation sampling
of the target area, which can be easily divided based on the GT boxes. The main operations of
the decoder in DETRs are self-attention and cross-attention. Self-attention is the interaction mode
between queries, which is often understood as a structure to prevent repeated prediction. Cross-
attention is the main manner to extract and aggregate the object information from features. Then the
refined features are calculated by:

M
MultiHeadAttn (¢, z) = Z W,

m=1

> Amr - W;n,xk] : (5)

kEQ

where ¢ € R? is the representation feature of the query. = means sampled feature set 2, from the
backbone or encoder and x, is the key element. m indexes the attention head, W, and W, are

learnable weights and A,,,q;, denotes attention weight between each query and key.

The difference between DETR variants mainly lies in the feature sampling strategy and the gener-
ation method of attention. Original DETR uses a redundant multi-head attention mechanism. By
calculating the attention based on cosine similarity between queries and each location of the fea-
ture map, the object feature with richer semantic information can be obtained after weighted fusion.
Deformable DETR proposed a learnable sampling method, which is similar to deformable convo-
lutional networks (Dai et al., 2017). It can adaptively sample sparse features near the reference
point without being limited by the fixed square area and generate attention weight through the neu-
ral network. AdaMixer’s Adaptive Mixing method allows sampling across feature layers in the
full image space. It is worth noting that this flexible sampling method is one of the greatest ad-
vantages of DETRs. However, this contradicts the previous way of decoupling distillation for the
square receptive field, that is, GT boxes are not aligned with the sampled feature by DETRs. The
foreground-background separation distillation of features through GT box mask will make perfor-
mance worse. The schematic diagram is shown in Figure 2] and our ablation Table [5|further verified
this conclusion.

Considering the diverse attention mechanisms, we do not design complex strategies to divide fea-
tures, but adapt to the attention of different DETRs and choose to bring the student and the teacher
closer in the query-based feature level after the cross-attention. Considering that there exists repre-
sentative divergence among different queries, we adopt a softer imitation loss, InfoNCE (He et al.,
2020) to regularize the similarity across query features:

exp (Q5(i) : qiT/T)

; (6)
Zj‘vzl exXp (QE@) : q]T/T)

['qffeature = - log

By pushing out the query features between unmatched pairs, we can also provide explicit supervision
to prevent repeated prediction. Moreover, considering that the one-to-one feature distillation is
incomplete and the instance relationship is indispensable, we adopt Euclidean distance to express
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Figure 2: Effect of foreground-background decoupling distillation on different detectors. The mid-
dle column shows that the GT boxes mask region is aligned with the CNN receptive field. The
flexible attention displayed on the right is more likely to use long-range features. For example, the
characteristics of the surfboard itself are not obvious. It turns to rely on the ocean background to
help speculate the foreground, but the GT box mask weight will affect attention in DETR.

the relationship information between ¢ in teacher and transfer it to the student with L1 Loss, similar

to GID (Dai et al.} 2021):

1 1

Eq—relation = Z L1 ( T HQzT - QJT} 29 17 G\ Q§(i) - qf(j)H ) 5 (7)
oot \eld) ¢(¢%) 2
1
) = Ty Y e -l ®)
(i,5)EN?
where N2 = {(i,5) | 1 <4,j < N} and the total loss is as follows:

Efeature = L:q—feature + Eq—relationa (9)

3.2.3 TEACHER-ASSISTED ASSIGNMENT DISTILLATION

When the student model is initially trained, noise-filled query embedding can lead to unstable bi-
partite graph matching. As mentioned in 2022), a query is often matched with different
objects in different epochs, which makes optimization ambiguous and inconstant. In the setting of
knowledge distillation, we usually have all the parameters of the trained teacher model, including
query embedding with sufficient information about the objects. It is intuitive to utilize the infor-
mation to improve the stability of the optimization direction. Based on this motivation, we propose
Teacher-assisted Label Assignment. Let Q7 and Q° denote the queries of the teacher and student,
respectively, and more specifically:

QT:{q?""an:CI}v QS:{qiga"'aQJé\Vl}v (10)
where M and N are the numbers of teacher queries and student queries.

The queries of the teacher and student are fed into the model at the same time, sharing the parameters
of the network without any information interaction between them. Formally, we can get

§T = FFN (Decoder((QT, F), $),),

s s an

Yy = FFN(Decoder((Q”, F), ¢), ¥),
where F is the feature map obtained from the input image and ¢ and ¢ are the parameters of the
Decoder and FFN . The two sets of queries generate two separate sets of detection results, which
are matched according to the ground truth to jointly optimize the model parameters. This indicates
that no matter how the student query changes, there are always stable queries from the teacher to
guide the optimization of Decoder and FFN.
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4 EXPERIMENTS

4.1 SETUP AND IMPLEMENTATION DETAILS

We evaluate DETRDistill on the challenging large-scale MS COCO benchmark (Lin et al., 2014).
The train2017 (118K images) is utilized for training and val2017 (5K images) is used for vali-
dation. Our codebase is built on MMdetection toolkit (Chen et al., [2019). All models are trained
on 8 NVIDIA V100 GPUs. Unless otherwise specified, we train the teacher model for 1x sched-
ule (12 epochs) using ResNet-101 (He et al., [2016)) as the backbone, and train the student model
for 1x schedule (12 epochs) using ResNet-50 as the backbone. We use the standard COCO-style
measurement, ¢.e., average precision (mAP) for evaluation.

4.2 MAIN RESULTS

We compare DETRDistill with other state-of-the-art knowledge distiallation methods on two repre-
sentative DETRs: AdaMixer (Gao et al.,[2022) and Deformable DETR (Zhu et al.,[2020)). The results
are presented in Table|l| We observe that our method surpasses other methods with a large margin
for the above two detectors. Classical methods for CNN networks like FitNet (Romero et al., 2014)
can still bring some gain (0.6 mAP) for DETR-serious. For the latest distillation methods for feature
levels like MGD (Yang et al., [2022b), there is almost no positive effect (0.0 mAP and -0.1 mAP).
FGD (Yang et al.,[2022a) and LD (Zheng et al.,|2022) which are specific to object detection also do
not work well with Transformer-based detectors, and even cause degradation of the results. FGD
performs worse on the AdaMixer. We speculate that the sampling method utilized by AdaMixer is
global and cross the FPN stages. While the DETRDistill can gain 2.4 mAP on the AdaMixer and
2.5 mAP on the Deformable DETR, which validates the effectiveness of our approach.

Table 1: A comparison between our DETRDistill with other state-of-the-art distillation methods on
the COCO validation set.

Detector | Setting | Epoch | AP APsy  AP75 | APs APy APg
Teacher 12 45.3 64.6 492 | 273 483 61.9

Student 12 42.3 612 456 | 253 448 582

FGD 12 40.7(-1.6)  59.3 434 | 234 433 558

AdaMixer MGD 12 42.3(+0.0) 61.3 455 | 245 450 589
FitNet 12 42.9(+0.6) 61.7 462 | 247 458 594

LD 12 41.4(-0.7) 604 447 | 23.6 442 576

Ours 12 44.7(+2.4) 629 482 | 26.7 47.6 61.0

Teacher 50 44.8 64.1 489 | 26.5 483 59.6

Student 50 44.1 632 479 | 27.0 474 583

FGD 50 44.1(+0.0) 63.1 48.0 | 259 477 588

Deformable DETR | MGD 50 44.0(-0.1)  63.1 48.0 | 259 473 586
FitNet 50 44.9(+0.8) 64.3 489 | 27.2 484 59.6

LD 50 43.7(-04) 624 472 | 253 46.8 58.8

Ours 50 46.6(+2.5) 65.6 50.7 | 285 50.0 60.4

4.3 ABLATION STUDIES

In this section, we explore the role of each module in DETRDistill through more detailed ablation
studies. More specifically, we adopt Adamixer as the baseline model. If not specified, teachers use
ResNet-101 with 300 queries and students use ResNet-50 with 100 queries.

4.3.1 MAIN ABLATIONS

To study the impact of each component in DETRDistill, we report the performance of each module
in Table Q} Our baseline starts from 42.3 mAP. When progressive instance distillation, attention-
agnostic feature distillation and teacher-assisted assignment distillation are applied separately, we
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can obtain the gain of 1.4 mAP, 1.0 mAP and 1.1 mAP respectively. Concentrating on the more
specific APg, AP); and APy, the three components have different emphases when it comes to
transferring teacher’s knowledge. Finally, the AP performance achieves 44.7 when all three modules
are applied together, gaining a 2.4 absolute improvement and validating our approach.

Table 2: Effectiveness of each component in DETRDistill. Results are reported on AdaMixer-R50
with standard 1 x schedule setting.

Instance Distill ~ Feature Distill ~ Assign Distill | AP AP5o AP75 | APs APy APp

423 612 456 | 253 448 582

v 4377 617 472 | 253 465 60.7
v 433 624 46.6 | 26.1 462 595

v 434 622 464 | 253 460 599

v v 443 624 48.0 | 258 470 61.0
v v v 447 629 482 | 267 47.6 61.0

4.3.2 ABLATION ON PROGRESSIVE INSTANCE DISTILLATION

Explore the impact of different imitation learning strategies for instance distillation.

To verify the effectiveness of progressive distillation, we additionally explore two ways of transfer-
ring a teacher’s predicted outputs to the student. The first one is to regard the final predictions of
the teacher as the goal of the student for all stages, represented by direct distillation. As we can
see from Table [3] the progressive instance distillation can achieve 0.6 mAP higher than direct dis-
tillation, which verifies the effectiveness of our method. However, the different information levels
in different stages lead to inconsistency when matching the same query of the student in different
stages with different teacher’s queries in bipartite graph matching. Based on this, we propose another
learning approach progressive guided distillation, which only performs bipartite graph matching in
the last stage, and then uses this matching result as the correspondence between student’s queries
and teacher’s queries in the previous stages. Through the experiment, we can find that this strategy
causes a sharp decline (1.0 mAP) in the final result, indicating that it is better to let student choose
what they learn on demand at different stages rather than forcing.

Table 3: Comparison on different imitation learning approaches for instance distillation.

Strategies \ AP APsy APy5 \ APs AP, AP
- 423 612 456 | 253 448 582
Direct Distillation 431 617 463 | 254 459 59.7

Progressive Guided Distillation | 42.7 609 46.2 | 249 454 593
Progressive Instance Distillation | 43.7 61.7 47.2 | 253 46.5 60.7

Ablations on loss and positive/negative samples for classification and regression branches.

The outputs predicted by the teacher include the classification probabilities and the regression loca-
tions. The soft label of classification probability is rich in semantic information, while it is unclear
whether the location information of negative samples predicted by the teacher is beneficial to the
student. Therefore, we explore the performance of the instance distillation with positive/negative
samples on the regression branch, respectively. We pre-define the maximum classification proba-
bility of the teacher’s prediction less than 0.1 as the background. What’s more, we explore the im-
portance of the classification branch in the distillation process. The experimental results are shown
in Table ] We can find that using regression position and classification probability alone as extra
supervision yields an improvement of 1.3 mAP and 0.3 mAP, respectively. This indicates that the
location information is more difficult to learn for the DETRs detectors, making it more important
in the distillation phase. We also explore the effectiveness of foreground and background regional
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distillation on the student. The experimental results show that the background location information
can bring more gain than the foreground location information, which is not straightforward. The
reason can be two-fold: (i) though the queries are assigned as background, it can still be viewed as
an interaction from the teacher model, providing hints for the model learning process, (ii) the num-
ber of background queries is much larger than that of the foreground ones, providing more useful
gradient for the student to learn from the teacher.

Table 4: Ablations on loss of progressive instance distillation for classification and regression.

PosCls NegCls | PosReg NegReg | AP AP5; AP75 | APs APy APp

423 612 456 | 253 448 582

v 426 620 459 | 249 454 589
v 43.1 614 464 | 25.1 459 595

434 615 470 | 252 462 60.1
436 616 472 | 252 463 60.6
43.7 617 472 | 253 465 60.7

SNENEN

4.3.3 ABLATION ON ATTENTION-AGNOSTIC FEATURE DISTILLATION
Ablations on Distillation for feature zoning planning strategy.

Distillation methods based on feature imitating are the mainstream at present. Are these most ad-
vanced methods suitable for the structure of DETRs? We conduct detailed experiments on the feature
zoning strategy selection in Table[5] We first conduct the FGD (Yang et al.|2022a) and FKD (Zhang
& Mal 2020), which both use their weighting method to distinguish between the foreground and the
background. The result is surprisingly lower than its vanilla baseline. We believe that mandatory re-
gional division and weighting affect the attention mechanism of the DETR itself. MGD (Yang et al.,
2022b) uses a global random mask policy to force the student to generate the teacher’s features. This
randomness mask can accelerate the convergence in the early stage, but the final effect is equal to
the baseline. Inside GT Box refers to only distilling the features inside GT boxes, but its result is
still lower than FitNet (Romero et al.|[2014). This shows that although the former has received some
guidance from the teacher, it still loses equilibrium during distillation. To avoid the problem, we
convert the distillation object to the query embeddings after cross-attention aggregation.

Table 5: Comparison on several regionally decoupled weighted distillation approaches.

. Epoch4 Epoch8  Epochl2

Method Processing Strategy AP AP AP

- - 35.0 38.7 42.3
FGD Focal and Global Decoupling 34.4 39.1 40.7(-1.6)
FKD Attention-guided and Non-local Distillation 35.9 39.5 42.2(-0.1)
MGD Global Random Mask 36.3 39.8 42.3(+0.0)
Inside GT Box Imitation Regions in GT 35.6 39.3 42.6(+0.3)
FitNet Imitation Whole Feature Equally 36.4 39.6 42.9(+0.6)
Ours - 36.6 40.0 43.3(+1.0)

5 CONCLUSION

In this paper, we introduce a simple knowledge distillation framework for DETR-style detectors,
named DETRDistill. We explore the methods in three ways: progressive instance distillation,
attention-agnostic feature distillation, and teacher-assisted assignment distillation. Extensive ex-
periments demonstrate the effectiveness and generalization of our approach. Notably, it achieves
considerable gains on various transformer-based detectors compared with current state-of-the-art
knowledge distillation methods. We hope that DETRDistill can serve as a solid baseline for DETR-
based knowledge distillation for future research.
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A APPENDIX

A.1 MORE EXPERIMENTAL RESULTS

A.1.1 DISTILLING ON LIGHTWEIGHT BACKBONES WITH DIFFERENT SETTINGS

The goal of knowledge distillation is to transfer as much knowledge as possible from a large model
to a lightweight model for the purpose of deployment on the edge. With this in mind, we also apply
DETRDistill with small backbones including ResNet-18 and MobileNetV2 (Sandler et al., [2018)
on AdaMixer and Deformable DETR. For AdaMixer, the teacher model uses 300 queries, while
the student model uses 100 queries for training, and all other settings are kept consistent with the
paper. For Deformable DETR, the teacher model and the student model adopt the same setting
except for the backbone. The results are shown in Table [6] Our distillation method has achieved
the best performance on both backbones. We achieve 2.0/2.6mAP improvements on AdaMixer,
and 3.3/3.5mAP respectively on Deformable DETR. It is worth noting that Deformable DETR with
ResNet-18 as the backbone has nearly the performance of the teacher after distillation, proving
promising in resource-constrained applications.

Table 6: Experimental results of DETRDistill on smaller backbones: ResNet-18 and MobileNetV2
on COCO validation subset.

Detector | Setting | Query | Backbone | Epoch | AP AP5y  AP75 | APs APy APp
Teacher 300 ResNet-101 12 453 64.6 492 | 27.3 483 619

Student | 100 | ResNet-18 | 12 383 569 409 | 209 402 539

AdaMixer Ours - - = | 403(+2.0) 580 433 | 228 424 569
Teacher | 300 | ResNet-101 | 12 453 646 492 | 273 483 619

Student | 100 | MobileNetv2 | 12 366 552 389 | 204 385 514

Ours - - ~ | 392(+26) 567 422 | 220 415 554

Teacher | 300 | ResNet-101 | 50 448 641 489 | 265 483 596

Student | 300 | ResNet-18 | 50 400 580 433 | 230 429 537

( Ours - - | 433(+33) 613 472 | 250 461 571
Deformable DETR | o per | 300 | ResNet-101 | 50 448 641 489 | 265 483 596
Student | 300 | MobileNetV2 | 50 388 568 420 | 232 417 519

Ours - - - | 423(+35) 604 460 | 235 455 562

A.1.2 SELF-DISTILLATION

Self distillation is a special case of knowledge distillation where the models of teacher and student
are aligned, with the only aim of improving the performance of the model. The teacher and student
all use ResNet-50 as the backbone. We compare the self-distillation performance of our method with
FGD (Yang et al.,[2022a)) and MGD (Yang et al.,[2022b)) based on Adamixer and Deformable DETR.
Table [/] shows that our DETRDistill achieves a gain of 1.3 mAP and 2.3 mAP over the baselines.
While FGD and MGD do not bring any improvement and even cause a decline in results.

Table 7: Self-distillation performance on COCO validation subset. ResNet-50 is adopted as teacher
and student backbone.

Detector | Setting | AP AP5y  AP75 | APs APy APp

T&S 42.3 612 456 | 253 448 582

. FGD 42.0 60.9 452 | 235 449 585
AdaMixer

MGD 41.7 60.7 449 | 23.0 447 58.6
Ours | 43.6(+1.3) 62.0 469 | 26.7 462 59.1

T&S 44.1 632 479 | 270 474 583
FGD 442 63.1 48.0 | 263 478 585
MGD 44.2 633 482 | 269 477 586
Ours | 46.4(+2.3) 653 504 | 289 499 60.0

Deformable DETR
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A.2 DISCUSSION

A.2.1 WHY THE DISTILLATION ON LOCATION REGRESSION CAN IMPROVE THE
PERFORMANCE OF DETRS?

Previous distillation methods rarely considered the supervision of location regression. LD (Zheng
et al., 2022) uses GFL (L1 et al., 2020) to express location distribution and transfer the localization
knowledge from the teacher to the student. Moreover, they also proposed a valuable localization
region surrounding positive samples that can aid in distillation. Our experiment also proves that
regression supervision on negative samples in DETR can greatly improve performance, which is
an advantage that GT supervision cannot bring. We infer the reason that the prediction in DETRs
are quite sparse (only 100/300 queries in each image) compared with the conventional CNN-based
detectors, leading to limited positive samples for knowledge transfer. Besides, negative samples can
also be viewed as the response from the teacher model, as a knowledge passing agent to transfer
useful information. Therefore, it is necessary to obtain the knowledge of negative samples from the
teacher.

A.2.2 HOW DIFFERENT ATTENTION MECHANISMS AFFECT THE PERFORMANCE OF FEATURE
IMITATION WITH PARTITION STRATEGY ?

The results in Table [5] show that distilling the whole feature map in DETRS is better than only in
the foreground region, which is different from the traditional CNN detectors. There are also some
details worth noting, as shown in Table[I] FGD severely damages the performance in AdaMixer, but
it has little impact on Deformable DETR. This is mainly due to differences in the attention sampling
methods. In Deformable DETR, it learns deformable local offset for attention aggregation, while
detectors, such as DETR and AdaMixer, implement a global sampling strategy, which is more likely
to be susceptible to long-range dependence.
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