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Abstract

Recent reinforcement learning (RL) methods have achieved success in various
domains. However, multi-agent RL (MARL) remains a challenge in terms of
decentralization, partial observability and scalability to many agents. Meanwhile,
collective behavior requires resolution of the aforementioned challenges, and
remains of importance to many state-of-the-art applications such as active matter
physics, self-organizing systems, opinion dynamics, and biological or robotic
swarms. Here, MARL via mean field control (MFC) offers a potential solution to
scalability, but fails to consider decentralized and partially observable systems. In
this paper, we enable decentralized behavior of agents under partial information by
proposing novel models for decentralized partially observable MFC (Dec-POMFC),
a broad class of problems with permutation-invariant agents allowing for reduction
to tractable single-agent Markov decision processes (MDP) with single-agent RL
solution. We provide rigorous theoretical results, including a dynamic programming
principle, together with optimality guarantees for Dec-POMFC solutions applied to
finite swarms of interest. Algorithmically, we propose Dec-POMFC-based policy
gradient methods for MARL via centralized training and decentralized execution,
together with policy gradient approximation guarantees. In addition, we improve
upon state-of-the-art histogram-based MFC by kernel methods, which is of separate
interest also for fully observable MFC. We evaluate numerically on representative
collective behavior tasks such as adapted Kuramoto and Vicsek swarming models,
being on par with state-of-the-art MARL. Overall, our framework takes a step
towards RL-based engineering of artificial collective behavior via MFC.

1 Introduction

Reinforcement learning (RL) and multi-agent RL (MARL) has found success in varied domains with
few agents, including e.g. robotics (Polydoros & Nalpantidis, 2017), language models (Ouyang et al.,
2022) or transportation (Haydari & Yılmaz, 2020). However, tractability issues remain for systems
with many agents, especially under partial observability (Zhang et al., 2021b). Here, specialized
approaches give tractable solutions, e.g. via factorizations (Qu et al., 2020; Zhang et al., 2021a). We
propose a general, tractable approach for a broad range of decentralized, partially observable systems.

Collective behavior & partial observability. Of practical interest is the design of simple local
interaction rules to fulfill global, cooperative objectives by emergence of global behavior (Vicsek &
Zafeiris, 2012). For example, intelligent self-organizing robotic swarms provide many applications
such as farming, and general design frameworks remains elusive (Hrabia et al., 2018; Schranz et al.,
2021). Other domains include group decision-making and opinion dynamics (Zha et al., 2020),
biomolecular self-assembly (Yin et al., 2008), and active matter (Cichos et al., 2020; Kruk et al.,
2020), e.g. nano-particles (Nasiri & Liebchen, 2022) or microswimmers (Narinder et al., 2018).
Overall, there is a need for scalable MARL under decentralization and partial information.
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1<latexit sha1_base64="M1hrxDs3z1MCCW2kngsshqKA6k0=">AAACeHicfVFNSwMxEE3X7/pZPXoJlqJeym5V9Fj04kkUrBXatWTTWRuabJZkVihLf4RX/WX+FU+mH4ir4EDg8d5M5s1MlEph0fc/St7C4tLyyupaeX1jc2t7p7L7YHVmOLS4lto8RsyCFAm0UKCEx9QAU5GEdjS8mujtFzBW6OQeRymEij0nIhacoaPaXZU93fSC3k7Vr/vToH9BMAdVMo/bXqXU6fY1zxQkyCWzthP4KYY5Myi4hHG5m1lIGR+yZ+g4mDAFNsynfse05pg+jbVxL0E6ZX9W5ExZO1KRy1QMB/a3NiG/tVqhFcYXYS6SNENI+KxTnEmKmk6mp31hgKMcOcC4Ec4s5QNmGEe3o3KN8syiVv//WVDziQnUWtrizAOQL+AWYuOp2YJmOZPQD/NZTkHLo0iNy+4cwe/l/wUPjXpwUj+7O602L+eHWSX75IAckYCckya5JrekRTgZklfyRt5Lnx71Dr3jWapXmtfskUJ4jS+IjMJu</latexit>

r (µN
1 )

<latexit sha1_base64="izvREbfrpBFeEQTuEJYUvQ9zrwA=">AAACe3icfVHLSiNBFK30jK84PqJLN8WEgCMSun2gS9GNK1EwKpO0obpy2xSpR1N1OxCa/MVs9b/8GMHKA7EV5kLB4ZxbdU+dm2RSOAzD10rw4+fC4tLySnX119r6xmZt686Z3HJocSONfUiYAyk0tFCghIfMAlOJhPtkcDHR74dgnTD6FkcZxIo9aZEKztBTf+1uR+WPV93oT3ezHjbDadHvIJqDOpnXdbdWaXd6hucKNHLJnGtHYYZxwSwKLmFc7eQOMsYH7AnaHmqmwMXF1PKYNjzTo6mx/mikU/bzjYIp50Yq8Z2KYd991Sbkh9YojcL0NC6EznIEzWeT0lxSNHQSAO0JCxzlyAPGrfBmKe8zyzj6mKoNynOHRv3/zZJaTEygMdKV/9wHOQQfiEunZkua40xCLy5mPSWtSBI1rvp1RF/D/w7uDprRYfP45qh+dj5fzDLZIb/JLonICTkjl+SatAgnmvwjz+Sl8hbUg71gf9YaVOZ3tkmpguN3kYTDTw==</latexit>

⇡̌0
<latexit sha1_base64="M06Dyhp5MnjLkWREOj4kcCKmrPU=">AAADfXicfVJNbxMxEHUTPkr4aAtHLhZRJA4l7BZQOVZw4Vgk0lZKosiezGat2OvFnq2IVvkbXOFv8WvAu0kgm0iMtNLovXn22+eRuVaeoujXQat95+69+4cPOg8fPX5ydHzy9MrbwgEOwGrrbqTwqFWGA1Kk8SZ3KIzUeC3nHyv++hadVzb7Qoscx0bMMpUoEBSg0QhShDkf5WoSTY67UT+qi+838brpsnVdTk5aw9HUQmEwI9DC+2Ec5TQuhSMFGpedUeExFzAXMxyGNhMG/bisTS95LyBTnlgXvox4jW4rSmG8XxgZJo2g1O9yFfiX6zWuouT9uFRZXhBmsLopKTQny6sI+FQ5BNKL0AhwKpjlkAongEJQnR6HwpM1/z+zwZaVCbJW++Y/p6hvMQTik9psg/MgNE7H5WqmwZVSmh3A2jkJ6Zd8VT2eO5ugr55V6FdfC6EVLXgY0bgXVBXvllLqQEkr3JRXrniVcXDeUGUKMAmB/FOBNYGkzXT9bvHrs1OOBP2G1ihwtsp5udFuEDtzIk8Xjelv623gWzcFwHc6YR3j3eXbb67O+vGb/rvPb7sXH9aLeciesxfsJYvZObtgn9glGzBgOfvOfrCfrd/tXvu03V+Ntg7WmmesUe3zP0bzHN0=</latexit>

⇡̌1
<latexit sha1_base64="Z3UW2El68Q4zTepydLUOhGLUdRY=">AAADfXicfVJNb9NAEN3GfJTw0RaOXFZEkTgUExdQOVZw4Vgk0lZKomg9Hier7HrN7rjCsvI3uMLf4tfAOnEgTiRGsjR6b97u89uJcyUdDQa/DjrBnbv37h8+6D589PjJ0fHJ0ytnCgs4BKOMvYmFQyUzHJIkhTe5RaFjhdfx4mPNX9+iddJkX6jMcaLFLJOpBEEeGo9hjrDg41xOo+lxbxAOVsX3m6hpeqypy+lJZzRODBQaMwIlnBtFg5wmlbAkQeGyOy4c5gIWYoYj32ZCo5tUK9NL3vdIwlNj/ZcRX6Hbikpo50od+0ktaO52uRr8y/VbV1H6flLJLC8IM1jflBaKk+F1BDyRFoFU6RsBVnqzHObCCiAfVLfPoXBk9P/PbLFVbYKMUa79z3NUt+gDcenKbItzIBQmk2o90+KqONY7gDELErFb8nX1eW5Niq5+VqFefS2EklRyP6JwL6g63i1lrDwVG2ETXrvidcbeeUuVScDUB/JPBUZ7kjbTq3eLXp+dciQIW1otwZo65+VGu0HMzIp8XramvzXbwLdu8oDrdv06RrvLt99cnYXRm/Dd57e9iw/NYh6y5+wFe8kids4u2Cd2yYYMWM6+sx/sZ+d30A9Og3A92jloNM9Yq4LzP0oBHN4=</latexit>

x̃ i
0

<latexit sha1_base64="6Axfi0l9Vhl5m6K9p+7I672cBik=">AAADfXicfVJdb9MwFPVaPkb52AePvFhUkXgYJRmg8TjBC49DotukNlS2c9NateNg30yLov6NvcLf4teAk7bQtBJXinR1zj32yfHluZIOw/DXXqd77/6Dh/uPeo+fPH12cHh0fOlMYQUMhVHGXnPmQMkMhihRwXVugWmu4IrPP9X81Q1YJ032FcscYs2mmUylYOih8RilSoDefpOTcHLYDwdhU3S3iVZNn6zqYnLUGY0TIwoNGQrFnBtFYY5xxSxKoWDRGxcOcibmbAoj32ZMg4urxvSCBh5JaGqs/zKkDbqpqJh2rtTcT2qGM7fN1eBfLmhdhemHuJJZXiBkYnlTWiiKhtYR0ERaEKhK3zBhpTdLxYxZJtAH1QuoKBwa/f8zW2xVm0BjlGv/8wzUDfhAXNqYbXFOMAVJXC1nWlzFud4CjJkj425BlxXQ3JoUXP2sTL3+XjAlsaR+RMFOUHW8G0quPMUNswmtXdE6Y++8pcqkgNQH8k8ljPYkrqebd4venJ5QQDFoabUU1tQ5L9baNWKmluWzsjV9u9oGunGTB1yv59cx2l6+3ebydBC9Hbz/8q5//nG1mPvkBXlJXpGInJFz8plckCERJCd35Af52fndDbon3cFytLO30jwnreqe/QGjnxz7</latexit>

x̃ i
1<latexit sha1_base64="AnHzkyOPcAf6BSG+xgud08kut20=">AAADfXicfVJdb9MwFPUaPkb42AePvFhUkXgYoRmg8TjBC49DotuktlSOc9NateNg30yLov6NvcLf4teAk6bQtBJXinR1zj32yfGNcyksDga/9nrevfsPHu4/8h8/efrs4PDo+NLqwnAYci21uY6ZBSkyGKJACde5AaZiCVfx4lPNX92AsUJnX7HMYaLYLBOp4AwdNB6jkAnQ229iGk0P+4Nw0BTdbaK26ZO2LqZHvdE40bxQkCGXzNpRNMhxUjGDgktY+uPCQs74gs1g5NqMKbCTqjG9pIFDEppq474MaYNuKiqmrC1V7CYVw7nd5mrwLxd0rsL0w6QSWV4gZHx1U1pIiprWEdBEGOAoS9cwboQzS/mcGcbRBeUHlBcWtfr/mR22qk2g1tJ2/3kO8gZcIDZtzHY4y5mEZFKtZjpcFcdqC9B6gSy2S7qqgOZGp2DrZ2Xy9feCSYEldSMSdoKq491QxtJRsWYmobUrWmfsnHdUmeCQukD+qbhWjsT1dPNu0ZvTEwrIw45WCW50nfNyrV0jemZYPi8707ftNtCNmxxgfd+tY7S9fLvN5WkYvQ3ff3nXP//YLuY+eUFeklckImfknHwmF2RIOMnJHflBfvZ+e4F34oWr0d5eq3lOOuWd/QGmrRz8</latexit>

ỹ i
1<latexit sha1_base64="bb6nMVUrmlEu8Cj9E/lavQtnWZg=">AAADfXicfVJNj9MwEPU2fCzhaxeOXCyqSByWkiyg5biCC8dForsrtaFynElr1Y6DPVkRRf0bXOFv8WvASVNoWomRIo3em2e/PE9SSGExDH8dDLxbt+/cPbzn33/w8NHjo+Mnl1aXhsOYa6nNdcIsSJHDGAVKuC4MMJVIuEqWHxr+6gaMFTr/jFUBsWLzXGSCM3TQdIpCpkCrL2IWzY6G4Shsi+43UdcMSVcXs+PBZJpqXirIkUtm7SQKC4xrZlBwCSt/WlooGF+yOUxcmzMFNq5b0ysaOCSlmTbuy5G26LaiZsraSiVuUjFc2F2uAf9yQe8qzN7FtciLEiHn65uyUlLUtImApsIAR1m5hnEjnFnKF8wwji4oP6C8tKjV/8/ssXVjArWWtv/PC5A34AKxWWu2x1nOJKRxvZ7pcXWSqB1A6yWyxK7ougJaGJ2BbZ6VyZdfSyYFVtSNSNgLqol3S5lIRyWamZQ2rmiTsXPeU+WCQ+YC+afiWjkSN9Ptu0WvTk8oIB/1tEpwo5ucVxvtBtFzw4pF1Zv+1m0D3brJAdb33TpGu8u331yejqLXo7ef3gzP33eLeUiekefkBYnIGTknH8kFGRNOCvKd/CA/B7+9wDvxRuvRwUGneUp65Z39Aam/HP0=</latexit>

ỹ i
0

<latexit sha1_base64="6WQWWKrYb/YlLLj7fd/TavBgmDw=">AAADfXicfVJNj9MwEPU2fCzhaxeOXCyqSByWkiyg5biCC8dForsrtaFynElr1Y6DPVkRRf0bXOFv8WvASVNoWomRIo3em2e/PE9SSGExDH8dDLxbt+/cPbzn33/w8NHjo+Mnl1aXhsOYa6nNdcIsSJHDGAVKuC4MMJVIuEqWHxr+6gaMFTr/jFUBsWLzXGSCM3TQdIpCpkCrL2IWzo6G4Shsi+43UdcMSVcXs+PBZJpqXirIkUtm7SQKC4xrZlBwCSt/WlooGF+yOUxcmzMFNq5b0ysaOCSlmTbuy5G26LaiZsraSiVuUjFc2F2uAf9yQe8qzN7FtciLEiHn65uyUlLUtImApsIAR1m5hnEjnFnKF8wwji4oP6C8tKjV/8/ssXVjArWWtv/PC5A34AKxWWu2x1nOJKRxvZ7pcXWSqB1A6yWyxK7ougJaGJ2BbZ6VyZdfSyYFVtSNSNgLqol3S5lIRyWamZQ2rmiTsXPeU+WCQ+YC+afiWjkSN9Ptu0WvTk8oIB/1tEpwo5ucVxvtBtFzw4pF1Zv+1m0D3brJAdb33TpGu8u331yejqLXo7ef3gzP33eLeUiekefkBYnIGTknH8kFGRNOCvKd/CA/B7+9wDvxRuvRwUGneUp65Z39AaaxHPw=</latexit>

ũi
0

<latexit sha1_base64="zrZNknCGsiIWpoXrwPfNx1mTSA8=">AAADfXicfVJNj9MwEPU2fCzhaxeOXCyqSByWkiyg5biCC8dForsrtaFynElr1Y6DPVkRRf0bXOFv8WvASVNoWomRIo3em2e/PE9SSGExDH8dDLxbt+/cPbzn33/w8NHjo+Mnl1aXhsOYa6nNdcIsSJHDGAVKuC4MMJVIuEqWHxr+6gaMFTr/jFUBsWLzXGSCM3TQdIpCpkDLL2IWzo6G4Shsi+43UdcMSVcXs+PBZJpqXirIkUtm7SQKC4xrZlBwCSt/WlooGF+yOUxcmzMFNq5b0ysaOCSlmTbuy5G26LaiZsraSiVuUjFc2F2uAf9yQe8qzN7FtciLEiHn65uyUlLUtImApsIAR1m5hnEjnFnKF8wwji4oP6C8tKjV/8/ssXVjArWWtv/PC5A34AKxWWu2x1nOJKRxvZ7pcXWSqB1A6yWyxK7ougJaGJ2BbZ6VyZdfSyYFVtSNSNgLqol3S5lIRyWamZQ2rmiTsXPeU+WCQ+YC+afiWjkSN9Ptu0WvTk8oIB/1tEpwo5ucVxvtBtFzw4pF1Zv+1m0D3brJAdb33TpGu8u331yejqLXo7ef3gzP33eLeUiekefkBYnIGTknH8kFGRNOCvKd/CA/B7+9wDvxRuvRwUGneUp65Z39AZppHPg=</latexit>

ũi
1<latexit sha1_base64="rcfVG9Q9Xn9AAYdCQCUXqEmVWO4=">AAADfXicfVJNj9MwEPU2fCzhaxeOXCyqSByWkiyg5biCC8dForsrtaFynElr1Y6DPVkRRf0bXOFv8WvASVNoWomRIo3em2e/PE9SSGExDH8dDLxbt+/cPbzn33/w8NHjo+Mnl1aXhsOYa6nNdcIsSJHDGAVKuC4MMJVIuEqWHxr+6gaMFTr/jFUBsWLzXGSCM3TQdIpCpkDLL2IWzY6G4Shsi+43UdcMSVcXs+PBZJpqXirIkUtm7SQKC4xrZlBwCSt/WlooGF+yOUxcmzMFNq5b0ysaOCSlmTbuy5G26LaiZsraSiVuUjFc2F2uAf9yQe8qzN7FtciLEiHn65uyUlLUtImApsIAR1m5hnEjnFnKF8wwji4oP6C8tKjV/8/ssXVjArWWtv/PC5A34AKxWWu2x1nOJKRxvZ7pcXWSqB1A6yWyxK7ougJaGJ2BbZ6VyZdfSyYFVtSNSNgLqol3S5lIRyWamZQ2rmiTsXPeU+WCQ+YC+afiWjkSN9Ptu0WvTk8oIB/1tEpwo5ucVxvtBtFzw4pF1Zv+1m0D3brJAdb33TpGu8u331yejqLXo7ef3gzP33eLeUiekefkBYnIGTknH8kFGRNOCvKd/CA/B7+9wDvxRuvRwUGneUp65Z39AZ13HPk=</latexit>

µ̃N
1<latexit sha1_base64="sqBXrjv0kkSTDr84kcT9aUV1JYY=">AAADf3icfVJNj9MwEHUbPpbwsbtw5GJRVXCAkiwg4LaCCye0SHR3pTZbOc6ktWrHwZ6siKL+D67wr/g3OGkKTSsxUqTRe/Psl+eJcyksBsHvXt+7cfPW7YM7/t179x8cHh0/PLe6MBzGXEttLmNmQYoMxihQwmVugKlYwkW8/FjzF9dgrNDZVyxziBSbZyIVnKGDrqYoZAJ0qoqrz7NwdjQIRkFTdL8J22ZA2jqbHfcn00TzQkGGXDJrJ2GQY1Qxg4JLWPnTwkLO+JLNYeLajCmwUdXYXtGhQxKaauO+DGmDbisqpqwtVewmFcOF3eVq8C837FyF6buoElleIGR8fVNaSIqa1iHQRBjgKEvXMG6EM0v5ghnG0UXlDykvLGr1/zM7bFWbQK2l7f7zAuQ1uEBs2pjtcJYzCUlUrWc6XBXHagfQeokstiu6riHNjU7B1g/L5ItvBZMCS+pGJOwFVce7pYylo2LNTEJrV7TO2DnvqDLBIXWB/FNxrRyJm+nm3cKXJ88pIB91tEpwo+ucVxvtBtFzw/JF2Zn+3m4D3brJAdb33TqGu8u335yfjMJXozdfXg9OP7SLeUAekyfkGQnJW3JKPpEzMiacGPKD/CS/vJ731Bt5wXq032s1j0invPd/AOB6HLw=</latexit>

µ̃N
0

<latexit sha1_base64="hDjLQuRYXKEtAd/M/sCT6nUoW/w=">AAADf3icfVJNj9MwEHUbPpbwsbtw5GJRVXCAkiwg4LaCCye0SHR3pTZbOc6ktWrHwZ6siKL+D67wr/g3OGkKTSsxUqTRe/Psl+eJcyksBsHvXt+7cfPW7YM7/t179x8cHh0/PLe6MBzGXEttLmNmQYoMxihQwmVugKlYwkW8/FjzF9dgrNDZVyxziBSbZyIVnKGDrqYoZAJ0qoqrz7NgdjQIRkFTdL8J22ZA2jqbHfcn00TzQkGGXDJrJ2GQY1Qxg4JLWPnTwkLO+JLNYeLajCmwUdXYXtGhQxKaauO+DGmDbisqpqwtVewmFcOF3eVq8C837FyF6buoElleIGR8fVNaSIqa1iHQRBjgKEvXMG6EM0v5ghnG0UXlDykvLGr1/zM7bFWbQK2l7f7zAuQ1uEBs2pjtcJYzCUlUrWc6XBXHagfQeokstiu6riHNjU7B1g/L5ItvBZMCS+pGJOwFVce7pYylo2LNTEJrV7TO2DnvqDLBIXWB/FNxrRyJm+nm3cKXJ88pIB91tEpwo+ucVxvtBtFzw/JF2Zn+3m4D3brJAdb33TqGu8u335yfjMJXozdfXg9OP7SLeUAekyfkGQnJW3JKPpEzMiacGPKD/CS/vJ731Bt5wXq032s1j0invPd/AN1sHLs=</latexit>

r (µ̃N
0 )

<latexit sha1_base64="Z4eihKqxPm9/5NNxe75LlED/lqs=">AAADhHicfVJdb9MwFPUaGKN8tfDIi0VVaUijJBvTeEITvPCEhkS3SW2oHOemtWrHwb7ZiKL+FF7hN/FvcNoUmlbiSpGuzrnHPjm+USaFRd//vdfy7tzdv3dwv/3g4aPHTzrdp5dW54bDkGupzXXELEiRwhAFSrjODDAVSbiK5h8q/uoGjBU6/YJFBqFi01QkgjN00KTTNYdjFDIGOlb5108T/+Wk0/MH/rLobhPUTY/UdTHptkbjWPNcQYpcMmtHgZ9hWDKDgktYtMe5hYzxOZvCyLUpU2DDcul9QfsOiWmijftSpEt0U1EyZW2hIjepGM7sNleBf7l+4ypM3oalSLMcIeWrm5JcUtS0SoLGwgBHWbiGcSOcWcpnzDCOLq92n/Lcolb/P7PBlpUJ1Fra5j/PQN6AC8QmS7MNznImIQ7L1UyDK6NIbQFaz5FFdkFX1aeZ0QnY6nWZfPUtZ1JgQd2IhJ2gqng3lJF0VKSZiWnlilYZO+cNVSo4JC6QfyqulSNxPb18t+D18REF5IOGVgludJXzYq1dI3pqWDYrGtPf622gGzc5wLbbbh2D7eXbbS6PB8HJ4PTzm975+3oxD8hz8oIckoCckXPykVyQIeHklvwgP8kvb9878k6809Voa6/WPCON8t79AVsYHc0=</latexit>

r (µ̃N
1 )

<latexit sha1_base64="tk9vD/eY/jmJJGgm3FUlb54fH7c=">AAADhHicfVJdb9MwFPUaGCN8tfDIi0VVaUijNBvTeEITvPCEhkS3SW2pHOemtWrHwb7ZiKL+FF7hN/FvcNIUmlbiSpGuzrnHPjm+YSqFxcHg917Lu3N3/97Bff/Bw0ePn7Q7Ty+tzgyHIddSm+uQWZAigSEKlHCdGmAqlHAVLj6U/NUNGCt08gXzFCaKzRIRC87QQdN2xxyOUcgI6FhlXz9Ng5fTdnfQH1RFd5ugbrqkrotppzUaR5pnChLkklk7CgYpTgpmUHAJS3+cWUgZX7AZjFybMAV2UlTel7TnkIjG2rgvQVqhm4qCKWtzFbpJxXBut7kS/Mv1Gldh/HZSiCTNEBK+uinOJEVNyyRoJAxwlLlrGDfCmaV8zgzj6PLye5RnFrX6/5kNtihNoNbSNv95DvIGXCA2rsw2OMuZhGhSrGYaXBGGagvQeoEstEu6qh5NjY7Blq/L5KtvGZMCc+pGJOwEVca7oQylo0LNTERLV7TM2DlvqBLBIXaB/FNxrRyJ6+nq3YLXx0cUkPcbWiW40WXOy7V2jeiZYek8b0x/r7eBbtzkAOv7bh2D7eXbbS6P+8FJ//Tzm+75+3oxD8hz8oIckoCckXPykVyQIeHklvwgP8kvb9878k6809Voa6/WPCON8t79AV4nHc4=</latexit>

r (µ̂1)
<latexit sha1_base64="hojmWiYaxmaM+EddHGqgAbrlsi0=">AAADfnicfVLbbtNAEN3GXIq5tIVHXlZEQUWiaVxA9LGCFx6LRNpKiRWN1+NklV2vuzuuiKx8B6/wWfwN61wgTiRGsjQ6Z87u8dlJCiUd9Xq/91rBvfsPHu4/Ch8/efrs4PDo+ZUzpRXYF0YZe5OAQyVz7JMkhTeFRdCJwutk+rnmr+/QOmnybzQrMNYwzmUmBZCHYns8nADxoS5H0ZvRYbvX7S2K7zbRqmmzVV2OjlqDYWpEqTEnocC5QdQrKK7AkhQK5+GwdFiAmMIYB77NQaOLq4XrOe94JOWZsf7LiS/QTUUF2rmZTvykBpq4ba4G/3KdxlWUnceVzIuSMBfLm7JScTK8zoCn0qIgNfMNCCu9WS4mYEGQTyrscFE6Mvr/ZzbYqjZBxijX/OcJqjv0gbhsYbbBOQEK07hazjS4Kkn0FmDMlCBxc76sDi+sydDV7wrq5LYEJWnG/YjCnaDqeDeUifJUYsCmvHbF64y984YqlwIzH8g/lTDak7SeXrxbdHr2liOJbkOrpbCmznm+1q4RM7ZQTGaN6e+rbeAbN3nAhaFfx2h7+Xabq7Nu9K774ev79sWn1WLus5fsFTtmEfvILtgXdsn6TLBb9oP9ZL8CFrwOToLT5Whrb6V5wRoVnP8Bbe8b9A==</latexit>

r (µ̂0)
<latexit sha1_base64="dWuGYlzPi5uQ4du96LYktcYpgg4=">AAADfnicfVJNb9NAEN3GfJTw0RaOXFZEQUWiqV1A9FjBhWORSFspsaLxZpyssut1d8cVkZXfwRV+Fv+GtZNAnEiMZGn03rzd57eT5Eo6CsPfe63g3v0HD/cftR8/efrs4PDo+ZUzhRXYF0YZe5OAQyUz7JMkhTe5RdCJwutk9rnir+/QOmmybzTPMdYwyWQqBZCHYns8nALxoS5G4ZvRYSfshXXx3SZaNR22qsvRUWswHBtRaMxIKHBuEIU5xSVYkkLhoj0sHOYgZjDBgW8z0Ojisna94F2PjHlqrP8y4jW6qShBOzfXiZ/UQFO3zVXgX67buIrS87iUWV4QZmJ5U1ooToZXGfCxtChIzX0DwkpvlospWBDkk2p3uSgcGf3/MxtsWZkgY5Rr/vMU1R36QFxam21wToDCcVwuZxpcmSR6CzBmRpC4BV9Wl+fWpOiqdwV1cluAkjTnfkThTlBVvBvKRHkqMWDHvHLFq4y984YqkwJTH8g/lTDak7Sert8tOj17y5FEr6HVUlhT5bxYa9eImVjIp/PG9PfVNvCNmzzg2m2/jtH28u02V2e96F3vw9f3nYtPq8XcZy/ZK3bMIvaRXbAv7JL1mWC37Af7yX4FLHgdnASny9HW3krzgjUqOP8DauAb8w==</latexit>
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Figure 1: A: Partially-observable Vicsek problem: agents must align headings (arrows), but observe
only partial information (e.g. heading distribution in grey circle for orange agent). B: The decen-
tralized model as a graphical model (grey: observed variables). C: In centralized training, we also
observe the mean field, guiding the learning of upper-level actions π̌. D: The solved limiting MDP.

Scalable and partially observable MARL. Despite its many applications, decentralized coopera-
tive control remains a difficult problem even in MARL (Zhang et al., 2021b), especially if coupled
with the simultaneous requirement of scalability. Recent scalable MARL methods include graphical
decompositions (Qu et al., 2020; Zhang et al., 2021a) amongst others (Zhang et al., 2021b). However,
most remain limited to full observability (Zhang et al., 2021a). One line of algorithms applies
pairwise mean field (MF) approximations over neighbors (Yang et al., 2018), which has yielded
decentralized, partially observable extensions (Subramanian et al., 2021, 2022). Relatedly, MARL
based on mean field games (MFG, non-cooperative) and mean field control (MFC, cooperative)
focus on a broad class of systems with many exchangeable agents. While the theory for MFG is
developed (Huang et al., 2006; Şen & Caines, 2019; Saldi et al., 2019), to the best of our knowledge,
neither MFC-based MARL algorithms nor discrete-time MFC have been proposed under partial
information and decentralization, except in special linear-quadratic cases (Tottori & Kobayashi, 2022;
Wang et al., 2021). Further, MFGs have been useful for analyzing emergence of collective behavior
(Perrin et al., 2021; Carmona et al., 2022), but less for "engineering" collective behavior to achieve
global objectives as in MFC, which is our focus. This is in contrast to rational, selfish agents, as a
decomposition of global objectives into per-agent rewards is non-trivial (Waelchli et al., 2023; Kwon
et al., 2023). Beyond scalability to many agents, general MFC for MARL is also not yet scalable
to high-dimensional state-actions due to discretization of the simplex (Carmona et al., 2019b; Gu
et al., 2021), except in linear-quadratic models (Fu et al., 2019; Carmona et al., 2019a). Instead, we
consider general discrete-time MFC and scale to higher dimensions via kernels. We note that our
model has a similar flavor to TD-POMDPs (Witwicki & Durfee, 2010), as the MF also abstracts
influence from all other agents. However, TD-POMDP addresses different types of problems, as it
considers local per-agent states, while the MF is both globally shared and influenced by all agents.

Our contribution. A tractable framework for cooperative control, that can handle decentralized,
partially observable systems, is missing. By the preceding motivation, we propose such a framework
as illustrated in Figure 1. Our contributions may be summarized as (i) proposing the first discrete-
time MFC model with decentralized and partially observing agents; (ii) providing accompanying
approximation theorems, reformulations to a tractable single-agent Markov decision process (MDP),
and novel optimality results over equi-Lipschitz policies; (iii) establishing a MARL algorithm with
policy gradient guarantees; and (iv) presenting kernel-based MFC parametrizations of separate interest
for general, higher-dimensional MFC. The algorithm is verified on classical collective swarming
behavior models, and compared against standard MARL. Overall, our framework steps toward
tractable RL-based engineering of artificial collective behavior for large-scale multi-agent systems.
For the archival version of this work, we refer the reader to Cui et al. (2024).

2 Decentralized Partially Observable MFC

In this section, we introduce the motivating finite MFC-type decentralized partially observable control
problem, as a special case of cooperative, general decentralized partially observable Markov decision
processes (Dec-POMDPs (Bernstein et al., 2002; Oliehoek & Amato, 2016)). We then proceed to
simplify in three steps of (i) taking the infinite-agent limit, (ii) relaxing partial observability during
training, and (iii) correlating agent actions during training, in order to arrive at a tractable MDP with
optimality guarantees, see also Figures 1 and 2. Proofs are found in Appendices D–S.
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solves via deterministic upper-level MFC policy (Proposition 2)

solves via open-loop sequence of decision rules (Proposition 1)

solves via propagation of chaos (mean field limit, Theorem 1)

                                    Dec-MFC MDP (Centralized, fully observable), Section 2.4

Dec-MFC (Decentralized, mean field observable), Section 2.3

Dec-POMFC (Decentralized, partially observable), Section 2.2

                                    Finite MFC-type Dec-POMDP (Decentralized, partially observable), Section 2.1

reformulate as MDP

System of interest

Algorithmic solution

Figure 2: Three steps of approximation (mean field limit, open-loop control, and MDP reformulation)
allow us to reformulate the broad class of MFC-type Dec-POMDP to a tractable Dec-MFC MDP.

In a nutshell, Dec-POMDPs are hard, and hence we reformulate into the Dec-POMFC, for which
we develop a new theory for optimality of Dec-POMFC solutions in the finite Dec-POMDP. The
solution of Dec-POMFC itself also remains hard, because its MDP is not just continuous, but infinite-
dimensional for continuous state-actions. The MDP is later addressed in Section 3 by (i) kernel
parametrizations and (ii) approximate policy gradients on the finite Dec-POMDP (Theorem 3).

2.1 MFC-type cooperative multi-agent control

To begin, we define the finite Dec-POMDP of interest, which is assumed to be MFC-type. In other
words, (i) agents are permutation invariant, i.e. only the overall distribution of agent states matters,
and (ii) agents observe only part of the system. We assume agents i ∈ [N ] := {1, . . . , N} endowed
with random states xi

t, observations yit and actions ui
t at times t ∈ T := N from compact metric

state, observation and action spaces X , Y , U (finite or continuous). Agents depend on other agents
only via the empirical mean field µN

t := 1
N

∑
i∈[N ] δxi

t
. Policies are memory-less and shared by

all agents, archetypal of collective behavior under simple rules (Hamann, 2018), and of interest to
compute-constrained agents, including e.g. nano-particles or small robots. Optionally, memory and
history-dependence can be integrated into the state, see Appendix E. Agents act according to policy
π ∈ Π from a class Π ⊆ P(U)Y×T of policies, with spaces of probability measures P(·), equipped
with the 1-Wasserstein metric W1 (Villani, 2009). Starting with initial distribution µ0, xi

0 ∼ µ0, the
MFC-type Dec-POMDP dynamics are

yit ∼ P y(yit | xi
t, µ

N
t ), ui

t ∼ πt(u
i
t | yit), xi

t+1 ∼ P (xi
t+1 | xi

t, u
i
t, µ

N
t ) (1)

for all (i, t) ∈ [N ]×T , with transition kernels P : X×U×P(X ) → P(X ), P y : X×P(X ) → P(Y),
objective JN (π) = E[

∑
t∈T γtr(µN

t )] to maximize over π ∈ Π under reward function r : P(X ) →
R, and discount factor γ ∈ (0, 1). Results generalize to finite horizons, average per-agent rewards
rper : X → R, r(µN

t ) =
∫
rperdµ

N
t , and joint state-observation-action MFs via enlarged state space.

Since general Dec-POMDPs are hard (Bernstein et al., 2002), our model establishes a tractable special
case of high generality. Standard MFC already covers a broad range of applications, e.g. see surveys
for finance (Carmona, 2020) and engineering (Djehiche et al., 2017) applications, which can now be
handled under partial information. In addition, many classical, inherently partially observable models
are covered by MFC-type Dec-POMDPs, such as the Kuramoto or Vicsek models in Section 4, where
many-agent convergence is known as propagation of chaos (Chaintron & Diez, 2022).

2.2 Limiting MFC system

In order to achieve tractability for large multi-agent systems, the first step is to take the infinite-agent
limit. By a law of large numbers (LLN), this allows us to describe large systems only by the MF
µt. Consider a representative agent as in (1) with states x0 ∼ µ0, xt+1 ∼ P (xt+1 | xt, ut, µt),
observations yt ∼ P y(yt | xt, µt) and actions ut ∼ πt(ut | yt). Then, its state probability law
replaces the empirical state distribution, informally µt = L(xt) ≡ limN→∞ µN

t . Looking only at
the MF, we hence obtain the decentralized partially observable MFC (Dec-POMFC) system

µt+1 = L(xt+1) = T (µt, πt) :=

∫∫∫
P (x, u, µt)πt(du | y)P y(dy | x, µt)µt(dx) (2)

by deterministic transitions T : P(X )× P(U)Y → P(X ) and objective J(π) =
∑∞

t=0 γ
tr(µt).
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Approximation guarantees. Under mild continuity assumptions, the Dec-POMFC model in (2)
constitutes a good approximation of large-scale MFC-type Dec-POMDP in (1) with many agents.
Assumption 1a. The transitions P , P y and rewards r are Lipschitz with constants LP , LPy , Lr.
Assumption 1b. The class of policies Π is the set of all LΠ-Lipschitz policies for some LΠ > 0,
i.e. for all t ∈ T and π ∈ Π, we have that πt : Y → P(U) is LΠ-Lipschitz. Alternatively, we may
assume unrestricted policies if (i) observations only depend on an agent’s state, and (ii) |X | < ∞.

Lipschitz continuity of the model is commonly assumed (Huang et al., 2006; Gu et al., 2021; Mondal
et al., 2022), and in general at least (uniform) continuity is required: Consider a counterexample with
uniform initial µ0 over states A,B. If dynamics, observations, or rewards jump between regimes at
µ(A) = µ(B) = 0.5, the finite system will randomly experience all regimes, while limiting MFC
experiences only the regime at µ(A) = µ(B) = 0.5. Meanwhile, Lipschitz policies are not only stan-
dard in MFC literature (Pasztor et al., 2021; Mondal et al., 2022) by neural networks (NNs) (Araujo
et al., 2023), but also fulfilled for finite Y trivially without loss of generality (LΠ := diam(U)), and
for continuous Y by kernel parametrizations in Section 3. We extend MFC approximation theorems
(Gu et al., 2021; Mondal et al., 2022; Cui et al., 2023) to partial observations and compact spaces.

Theorem 1. Fix an equicontinuous family of functions F ⊆ RP(X ). Under Assumptions 1a–1b, the
MF converges in the sense of supπ∈Π supf∈F E

[∣∣f(µN
t )− f(µt)

∣∣]→ 0 at all times t ∈ T .

The approximation rate is O(1/
√
N) for finite state-actions, using equi-Lipschitz F (Appendix D).

Hence, the easier Dec-POMFC simplifies otherwise hard Dec-POMDPs. Indeed, we later show that
such optimal Lipschitz Dec-POMFC policies are guaranteed to exist via closedness of joint-measures
under equi-Lipschitz kernels (Appendix K), see Propositions 1, 2 and Theorem 2 later.
Corollary 1. Under Assumptions 1a–1b, any optimal Dec-POMFC policy π ∈ argmaxπ′∈Π J(π′)
is ε-optimal in the MFC-type Dec-POMDP, JN (π) ≥ supπ′∈Π JN (π′)− ε, with ε → 0 as N → ∞.

2.3 Rewriting policies with mean field observations

Now introducing the next system for reduction to an MDP, writing µ̄, π̄ etc., let policies depend also
on µt, i.e. policies "observe" the mean field. While we could reason that agents might observe the
MF or use filtering to estimate it (Åström, 1965), more importantly, the limiting MF is deterministic.
Therefore, w.l.o.g. we obtain the decentralized mean field observable MFC (Dec-MFC) dynamics

µ̄t+1 = T (µ̄t, π̄t(µ̄t)) :=

∫∫∫
P (x, u, µt)π̄t(du | y, µ̄t)P

y(dy | x, µ̄t)µ̄t(dx), (3)

with shorthand π̄t(µ̄t) = π̄t(· | ·, µ̄t), initial µ̄0 = µ0 and according objective J̄(π̄) =
∑∞

t=0 γ
tr(µ̄t)

to optimize over (now MF-dependent) policies π̄ ∈ Π̄ ⊆ P(U)Y×P(X )×T .

Deterministic open-loop control transforms optimal Dec-MFC policies π̄ ∈ argmaxπ̄′∈Π̄ J̄(π̄′) into
optimal Dec-POMFC policies π ∈ argmaxπ∈Π J(π) with decentralized execution, and vice versa:
For given π̄, compute deterministic MFs (µ̄0, µ̄1, . . .) via (3) and let π = Φ(π̄) by πt(du | y) =
π̄(du | y, µ̄t). Analogously, represent π ∈ Π by π̄ ∈ Π̄ with constant π̄t(ν) = πt for all ν.
Proposition 1. For any π̄ ∈ Π̄, define (µ̄0, µ̄1, . . .) as in (3). Then, for π = Φ(π̄) ∈ Π, we have
J̄(π̄) = J(π). Inversely, for any π ∈ Π, let π̄t(ν̄) = πt for all ν̄, then again J̄(π̄) = J(π).
Corollary 2. Optimal Dec-MFC policies π̄ ∈ argmaxπ̄′∈Π̄ J̄(π̄′) yield optimal Dec-POMFC
policies Φ(π̄), i.e. J(Φ(π̄)) = supπ′∈Π J(π′).

Knowing initial µ0 is often realistic, as deployment is commonly for well-defined problems of interest.
Even then, knowing µ0 is not strictly necessary (Section 4). In contrast to standard deterministic
open-loop control, (i) agents have stochastic dynamics and observations, and (ii) agents randomize
actions instead of playing a trajectory, still leading to quasi-deterministic MFs by the LLN.

2.4 Reduction to Dec-MFC MDP

Lastly, we reformulate as an MDP with more tractable theory and algorithms, writing µ̂, π̂ etc. The
recent MFC MDP (Pham & Wei, 2018; Carmona et al., 2019b; Gu et al., 2019) reformulates fully
observable MFC as MDPs with higher-dimensional state-actions. Similarly, we reduce Dec-MFC to
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an MDP with joint state-observation-action distributions as its MDP actions. The Dec-MFC MDP has
states µ̂t ∈ P(X ) and actions ht ∈ H(µ̂t) ⊆ P(X ×Y×U) in the set of joint ht = µ̂t⊗P y(µ̂t)⊗ π̌t

under any LΠ-Lipschitz policy π̌t ∈ P(U)Y . Here, ν ⊗K is the product measure of measure ν and
kernel K, and νK is the measure νK =

∫
K(· | x)ν(dx). For π̌t ∈ P(U)Y , µxy ∈ P(X × Y), we

write µxy ⊗ π̌t by letting π̌t constant on X . In other words, the desired joint ht results from all agents
replacing the previous system’s policy π̄t by lower-level policy π̌t, which may be reobtained from ht

(Appendix K, disintegration (Kallenberg, 2021)). Equivalently, identify H(µ) with µ and classes of
π̌t yielding the same joint, and in practice we parametrize π̌t. Thus, we obtain the MDP dynamics

ht ∼ π̂(µ̂t), µ̂t+1 = T̂ (µ̂t, ht) :=

∫∫∫
P (x, u, µ̂t)ht(dx,dy,du) (4)

for Dec-MFC MDP policy π̂ ∈ Π̂ and objective Ĵ(π̂) = E [
∑∞

t=0 γ
tr(µ̂t)]. The Dec-MFC MDP

policy π̂ is "upper-level", as we sample ht from π̂, to apply the lower-level policy π̌t[ht] to all agents.

Guidance by mean field dependence. Intuitively, the MF guides policy search in potentially hard,
decentralized problems, and reduces to a single-agent MDP where we make some existing theory
compatible. First, we formulate a dynamic programming principle (DPP), i.e. exact solutions by
Bellman’s equation for the value function V (µ) = suph∈H(µ) r(µ) + γV (T̂ (µ, h)) (Hernández-
Lerma & Lasserre, 2012). Here, a central theoretical novelty is closedness of joint measures under
equi-Lipschitz policies (Appendix K). Concomitantly, we obtain optimality of stationary deterministic
π̂. For technical reasons, only here we assume Hilbertian Y (e.g. finite or Euclidean) and finite U .
Assumption 2. The observations Y are a metric subspace of a Hilbert space. Actions U are finite.
Theorem 2. Under Assumptions 1a–1b and 2, there exists an optimal stationary, deterministic policy
π̂ for the Dec-MFC MDP, with π̂(µ) ∈ argmaxh∈H(µ) r(µ) + γV (T̂ (µ, h)).

Decentralized execution. Importantly, guidance by MF is only for training and not execution.
An optimal upper-level policy π̂ ∈ argmaxπ̂′∈Π̂ Ĵ(π̂) is optimal also for the initial system, if it is
deterministic, and an optimal one exists by Theorem 2. The lower-level policies π̄t ≡ π̌t are obtained
by inserting the sequence of MFs µ̂0, µ̂1, . . . into π̂, and remain non-stationary stochastic policies.

Proposition 2. For deterministic π̂ ∈ Π̂, let µ̂t as in (4) and π̄ = Ψ(π̂) by π̄t(ν) = π̌t for all ν, then
Ĵ(π̂) = J̄(π̄). Inversely, for π̄ ∈ Π̄, let π̂t(ν) = ν ⊗ P y(ν)⊗ π̄t(ν) for all ν, then Ĵ(π̂) = J̄(π̄).

Note that the determinism of the upper-level policy is strictly necessary: A simple counterexample is
a problem where agents should choose to aggregate to one state. If the upper-level policy randomly
chooses between moving all agents to either A or B, then a corresponding random agent policy splits
agents and fails to aggregate. At the same time, randomization of agent actions remains necessary for
optimality, as the problem of equally spreading would require uniformly random agent actions.

Complexity. Tractability of multi-agent control heavily depends on information structure (Mahajan
et al., 2012). General Dec-POMDPs have doubly-exponential complexity (NEXP, Bernstein et al.
(2002)) and are harder than fully observable control (PSPACE, Papadimitriou & Tsitsiklis (1987)). In
contrast, Dec-POMFC surprisingly imposes little additional complexity over standard MFC, as the
MFC MDP remains deterministic in the absence of common noise correlating agents (Carmona et al.,
2016). An analysis with common noise is possible, e.g. if observing the mean field, but out of scope.

3 Dec-POMFC Policy Gradient Methods

All that remains is to solve Dec-MFC MDPs. As we obtain continuous Dec-MFC MDP states and
actions even for finite X , Y , U , and infinite-dimensional ones for continuous X , Y , U , a value-based
approach can be hard. Our policy gradient (PG) approach allows finding simple policies for collective
behavior, with emergence of global intelligent behavior described by rewards r, under arbitrary
(Lipschitz) policies. For generality, we use NN upper-level and kernel lower-level policies. While
lower-level (Lipschitz, (Araujo et al., 2023)) NNs policies could be considered akin to hypernetworks
(Ha et al., 2016), the resulting distributions over NN parameters as MDP actions are too high-
dimensional and failed in our experiments. We directly solve finite-agent MFC-type Dec-POMDPs
by solving the Dec-MFC MDP in the background. Indeed, the theoretical optimality of Dec-MFC
MDP solutions is guaranteed over Lipschitz policies in Π.
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Corollary 3. Under Assumptions 1a–1b, a deterministic Dec-MFC solution π̂ ∈ argmaxπ̂′ Ĵ(π̂′) is
ϵ-optimal in the Dec-POMDP, JN (Φ(Ψ(π̂))) ≥ supπ′∈Π JN (π′)− ϵ, with ϵ → 0 as N → ∞.

Histogram vs. kernel parametrizations. Except for linear-quadratic algorithms (Wang et al.,
2021; Fu et al., 2019; Carmona et al., 2019a), the only approach to learning MFC in continuous
spaces X ⊆ Rn, n ∈ N (and here Y) is by partitioning and "discretizing" (Carmona et al., 2019b; Gu
et al., 2021).1 Unfortunately, partitions fail Lipschitzness and hence approximation guarantees, even
in standard MFC. Instead, we use kernel representations for MFs µN

t and lower-level policies π̌t.

We represent P(X )-valued MDP states µN
t not by counting agents in each bin, but instead mollify

around each center xb ∈ X of MX bins b ∈ [MX ] using kernels. The result is Lipschitz and
approximates histograms arbitrarily well (Miculescu, 2000, Theorem 1). Hence, we obtain input
logits Ib =

∫
κ(xb, ·)dµN

t = 1
N

∑
i∈[N ] κ(xb, x

i
t) for some kernel κ : X × X → R and b ∈ [MX ].

Output logits constitute mean and log-standard deviation of a diagonal Gaussian over parameter
representations ξ ∈ Ξ of π̌t. We obtain Lipschitz π̌t by representing π̌t via MY points yb ∈ Y such
that π̌t(u | y) =∑b∈[MY ] κ(yb, y)pb(u)/

∑
b∈[MY ] κ(yb, y). Here, we consider Lλ-Lipschitz maps

λb from parameters ξ ∈ Ξ to distributions pb = λb(ξ) ∈ P(U) with compact parameter space Ξ, and
for kernels choose RBF kernels κ(x, y) = exp(−∥x− y∥2/(2σ2)) with some bandwidth σ2 > 0.

Proposition 3. Under RBF kernels κ, for any ξ and Euclidean Y , lower-level policies Λ(ξ)(· | y) :=∑
b∈[MY ] κ(yb, y)λb(ξ)/

∑
b∈[MY ] κ(yb, y) are LΠ-Lipschitz in y as in Assumption 1b, whenever

σ2 exp2
(
− 1

2σ2 diam(Y)2
)
≥ 1

LΠ
diam(Y) diam(U)maxy∈Y∥y∥, and such σ2 > 0 always exists.

Proposition 3 ensures Assumption 1b if needed. To achieve optimality by Corollary 3, deterministic
policies commonly result from convergence of stochastic PGs, taking mean actions, or are guaranteed
by deterministic PGs (Silver et al., 2014; Lillicrap et al., 2016). Beyond allowing for (i) Lipschitz
guarantees, and (ii) finer control over agent actions, another advantage of kernels is (iii) the improved
complexity over histograms. Even a histogram with only 2 bins per dimension requires 2d bins in
d-dimensional spaces, while kernel representations may place e.g. 2 points per dimension, improving
upon the otherwise necessarily exponential complexity, see also Appendix A for empirical support.

Direct multi-agent reinforcement learning algorithm. Applying RL directly to the Dec-MFC
MDP would be satisfactory only under known MFC models. Importantly, (i) we do not always
have access to the model, and (ii) even if we do, parametrizing MFs in arbitrary compact X is hard.
Instead, it is more practical and tractable to train on a finite system. Our direct MARL approach
hence trains on a finite N -agent MFC-type Dec-POMDP of interest, in a model-free manner. In order
to exploit the underlying MDP, our algorithm assumes during training that (i) the MF is observed,
and (ii) agents can correlate actions (e.g. centrally, or sharing seeds). Therefore, the finite system
(1) is adjusted for training by correlating agent actions on a single centrally sampled lower-level
policy π̌t. Now write π̂θ(ξt | µ̃N

t ) as density over parameters ξt ∈ Ξ under a base measure (discrete,
Lebesgue). Substituting ξt as actions parametrizing ht in the MDP (4), e.g. by using RBF kernels,
yields the centralized training system as seen in Figure 1 for stationary policy π̂θ parametrized by θ,

π̌t = Λ(ξ̃t), ξ̃t ∼ π̂θ(µ̃N
t ),

ỹit ∼ P y(ỹit | x̃i
t, µ̃

N
t ), ũi

t ∼ π̌t(ũ
i
t | ỹit), x̃i

t+1 ∼ P (x̃i
t+1 | x̃i

t, ũ
i
t, µ̃

N
t ), ∀i ∈ [N ].

(5)

Policy gradient approximation. Since we train on a finite system, it is not immediately clear
whether centralized training really yields the PG for the underlying Dec-MFC MDP, also in existing
literature for learning MFC. We will show this practically relevant fact up to an approximation.
The general PG for stationary π̂θ (Sutton et al., 1999; Peters & Schaal, 2008) is ∇θJ(π̂

θ) =
(1 − γ)−1 Eµ∼d

π̂θ ,ξ∼π̂θ(µ)

[
Qθ(µ, ξ)∇θ log π̂

θ(ξ | µ)
]

with Qθ(µ̂, ξ) = E[
∑∞

t=0 γ
tr(µ̂t) | µ̂0 =

µ, ξ0 = ξ] under parametrized actions ξt in (4), and using sums dπ̂θ = (1− γ)
∑

t∈T γtLπ̂θ (µ̂t) of
laws of µ̂t under π̂θ. Our approximation motivates MFC for MARL by showing that the underlying
background Dec-MFC MDP is approximately solved under Lipschitz parametrizations, e.g. we
normalize parameters ξ to finite action probabilities, or use bounded diagonal Gaussian parameters.

1Existing Q-Learning with kernel regression (Gu et al., 2021) is for finite states X with kernels on P(X ),
and learns on the MFC MDP. We allow continuous Y by kernels on Y itself, and learn on the finite-agent system.
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Algorithm 1 Dec-POMFPPO (during centralized training)
1: for iteration n = 1, 2, . . . do
2: for time t = 0, . . . , Blen − 1 do
3: Sample central Dec-MFC MDP action π̌t = Λ(ξt), ξt ∼ π̂θ(µ̃N

t ).
4: for agent i = 1, . . . , N do
5: Sample per-agent action ũi

t ∼ π̌t(ũ
i
t | ỹit) for observation ỹit.

6: Perform actions, observe reward r(µ̃N
t ), next MF µ̃N

t+1, termination flag dt+1 ∈ {0, 1}.
7: for updates i = 1, . . . , NPPO do
8: Sample mini-batch b, |b| = blen from data B := ((µ̃N

t , ξt, r
N
t , dt+1, µ̃

N
t+1))t≥0.

9: Update policy π̂θ via PPO loss ∇θLθ on b, using GAE (Schulman et al., 2016).
10: Update critic V θ′

via critic L2-loss ∇θ′Lθ′ on b.

Assumption 3. The policy π̂θ(ξ | µ) and its log-gradient ∇θ log π̂
θ(ξ | µ) are LΠ̂, L∇Π̂-Lipschitz in

µ and ξ (or alternatively in µ for any ξ, and uniformly bounded). The parameter-to-distribution map is
Λ(ξ)(· | y) :=∑b κ(yb, y)λb(ξ)(·)/

∑
b κ(yb, y), with kernels κ and Lλ-Lipschitz λb : Ξ → P(U).

Theorem 3. Centralized training on system (5) approximates the true gradient of the underlying
Dec-MFC MDP, i.e. under RBF kernels κ as in Proposition 3, Assumptions 1a–1b and 3, as N → ∞,∥∥∥(1− γ)−1 Eµ∼dN

π̂θ ,ξ∼π̂θ(µ)

[
Q̃θ(µ, ξ)∇θ log π̂

θ(ξ | µ)
]
−∇θJ(π̂

θ)
∥∥∥→ 0

with dNπ̂θ = (1− γ)
∑

t∈T γtLπ̂θ (µ̃N
t ) and Q̃θ(µ, ξ) = E

[∑∞
t=0 γ

tr(µ̃N
t )
∣∣ µ0 = µ, ξ0 = ξ

]
.

The value function Q̃θ in the finite system is then substituted in actor-critic manner by on-policy
and critic estimates. The Lipschitz conditions of π̂θ in Assumption 3 are fulfilled by Lipschitz
NNs (Pasztor et al., 2021; Mondal et al., 2022; Araujo et al., 2023) and our parametrizations. The
approximation is novel, building a foundation for MARL via MFC directly on a finite MARL
problem. Our results also apply to fully observable MFC by yt = xt. Though gradient estimates
allow convergence guarantees in finite MDPs (e.g. Qu et al. (2020, Theorem 5)), Dec-MFC MDP
state-actions are always non-finite. In practice, we use empirically more efficient proximal policy
optimization (PPO, Schulman et al. (2017); Yu et al. (2022)) to obtain the decentralized partially
observable mean field PPO algorithm (Dec-POMFPPO, Algorithm 1).

By Theorem 3, we may learn directly on the MFC-type Dec-POMDP system (1). During training,
the algorithm (i) assumes to observe the MF, and (ii) samples only one centralized ht. Knowledge of
the MF during training aligns our framework with the popular centralized training, decentralized
execution (CTDE) paradigm. During execution, decentralized policies suffice for near-optimality by
Corollary 3 without agents knowing the MF or coordinating centrally. Decentralized training can
also be achieved, if the MF is observable and all agents use the same seed to correlate their actions.

4 Evaluation

In this section, we empirically evaluate our algorithm, comparing against independent and multi-agent
PPO (IPPO, MAPPO) with state-of-the-art performance (Yu et al., 2022; Papoudakis et al., 2021). For
comparison, we share hyperparameters and architectures between algorithms, see Appendices A–C.

Problems. In the Aggregation problem we consider a typical continuous single integrator model,
commonly used in the study of swarm robotics (Soysal & Sahin, 2005; Bahgeçi & Sahin, 2005).
Agents observe their own position noisily and should aggregate. The classical Kuramoto model
is used to study synchronization of coupled oscillators, finding application not only in physics,
including quantum computation and laser arrays (Acebrón et al., 2005), but also in diverse biological
systems, such as neuroscience and pattern formation in self-organizing systems (Breakspear et al.,
2010; Kruk et al., 2020). Here, via partial observability, we consider a version where each oscillator
can see the distribution of relative phases of its neighbors. Finally, we implement the Kuramoto
model on a random geometric graph (e.g. (Diaz-Guilera et al., 2009)) via omitting movement in its
independent generalization, the Vicsek model (Vicsek et al., 1995; Vicsek & Zafeiris, 2012). Agents
j have two-dimensional position pjt and current headings ϕj

t , to be controlled by their actions. The
key metric of interest for both Kuramoto and Vicsek is polarization via the polar order parameter
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Figure 3: Dec-POMFPPO training curves (episode return) with shaded standard deviation over 3
seeds for N = 200 in (a) Aggregation; Vicsek on a (b): torus; (c): Möbius strip; (d): projective plane;
(e): Klein bottle; and (f) Kuramoto on a torus.

Figure 4: Training curves (episode return) with shaded standard deviation over 3 seeds and N = 200,
in (a) Aggregation (box), (b) Vicsek (torus), (c) Kuramoto (torus). For comparison, we also plot the
best return averaged over 3 seeds for Dec-POMFPPO in Figure 3 (MF).

R = | 1N
∑

j exp(iϕ
j
t )|. Here, R ranges from 0 – fully unsynchronized – to 1 – perfect alignment of

agents. Experimentally, we consider various environments, such as the torus, Möbius strip, projective
plane and Klein bottle. Importantly, agents only observe relative headings of others.

Training results. In Figure 3 it is evident that the training process of MFC for many agents is
relatively stable by guidance via MF and reduction to single-agent RL. In Appendix A, we also see
similar results with significantly fewer agents, comparable to results obtained with larger numbers of
agents. This highlights that the training procedure yields satisfactory outcomes, even in scenarios
where the mean field approximation may not yet be perfectly exact, further underscoring the generality
and ability to adapt across different regimes. On the same note, we see in Figure 4, that our method is
usually on par with state-of-the-art IPPO and MAPPO for many agents, e.g. here N = 200, although
standard MARL is more sample-efficient due to experience sharing and smaller action spaces.

Verification of theory. In Figure 5, as the number of agents rises, the performance quickly tends to
its limit, i.e. the objective converges, supporting Theorem 1 and Corollary 1, as well as applicability
to arbitrarily many agents. Analogously, conducting open-loop experiments on our closed-loop
trained system in Figure 6 demonstrates the robust generality of learned collective behavior with
respect to the randomly sampled initial agent states, supporting Theorem 3 and Corollary 2.

Qualitative analysis. In the Vicsek model, as seen exemplarily in Figure 6 and Appendix A, the
algorithm learns to align in various topological spaces. In all considered topologies, the polar order
parameter surpasses 0.9, with the torus system even reaching a value close to 0.99. As for the
angles at different iterations of the training process, as depicted in Figure 7, the algorithm gradually
learns to form a concentrated cluster of angles. Note that the cluster center angle is not fixed, but
rather changes over time. This behavior can not be observed in the classical Vicsek model, though
extensions using more sophisticated equations of motion for angles have reported similar results
(Kruk et al., 2020). For more details and further experiments or visualizations, we refer the reader
to Appendices A–C. Figure 7 and additional figures, with similar results for other topologies in
Appendix A, e.g. Figures 18–22, illustrate the qualitative behavior observed across the different
manifolds. Agents on the continuous torus demonstrate no preference for a specific direction across
consecutive training runs. Conversely, agents trained on other manifolds exhibit a tendency to avoid

Figure 5: The performance of the best of 3 Dec-POMFPPO policies transferred to N -agent systems
(in blue, error bars for 95% confidence interval), averaged over 50 episodes, and compared against
the performance in the training system (in red). Problems (a)-(f) and training are as in Figure 3.
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BA C

Figure 6: A, B: For the Vicsek (torus) problem with forward velocity control, the open-loop behavior
(B) shows little difference in performance of agents (rods, color indicating heading) over the closed-
loop behavior (A). C: Visualization of agents (triangles) under the Vicsek model on the torus.

BA

Figure 7: A: Agent angle alignment in the Vicsek model on the torus, plotted as density over time; B:
Alignment of agents in the Vicsek model on the projective plane, as in Figure 6.

the direction that leads to an angle flip when crossing the corresponding boundary. Especially for
the projective plane topology, the agents tend to aggregate more while aligning, even without adding
another reward for aggregation. For Aggregation in Figure 8, we also find successful aggregation
of agents in the middle. In practice, one may define any objective of interest. For example, we can
achieve misalignment in Figure 8, resulting in polar order parameters on the order of magnitude of
10−2, and showing the generality of the framework.

Additional experiments. Some other experiments are discussed in Appendix A, including the
generalization of our learned policies to different starting conditions, a comparison of the Vicsek
model trained or transferred to different numbers of agents, additional interpretative visualizations,
similar success for the Kuramoto model, and a favorable comparison between RBFs and histograms
for higher dimensions, showing the generality of the framework and supporting our claims.

5 Conclusion and Discussion

Our framework provides a novel methodology for engineering artificial collective behavior in a rigor-
ous and tractable manner, whereas existing scalable learning frameworks often focus on competitive
or fully observable models (Guo et al., 2023; Zheng et al., 2018). We hope our work opens up new
applications of partially-observable swarm systems. Our method could be of interest due to (i) its
theoretical optimality guarantees while covering a large class of problems, and (ii) its surprising
simplicity in rigorously reducing complex Dec-POMDPs to MDPs, with same complexity as MDPs
from fully observable MFC, thus allowing analysis of Dec-POMDPs via a tractable MDP.

The current theory remains limited to non-stochastic MFs, which in the future could be analyzed for
stochastic MFs via common noise (Perrin et al., 2020; Cui et al., 2023; Dayanikli et al., 2023). Further,
sample efficiency could be analyzed (Huang et al., 2023), and parametrizations for history-dependent
policies using more general NNs could be considered, e.g. via hypernetworks (Ha et al., 2016; Li
et al., 2023). Lastly, extending the framework to consider additional practical constraints and sparser
interactions, such as physical collisions or via graphical decompositions, may be fruitful.

BA

Figure 8: A: Qualitative behavior for misalignment of agents in the Vicsek (torus) problem. B: The
two-dimensional Aggregation problem, with agent distances to mean as colors.
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A Supplementary Experiments

In this section, we give additional details on experiments. The mathematical description of problems
can be found in Appendix C.

We use the manifolds as depicted in Figure 9 and as described in the following. Here, we visualize
the qualitative results as in the main text for the remaining topologies. Due to technical limitations,
all agents are drawn, including the ones behind a surface. To indicate where an agent belongs, we
colorize the inside of the agent with the color of its corresponding surface.

Figure 9: Two-dimensional manifolds visualized in three-dimensional space. In order from left to
right: Möbius strip, torus, projective plane (Boy’s surface), and Klein bottle (pinched torus).

Torus manifold. The (flat) torus manifold is obtained from the square [−1, 1]2 by identifying
(x,−1) ∼ (x, 1) and (−1, y) ∼ (1, y) for all x, y ∈ [−1, 1]. For the metric, we use the toroidal
distance inherited from the Euclidean distance d2, which can be computed as

d(x, y) = min
t1,t2∈{−1,0,1}

d2(x, y + 2t1e1 + 2t2e2)

where e1, e2 denote unit vectors. In Figure 9, we visualize the torus by mapping each point (x, y) ∈
[−1, 1]2 to a point (X,Y, Z) in 3D space, given by

X = (2 + 0.75 cos (π(x+ 1))) cos (π(y + 1)) ,

Y = (2 + 0.75 cos (π(x+ 1))) sin (π(y + 1)) ,

Z = 0.75 sin (π(x+ 1)) .

The results have been described in the main text in Figure 7. Here, also note that the torus – by
periodicity and periodic boundary conditions – can essentially be understood as the case of an infinite
plane, consisting of infinitely many copies of the square [−1, 1]2 laid next to each other.
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Möbius strip. The Möbius strip is obtained from the square [−1, 1]2 by instead only identifying
(−1,−y) ∼ (1, y) for all y ∈ [−1, 1], i.e. only the top and bottom side of the square, where directions
are flipped. We then use the inherited distance

d(x, y) = min
t2∈{−1,0,1}

d2(x, (1− 2 · 1t2 ̸=0, 1)
T ⊙ y + 2t2e2)

where ⊙ denotes the elementwise (Hadamard) product.

We visualize the Möbius strip in Figure 9 by mapping each point (x, y) ∈ [−1, 1]2 to

X =
(
1 +

x

2
cos
(π
2
(y + 1)

))
cos (π(y + 1)) ,

Y =
(
1 +

x

2
cos
(π
2
(y + 1)

))
sin (π(y + 1)) ,

Z =
x

2
sin
(π
2
(y + 1)

)
.

As we can see in Figure 10, the behavior of agents is learned as expected: Agents learn to align along
one direction on the Möbius strip.

Figure 10: Qualitative visualization of Vicsek behavior on the Möbius strip manifold for uniform
initialization. The 300 agents (triangles) align into one direction on the Möbius strip.

Projective plane. Analogously, the projective plane is obtained by identifying and flipping both
sides of the square [−1, 1]2, i.e. (−x,−1) ∼ (x, 1) and (−1,−y) ∼ (1, y) for all x, y ∈ [−1, 1]. We
use the inherited distance

d(x, y) = min
t1,t2∈{−1,0,1}

d2(x, (1− 2 · 1t2 ̸=0, 1− 2 · 1t1 ̸=0)
T ⊙ y + 2t1e1 + 2t2e2)

and though an accurate visualization in less than four dimensions is difficult, we visualize in Figure 11
by mapping each point (x, y) ∈ [−1, 1]2 to a point (X,Y, Z) on the so-called Boy’s surface, with

z =
x+ 1

2
exp (iπ(y + 1)) ,

g1 = −3

2
Im

(
z(1− z4)

z6 +
√
5z3 − 1

)
,

g2 = −3

2
Re

(
z(1− z4)

z6 +
√
5z3 − 1

)
,

g3 = Im

(
1 + z6

z6 +
√
5z3 − 1

)
− 1

2
,

X =
g1

g21 + g22 + g23
,

Y =
g2

g21 + g22 + g23
,

Z =
g2

g21 + g22 + g23
.

As we can see in Figure 11, under the inherited metric and radial parametrization, agents tend to
gather at the bottom of the surface.
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Figure 11: Qualitative visualization of Vicsek behavior on the projective plane manifold for uniform
initialization. The 300 agents (triangles) align over time by gathering at the bottom right.

Klein bottle. Similarly, the Klein bottle is obtained by identifying both sides of the square [−1, 1]2

and flipping one side, i.e. (x,−1) ∼ (x, 1) and (−1,−y) ∼ (1, y) for all x, y ∈ [−1, 1]. We use the
inherited distance

d(x, y) = min
t1,t2∈{−1,0,1}

d2(x, (1− 2 · 1t2 ̸=0, 1)
T ⊙ y + 2t1e1 + 2t2e2)

and visualize in Figure 12 by the pinched torus, i.e. mapping each (x, y) ∈ [−1, 1]2 to a point
(X,Y, Z) with

X = (2 + 0.75 cos (π(x+ 1))) cos (π(y + 1)) ,

Y = (2 + 0.75 cos (π(x+ 1))) sin (π(y + 1)) ,

Z = 0.75 sin (π(x+ 1))) cos
(π
2
(y + 1)

)
.

As we can see in Figure 12, agents may align by aggregating on the inner and outer ring, such that
they may avoid switching sides at the pinch.

Figure 12: Qualitative visualization of behavior on Klein bottle topology for uniform initialization:
The visualization in 3D is limited. Here, we use a pinched torus visualization that inverts itself at the
flat pinch (i.e. there is no "connection" between blue and red surfaces at the bottom). Over time, 300
agents (triangles) sometimes align by aggregating on the inner, avoiding side switches at the pinch.

Box. Lastly, the box manifold is the square [−1, 1]2 equipped with the standard Euclidean topology,
i.e. distances between two points x, y ∈ [−1, 1]2 are given by

d(x, y) =
√
(x1 − y1)2 + (x2 − y2)2,

while the sides of the square are not connected to anything else. We use the box manifold for the
following experiments in Aggregation, and mention it here for sake of completeness.

Ablation on number of agents. As seen in Figures 13 and 14, we can successfully train on various
numbers of agents, despite the inaccuracy of the mean field approximation for fewer agents as inferred
from Figure 5. This indicates that our algorithm is general and – at least in the considered problems –
scales to arbitrary numbers of agents.

Qualitative results for Kuramoto. The Kuramoto model, see Figure 15, demonstrates instability
during training and subsequent lower-grade qualitative behavior compared to the Vicsek model. This
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Figure 13: Training curves for Vicsek (torus), using RBF-based or discretization-based solutions. (a):
RBF, N = 25; (b): Discretization, N = 25; (c): RBF, N = 50; (d) : Discretization, N = 50.

Figure 14: Training curves for Vicsek (torus), using RBF-based or discretization-based solutions. (a):
RBF, N = 100; (b): Discretization, N = 100; (c): RBF, N = 150; (d) : Discretization, N = 150.

disparity persists even when considering more intricate topologies, despite being a specialization
of the Vicsek model. One explanation is that the added movement makes it easier to align agents
over time. Another general explanation could be that, despite initially distributing agents uniformly
across the region of interest, the learned policy causes the agents to aggregate into a few or even a
single cluster (though we do not observe such behavior in Figure 15). The closer particles are to
each other, the greater the likelihood that they perceive a similar or identical mean field, prompting
alignment only in local clusters. A similar behavior is observed in the classical Vicsek model, where
agents tend to move in the same direction after interaction. Consequently, they remain within each
other’s interaction region and have the potential to form compounds provided there are no major
disturbances. These can come from either other particles or excessively high levels of noise (Barberis,
2017). Although agents are able to align, the desired alignment remains to be improved, either via
more parameter tuning or improved algorithms.

Figure 15: Qualitative behavior of the learned behavior in the Kuramoto model with histogram over
angles, where in contrast to Vicsek, agents remain fixed in their initial position.

Effect of kernel method. While for low dimensions, the effect of kernel methods is not as pro-
nounced and mostly ensure theoretical guarantees, in Figures 16 and 17 we can see that training via
our RBF-based methods outperforms discretization-based methods for dimensions higher than 3 as
compared to a simple gridding of the probability simplex with associated histogram representation of
the mean field. Here, for the RBF method in Aggregation, we place 5 equidistant points yb on the axis
of each dimension. This is also the reason for why the discretization-based approach is better for low
dimensions d = 2 or d = 3, as more points will have more control over actions of agents, and can
therefore achieve better results, in exchange for tractability in high dimensions. This shows the ad-
vantage of RBF-based methods in more complex, high-dimensional problems. While the RBF-based
method continues to learn even for higher dimensions up to d = 5, the discretization-based solution
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eventually stops learning due to very large action spaces leading to increased noise on the gradient.
The advantage is not just in terms of sample complexity, but also in terms of wall clock time, as the
computation over exponentially many bins also takes more CPU time as shown in Table 1.

Figure 16: Training curves for d-dimensional Aggregation, using RBF-based vs. discretization-based
solutions. (a): RBF, d = 2; (b): Discretization, d = 2; (c): RBF, d = 3; (d) : Discretization, d = 3.

Figure 17: Training curves for d-dimensional Aggregation, using RBF-based vs. discretization-based
solutions. (a): RBF, d = 4; (b): Discretization, d = 4; (c): RBF, d = 5; (d) : Discretization, d = 5.

Table 1: Wall clock time for one training step averaged over 500 iterations in d-dimensional Aggrega-
tion, for 50 agents.

Dimensionality d RBF MFC [s] Discretization MFC [s] MARL (IPPO) [s]

2 5.64 5.69 146.58
3 6.16 7.96 147.03
4 6.97 17.26 147.29
5 8.31 76.33 146.91

Ablations on time dependency and starting conditions. As discussed in the main text, we also
verify the effect of using a non-time-dependent open-loop sequence of lower-level policies, and also
an ablation over different starting conditions. In particular, for starting conditions, to begin we will
consider the uniform initialization as well as the beta-1, beta-2 and beta-3 initializations with a beta
distribution over each dimension of the states, using α = β = 0.5, α = β = 0.25 and α = β = 0.75
respectively.

As we can see in Figure 18, the behavior learned for the Vicsek problem on the torus with N = 200
agents allows for using the first lower-level policy π̌0 at all times t under the Gaussian initialization
used in training to nonetheless achieve alignment. This validates the fact that a time-variant open-loop
sequence of lower-level policies is not always needed, and the results even hold for slightly different
initial conditions from the ones used in training.

Analogously, we consider some more strongly concentrated and heterogeneous initializations: The
peak-normal initialization is given by a more concentrated zero-centered diagonal Gaussian with
covariance σ2 = 0.1. The squeezed-normal is the same initialization as in training, except for
dividing the variance in the y-axis by 10. The multiheaded-normal initialization is a mixture of two
equisized Gaussian distributions in the upper-right and lower-left quadrant, where in comparison to
the training initialization, position variances are halved. Finally, the bernoulli-multiheaded-normal
additionally changes the weights of two Gaussians to 0.75 and 0.25 respectively.

As seen in Figure 19, the lower-level policy π̌0 for Gaussian initialization from training easily
transfers and generalizes to more complex initializations. However, the behavior may naturally be
more suboptimal due to the training process likely never seeing more strongly concentrated and
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Figure 18: Open-loop behavior by using the lower-level decision policy at time t = 0 for all times, on
Vicsek (torus) with N = 200 agents and various initializations. A: uniform initialization; B: beta-2
initialization; C: beta-1 initialization; D: beta-3 initialization.

heterogeneous distributions of agents. For example, in the peak-normal initialization in Figure 19,
we see that the agents begin relatively aligned, but will first misalign in order to align again, as the
learned policy was trained to handle only the wider Gaussian initialization.

Figure 19: Open-loop behavior by using the lower-level decision policy at time t = 0 for all times,
on Vicsek (torus) with N = 200 agents and various initializations. A: peak-normal initialization;
B: squeezed-normal initialization; C: multiheaded-normal initialization; D: bernoulli-multiheaded-
normal initialization.

No observations. As an additional verification of the positive effect of mean field guidance on
PG training, we also perform experiments for training PPO without any RL observations, as in
the previous paragraph we verified the applicability of learned behavior even without observing
the MF that is observed by RL during training. In Figure 20 we see that PPO is unable to learn
useful behavior, despite the existence of such a time-invariant lower-level policy from the preceding
paragraph, underlining the empirical importance of mean field guidance that we derived.

Transfer to differing agent counts. In Figure 21, we see qualitatively that the behavior learned for
N = 200 agents transfers to different, lower numbers of agents as well. The result is congruent with
the results shown in the main text, such as in Figure 5, and further supports the fact that our method
scales to nearly arbitrary numbers of agents.
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Figure 20: Qualitative behavior after training without observations for Vicsek (torus).

Figure 21: Qualitative behavior of the policy learned for N = 200 on Vicsek (torus), transferred to
different numbers of agents N . A: N = 25; B: N = 50; C: N = 100; D: N = 150.

Forward velocity control. We also allow agents to alternatively control their maximum velocity in
the range [0, v0]. Forward velocity can similarly be controlled, and allows for more uniform spreading
of agents in contrast to the case where velocity cannot be controlled. This shows some additional
generalization of our algorithm to variants of collective behavior problems. The corresponding final
qualitative behavior is depicted in Figure 22.

Figure 22: Qualitative behavior on Vicsek (torus) with N = 200 agents, additional forward velocity
control, and various initializations. A: peak-normal initialization; B: squeezed-normal initialization;
C: multiheaded-normal initialization; D: bernoulli-multiheaded-normal initialization.

Comparison of IPPO and MAPPO for low numbers of agents. Lastly, for completeness we show
the comparison of IPPO and MAPPO training results for various numbers of agents in Figures 23 and
24. The overall achieved performances are overall comparable to the results of the Dec-POMFPPO
method in Figure 5.
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Figure 23: IPPO training curves (episode return) with shaded standard deviation over 3 seeds and
various N , in (a) Aggregation (box), (b) Vicsek (torus), (c) Kuramoto (torus). For comparison, we
also plot the best return averaged over 3 seeds for Dec-POMFPPO in Figure 3 (MF).

Figure 24: MAPPO training curves (episode return) with shaded standard deviation over 3 seeds and
various N , in (a) Aggregation (box), (b) Vicsek (torus), (c) Kuramoto (torus). For comparison, we
also plot the best return averaged over 3 seeds for Dec-POMFPPO in Figure 3 (MF).

B Experimental Details

We use the RLlib 2.0.1 (Apache-2.0 license) (Liang et al., 2018) implementation of PPO (Schulman
et al., 2017) for both MARL via IPPO, and our Dec-POMFPPO. For MAPPO, we used the MARLlib
1.0.0 framework (Hu et al., 2023), which builds upon RLlib. For our experiments, we used no GPUs
and around 60 000 Intel Xeon Platinum 9242 CPU core hours, and each training run usually took at
most three days by training on up to 96 CPU cores. Implementation-wise, for the upper-level policy
NNs learned by PPO, we use two hidden layers with 256 nodes and tanh activations, parametrizing
diagonal Gaussians over the MDP actions ξ ∈ Ξ (parametrizations of lower-level policies).

In Aggregation, we define the parameters ξ ∈ Ξ for continuous spaces X ,Y,U ⊆ Rd by values in
Ξ := [−1, 1]2d. Each component of ξ is then mapped affinely to mean in U or diagonal covariance in
[ϵ, 0.5 + ϵ] with ϵ = 10−10/4, of each dimension. Meanwhile, in Vicsek and Kuramoto, we pursue a
"discrete action space" approach, letting Ξ := [−1, 1]3. We then affinely map components of ξ ∈ Ξ
to [ϵ, 0.5 + ϵ], which are normalized to constitute probabilities of actions in {−1, 0, 1} ⊆ U .

For the kernel-based representation of mean fields in d-dimensional state spaces X , we define points
xb by the center points of a d-dimensional gridding of spaces via equisized (MX = 5d hypercubes)
partitions. For the histogram, we similarly use the equisized hypercube partitions. For observation
spaces Y and the kernel-based representation of lower-level policies, unless noted otherwise (e.g. in
the high-dimensional experiments below, where we use less than exponentially many points), we
do the same but additionally rescale the center points ỹb around zero, giving yb = cỹb for some
c > 0 and MY = 5d. We use c = 0.75 for Aggregation and c = 0.1 for Vicsek and Kuramoto.
For the (diagonal) bandwidths of RBF kernels, in Aggregation we use σ = 0.12/

√
MX for states

and σ = 0.12c for observations. In Vicsek and Kuramoto, we use σ = 0.12/
√
2 for state positions,

σ = 0.12π for state angles, and σ = 0.06c or σ = 0.12πc for the first or second component of
observations respectively. For IPPO and MAPPO, we observe the observations yt directly. For
hyperparameters of PPO, see Table 2.

C Problem Details

In this section, we will discuss in more detail the problems considered in our experiments.

Aggregation. The Aggregation problem is a problem where agents must aggregate into a single
point. Here, X = Y = [−1, 1]d ⊆ Rd for some dimensionality parameter d ∈ N, and analogously
U = [−1, 1]d for per-dimension movement actions. Observations are the own, noisily observed
position, and movements are similarly noisy, using Gaussian noise. Overall, the dynamics are given
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Table 2: PPO hyperparameter values.

Hyperparameter Value

Discount factor γ 0.99
GAE lambda 1

KL coefficient 0.03
Clip parameter 0.2
Learning rate 0.00005

Training batch size Blen 4000
Mini-batch size blen 1000

Steps per batch NPPO 5

by

yt ∼ N
(
xt,diag(σ

2
y, . . . σ

2
y)
)
,

xt+1 ∼ N
(
xt + v0

ut

max(1, ∥ut∥2)
,diag(σ2

x, . . . σ
2
x)

)
for some velocity v0, where additionally, observations and states that are outside of the box [−1, 1]d

are projected back to the box.

The reward function for aggregation of agents is defined as

r(µt) = −cd

∫∫
∥x− y∥1µt(dx)µt(dy)− cu

∫∫ ∥∥∥∥ u

max(1, ∥u∥2)

∥∥∥∥
1

πt(du | x)µt(dx),

for some disaggregation cost cd > 0 and action cost cu > 0, where we allow the dependence of
rewards on actions as well: Note that our framework still applies to the above dependence on actions,
as discussed in Section 2, by rewriting the system in the following way. At any even time 2t, the
agents transition from state x ∈ X to state-actions (x, u) ∈ X ×U , which will constitute the states of
the new system. At the following odd times 2t+1, the transition is sampled for the given state-actions.
In this way, the mean field is over X ∪ (X × U) and allows description of dependencies on the
state-action distributions instead of only the state distribution.

For the experiments, we use σ2
x = 0.04, σ2

y = 0.04 and v0 = 0.1. The initial distribution of agent
positions is a Gaussian centered around zero, with variance 0.4. The cost coefficients are cd = 1 and
cu = 0.1. For simulation purposes, we consider episodes with length T = 100.

Vicsek. In classical Vicsek models, each agent is coupled to every other agent within a predefined
interaction region. The agents have a fixed maximum velocity v0 > 0, and attempt to align themselves
with the neighboring particles within their interaction range D > 0. The equations governing the
dynamics of the i-th agent in the classical Vicsek model are given in continuous time by

dpi = (v0 sin(ϕ
i), v0 cos(ϕ

i))Tdt

dϕi =
1

|Ni|
∑
j∈Ni

sin
(
ϕj − ϕi

)
dt+ σdW

for all agents i, where Ni denotes the set of agents within the interaction region, Ni := {j ∈ [N ] |
d(xi, xj) ≤ D}, and W denotes Brownian motion.

We consider a discrete-time variant where agents may control independently how to adjust their
angles in order to achieve a global objective (e.g. alignment, misalignment, aggregation). For states
xt ≡ (pt, ϕt), actions ut and observations yt, we have

(x̄, ȳ)T =

(∫∫
sin(ϕ− ϕt)1d(pt,p)≤Dµt(dp,dϕ),

∫∫
cos(ϕ− ϕt)1d(pt,p)≤Dµt(dp,dϕ)

)T

,

yt =
(
∥(x̄, ȳ)T ∥2, atan2 (x̄, ȳ)

)T
,

pt+1 = (pt,1 + v0 sin(ϕt), pt,2 + v0 cos(ϕt))
T ,
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ϕt+1 ∼ N (ϕt + ω0ut, σ
2
ϕ)

for some maximum angular velocity ω0 > 0 and noise covariance σ2
ϕ > 0, where atan2(x, y) is the

angle from the positive x-axis to the vector (x, y)T . Therefore, we have X = [−1, 1]2 × [0, 2π),
where positions are equipped with the corresponding topologies discussed in Appendix A, and
standard Euclidean spaces Y = [−1, 1]2 and U = [−1, 1]. Importantly, agents only observe the
relative headings of other agents within the interaction region. As a result, it is impossible to model
such a system using standard MFC techniques.

As cost functions, we consider rewards via the polarization, plus action cost as in Aggregation.
Defining polarization similarly to e.g. (Zapotecatl et al., 2016),

polt :=

∫∫
∠(x, x̄t)µt(dp,dϕ),

∠(x, y) := arccos

(
(cos(ϕ), sin(ϕ))T · y

∥y∥2

)
,

x̄t :=

∫∫
(cos(ϕ), sin(ϕ))Tµt(dp,dϕ)

where high values of polt indicate misalignment, we define the rewards for alignment

r(µt) = −capolt − cu

∫∫
|u|πt(du | x)µt(dx),

and analogously for misalignment

r(µt) = +capolt − cu

∫∫
|u|πt(du | x)µt(dx).

For our training, unless noted otherwise, we let D = 0.25, v0 = 0.075, ω0 = 0.2, σϕ = 0.02 and µ0

as a zero-centered (clipped) diagonal Gaussian with variance 0.4. The cost coefficients are ca = 1
and cu = 0.1. For simulation purposes, we consider episodes with length T = 200.

Kuramoto. The Kuramoto model can be obtained from the Vicsek model by setting the maximal
velocity v0 of the above equations to zero. Hence, we obtain a random geometric graph, where agents
see only their neighbor’s state distribution within the interaction region, and the neighbors are static
per episode. For parameters, we let D = 0.25, v0 = 0, ω0 = 0.2, σϕ = 0 and µ0 as a zero-centered
(clipped) Gaussian with variance 0.4. The cost coefficients are ca = 1 and cu = 0.1. For simulation
purposes, we consider episodes with length T = 200.

D Propagation of Chaos

Proof of Theorem 1. As in the main text, we usually equip P(X ) with the 1-Wasserstein distance.
In the proof, however, it is useful to also consider the uniformly equivalent metric dΣ(µ, µ

′) :=∑∞
m=1 2

−m|
∫
fm d(µ− µ′)| instead. Here, (fm)m≥1 is a fixed sequence of continuous functions

fm : X → [−1, 1], see e.g. (Parthasarathy, 2005, Theorem 6.6) for details.

First, let us define the measure ζπ,µt on X × U , defined for any measurable set A×B ⊆ X × U by
ζπ,µt (A× B) :=

∫
A

∫
Y
∫
B
πt(du | y)P y(dy | x, µt)µt(dx). For notational convenience we define

the MF transition operator T̃ such that

T̃ (µt, ζ
π,µ
t ) :=

∫∫
P (· | x, u, µt)ζ

π,µ
t (dx, du) = µt+1. (6)

Continuity of T̃ follows immediately from Assumption 1a and (Cui et al., 2023, Lemma 2.5) which
we recall here for convenience.

Proposition 4 ((Cui et al., 2023), Lemma 2.5). Under Assumption 1a, (µn, ζn) → (µ, ζ) implies
T̃ (µn, ζn) → T̃ (µ, ζ).

23



The rest of the proof is similar to (Cui et al., 2023, Theorem 2.7) – though we remark that we
strengthen the convergence statement from weak convergence to convergence in L1 uniformly over
f ∈ F – by showing via induction over t that

sup
π∈Π

sup
f∈F

E
[∣∣f(µN

t )− f(µt)
∣∣]→ 0. (7)

Note that the induction start can be verified by a weak LLN argument which is also leveraged in the
subsequent induction step. For the induction step we assume that (7) holds at time t. At time t+ 1
we have

sup
π∈Π

sup
f∈F

E
[∣∣f(µN

t+1)− f(µt+1)
∣∣]

≤ sup
π∈Π

sup
f∈F

E
[∣∣∣f(µN

t+1)− f
(
T̃
(
µN
t , ζπ,µ

N

t

))∣∣∣] (8)

+ sup
π∈Π

sup
f∈F

E
[∣∣∣f (T̃ (µN

t , ζπ,µ
N

t

))
− f(µt+1)

∣∣∣] . (9)

We start by analyzing the first term and recall that a modulus of continuity ωF of F is defined as a func-
tion ωF : [0,∞) → [0,∞) with both limx→0 ωF (x) = 0 and |f(µ)− f(ν)| ≤ ωF (W1(µ, ν)),∀f ∈
F . By (DeVore & Lorentz, 1993, Lemma 6.1), such a non-concave and decreasing modulus ωF
exists for F because it is uniformly equicontinuous due to the compactness of P(X ). Analogously,
we have that F is uniformly equicontinuous in the space (P(X ), dΣ) as well. Recalling that P(X )
is compact and the topology of weak convergence is metrized by both dΣ and W1, we know that
the identity map id : (P(X ), dΣ) → (P(X ),W1) is uniformly continuous. Leveraging the above
findings, we have that for the identity map there exists a modulus of continuity ω̃ such that

|f(µ)− f(ν)| ≤ ωF (W1(idµ, id ν)) ≤ ωF (ω̃(dΣ(µ, ν)))

holds for all µ, ν ∈ (P(X ), dΣ). By (DeVore & Lorentz, 1993, Lemma 6.1), we can use the least
concave majorant of ω̃F := ωF ◦ ω̃ instead of ω̃F itself. Then, (8) can be bounded by

E
[∣∣∣f(µN

t+1)− f
(
T̃
(
µN
t , ζπ,µ

N

t

))∣∣∣] ≤ E
[
ω̃F

(
dΣ

(
µN
t+1, T̃

(
µN
t , ζπ,µ

N

t

)))]
≤ ω̃F

(
E
[
dΣ

(
µN
t+1, T̃

(
µN
t , ζπ,µ

N

t

))])
irrespective of both π and f by the concavity of ω̃F and Jensen’s inequality. For notational conve-
nience, we define xN

t := (xi,N
t )i∈[N ], and arrive at

E
[
dΣ

(
µN
t+1, T̃

(
µN
t , ζπ,µ

N

t

))]
=

∞∑
m=1

2−m E
[∣∣∣∣∫ fm d

(
µN
t+1 − T̃

(
µN
t , ζπ,µ

N

t

))∣∣∣∣]
≤ sup

m≥1
E
[
E
[∣∣∣∣∫ fm d

(
µN
t+1 − T̃

(
µN
t , ζπ,µ

N

t

))∣∣∣∣ ∣∣∣∣ xN
t

]]
.

Finally, we require the aforementioned weak LLN argument which goes as follows

E
[∣∣∣∣∫ fm d

(
µN
t+1 − T̃

(
µN
t , ζπ,µ

N

t

))∣∣∣∣ ∣∣∣∣ xN
t

]2

= E

∣∣∣∣∣∣ 1N
∑
i∈[N ]

(
fm(xi

t+1)− E
[
fm(xi

t+1)
∣∣ xN

t

])∣∣∣∣∣∣
∣∣∣∣∣∣ xN

t

2

≤ E


∣∣∣∣∣∣ 1N

∑
i∈[N ]

(
fm(xi

t+1)− E
[
fm(xi

t+1)
∣∣ xN

t

])∣∣∣∣∣∣
2
∣∣∣∣∣∣∣ xN

t


=

1

N2

∑
i∈[N ]

E
[(
fm(xi

t+1)− E
[
fm(xi

t+1)
∣∣ xN

t

])2 ∣∣∣ xN
t

]
≤ 4

N
→ 0.

24



Here, we have used that |fm| ≤ 1, as well as the conditional independence of xi
t+1 given xN

t . In
combination with the above results, the term (8) thus converges to zero. Moving on to the remaining
second term (9), we note that the induction assumption implies that

sup
π∈Π

sup
f∈F

E
[∣∣∣f (T̃ (µN

t , ζπ,µ
N

t

))
− f(µt+1)

∣∣∣]
= sup

π∈Π
sup
f∈F

E
[∣∣∣f (T̃ (µN

t , ζπ,µ
N

t

))
− f

(
T̃ (µt, ζ

π,µ
t )

)∣∣∣]
≤ sup

π∈Π
sup
g∈G

E
[∣∣g(µN

t )− g(µt)
∣∣]→ 0

using the function g := f ◦ T̃πt
∗ which belongs to the class G of equicontinuous functions with

modulus of continuity ωG := ωF ◦ ωT̃ . Here, ωT̃ is the uniform modulus of continuity over all
policies π of µt 7→ T̃πt

∗ (µt) := T̃ (µt, ζ
π,µ
t ). The equicontinuity of {T̃πt

∗ }π∈Π is a consequence
of Lemma 4 as well as the equicontinuity of functions µt 7→ ζπ,µt which in turn follows from the
uniform Lipschitzness of Π. The validation of this claim is provided in the next lines. Note that this
also completes the induction and thereby the proof. For a sequence of µn → µ ∈ P(X ) we can write

sup
π∈Π

W1(ζ
π,µn

t , ζπ,µt )

≤ sup
π∈Π

sup
∥f ′∥Lip≤1

∣∣∣∣∫∫∫ f ′(x, u)πt(du | y)(P y(dy | x, µn)− P y(dy | x, µ))µn(dx)

∣∣∣∣
+ sup

π∈Π
sup

∥f ′∥Lip≤1

∣∣∣∣∫∫∫ f ′(x, u)πt(du | y)P y(dy | x, µ)(µn(dx)− µ(dx))

∣∣∣∣ .
Starting with the first term, we apply Assumptions 1a–1b to arrive at

sup
π∈Π

sup
∥f ′∥Lip≤1

∣∣∣∣∫∫∫ f ′(x, u)πt(du | y)(P y(dy | x, µn)− P y(dy | x, µ))µn(dx)

∣∣∣∣
≤ sup

π∈Π
sup

∥f ′∥Lip≤1

∫ ∣∣∣∣∫∫ f ′(x, u)πt(du | y)(P y(dy | x, µn)− P y(dy | x, µ))
∣∣∣∣µn(dx)

≤ sup
π∈Π

sup
∥f ′∥Lip≤1

sup
x∈X

∣∣∣∣∫∫ f ′(x, u)πt(du | y)(P y(dy | x, µn)− P y(dy | x, µ))
∣∣∣∣

≤ LΠ sup
x∈X

W1(P
y(· | x, µn), P

y(· | x, µ))

≤ LΠLPyW1(µn, µ) → 0

with Lipschitz constant LΠ corresponding to the Lipschitz function y 7→
∫
f ′(x, u)πt(du | y).

Alternatively, if P y is assumed independent of the mean field in Assumption 1b, the term is zero.

In a similar fashion, we point out the 1-Lipschitzness of x 7→
∫∫ f ′(x,u)

LΠLPy+1πt(du | y)P y(dy | x, µ),
as ∣∣∣∣∫∫ f ′(z, u)

LΠLPy + 1
πt(du | y)P y(dy | z, µ)−

∫∫
f ′(x, u)

LΠLPy + 1
πt(du | y)P y(dy | x, µ)

∣∣∣∣
≤
∣∣∣∣∫∫ f ′(z, u)− f ′(x, u)

LΠLPy + 1
πt(du | y)P y(dy | z, µ)

∣∣∣∣
+

∣∣∣∣∫∫ f ′(x, u)

LΠLPy + 1
πt(du | y)(P y(dy | z, µ)− P y(dy | x, µ))

∣∣∣∣
≤ 1

LΠLPy + 1
d(z, x) +

LΠ

LΠLPy + 1
W1(P

y(dy | z, µ), P y(dy | x, µ))

≤
(

1

LΠLPy + 1
+

LΠLPy

LΠLPy + 1

)
d(x, y) = d(x, y)

for z ̸= x. Alternatively, if the state space is assumed finite in Assumption 1b, the Lipschitzness
follows directly.
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This eventually yields the convergence of the second term, i.e.

sup
π∈Π

sup
∥f ′∥Lip≤1

∣∣∣∣∫∫∫ f ′(x, u)πt(du | y)P y(dy | x, µ)(µn(dx)− µ(dx))

∣∣∣∣
= sup

π∈Π
sup

∥f ′∥Lip≤1

(LPyLΠ + 1)

∣∣∣∣∫∫ f ′(x, u)

LPyLΠ + 1
πt(du | y)P y(dy | x, µ)(µn(dx)− µ(dx))

∣∣∣∣
≤ (LPyLΠ + 1)W1(µn, µ) → 0

and thus completes the proof.

In the special case of finite states and actions, the approximation rate can also be quantified to
O(1/

√
N) by considering equi-Lipschitz families of functions F with constant Lf . Then, there is no

need to consider the two different metrizations dΣ and W1, as they are Lipschitz equivalent, and one
can simply use the L1 distance. The convergence in the first term (8) is then directly via the weak
LLN at rate O(1/

√
N) by

sup
π∈Π

sup
f∈F

E
[∣∣∣f(µN

t+1)− f
(
T̃
(
µN
t , ζπ,µ

N

t

))∣∣∣]
≤ sup

π∈Π
Lf E

[∑
x∈X

∣∣∣µN
t+1(x)− T̃

(
µN
t , ζπ,µ

N

t

)
(x)
∣∣∣]

= sup
π∈Π

Lf

∑
x∈X

E

[
E

[∣∣∣∣∣ 1N
N∑
i=1

1x(x
i,N
t+1)− E

[
1

N

N∑
i=1

1x(x
i,N
t+1)

∣∣∣∣∣ xN
t

]∣∣∣∣∣
∣∣∣∣∣ xN

t

]]

≤ Lf |X |
√

4

N
,

while for the second term (9) we use the induction assumption, since T̃ is uniformly Lipschitz.

E Agents with Memory and History-Dependence

For agents with bounded memory, we note that such memory can be analyzed by our model by adding
the memory state to the usual agent state, and manipulations on the memory either to the actions or
transition dynamics.

For example, let zit ∈ Q := {0, 1}Q be the Q-bit memory of an agent at any time. Then, we may
consider the new X ×Q-valued state (xi

t, z
i
t), which remains compact, and the new U ×Q-valued

actions (ui
t, w

i
t), where wi

t is a write action that can arbitrarily rewrite the memory, zit+1 = wi
t.

Theoretical properties are preserved by discreteness of added states and actions.

Analogously, extending transition dynamics to include observations y also allows for description of
history-dependent policies. This approach extends to infinite-memory states, by adding observations
y also to the transition dynamics, and considering histories for states and observations. Define
the observation space of histories Y ′ := Y ×⋃∞

i=0(Y × U)i, and the according state space X ′ :=
X × ⋃∞

i=0(Y × U)i. The new mean fields µN
t , µt are thus P(X ′)-valued. The new observation-

dependent dynamics are then defined by

P ′(· | x, y, u, µ) = P (· | x1, u,marg1 µ)⊗ δ(x2,y,u)

where marg1 maps µ to its first marginal, x1 is the first component of x, and x2 is the (Y×U)t-valued
past history. Here, (x2, y, u) defines the new history of an agent, which is observed by

P y′(· | x, µ) = P y(· | x1,marg1 µ)⊗ δx2
.

Clearly, Lipschitz continuity is preserved. Further, we obtain the mean field transition operator

T ′(µt, h
′
t) :=

∫∫∫
P ′(· | x, y, u, µt)h

′
t(dx, dy,du).
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using X ′ ×Y ′ ×U -valued actions h′
t = µt ⊗P y(µt)⊗ π̌[h′

t] for some Lipschitz π̌[h′
t] : Y ′ → P(U).

And in particular, the proof of e.g. Theorem 1 extends to this new case. For example, the weak LLN
argument still holds by

E
[
dΣ
(
µN
t+1, T

′ (µN
t , h′

t

))]
≤ sup

m≥1
E
[
E
[∣∣∣∣∫ fm d

(
µN
t+1 − T ′ (µN

t , h′
t

))∣∣∣∣ ∣∣∣∣ xN
t

]]

≤ sup
m≥1

E

∣∣∣∣∣∣ 1N
∑
i∈[N ]

(
fm(xi

t+1, y
i
0, u

i
0, . . . , y

i
t, u

i
t)

−E
[
fm(xi

t+1, y
i
0, u

i
0, . . . , y

i
t, u

i
t)
∣∣ xN

t

])∣∣2 ∣∣∣ xN
t

] 1
2 ≤ 4

N
→ 0.

for appropriate sequences of functions (fm)m≥1, fm : X × (Y × U)t+1 → [−1, 1] (Parthasarathy,
2005) and∫

fm dT ′ (µN
t , h′

t

)
=

∫
fm(xt+1, y0, u0, . . . , yt, ut)P

′(dxt+1 | xt, yt, ut, µ
N
t )

π̌[h′
t](dut | yt)P y′(dyt | xt, µ

N
t )µN

t (dxt,dy0,du0, . . . ,dyt−1,dut−1).

Analogously, we can see that the above is part of a set of equicontinuous functions, and again allows
application of the induction assumption, completing the extension.

F Approximate MFC-type Dec-POMDP Optimality

Proof of Corollary 1. The finite-agent discounted objective converges uniformly over policies to the
MFC objective

sup
π∈Π

∣∣JN (π)− J(π)
∣∣→ 0 as N → ∞, (10)

since for any ε > 0, let T ∈ T such that
∑∞

t=T γt E
∣∣[r(µN

t )− r(µt)
]∣∣ ≤ γT

1−γ maxµ 2|r(µ)| < ε
2 ,

and further let
∑T−1

t=0 γt E
∣∣[r(µN

t )− r(µt)
]∣∣ < ε

2 by Theorem 1 for sufficiently large N .

Therefore, approximate optimality is obtained by

JN (π)− sup
π′∈Π

JN (π′) = inf
π′∈Π

(JN (π)− JN (π′))

≥ inf
π′∈Π

(JN (π)− J(π)) + inf
π′∈Π

(J(π)− J(π′)) + inf
π′∈Π

(J(π′)− JN (π′))

≥ −ε

2
+ 0− ε

2
= −ε

by the optimality of π ∈ argmaxπ′∈Π J(π′) and (10) for sufficiently large N .

G Equivalence of Dec-POMFC and Dec-MFC

Proof of Proposition 1. We begin by showing the first statement. The proof is by showing µ̄t = µt

at all times t ∈ T , as it then follows that J̄(π̄) =
∑∞

t=0 γ
tr(µ̄t) =

∑∞
t=0 γ

tr(µt) = J(π). At time
t = 0, we have by definition µ̄0 = µ0. Assume µ̄t = µt at time t, then at time t+ 1, by (2) and (3),
we have

µ̄t+1 =

∫∫∫
P (x, u, µt)π̄t(du | y, µ̄t)P

y(dy | x, µ̄t)µ̄t(dx) (11)

=

∫∫∫
P (x, u, µt)πt(du | y)P y(dy | x, µt)µt(dx) = µt+1 (12)

which is the desired statement. An analogous proof for the second statement completes the proof.
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H Optimality of Dec-MFC Solutions

Proof of Corollary 2. Assume J(Φ(π̄)) < supπ′∈Π J(π′). Then there exists π′ ∈ Π such that
J(Φ(π̄)) < J(π′). But by Proposition 1, there exists π̄′ ∈ Π̄ such that J̄(π̄′) = J(π′) and
hence J̄(π̄) = J(Φ(π̄)) < J(π′) = J̄(π̄′), which contradicts π̄ ∈ argmaxπ̄′∈Π̄ J̄(π̄′). Therefore,
Φ(π̄) ∈ argmaxπ′∈Π J(π′).

I Dynamic Programming Principle

Proof of Theorem 2. We verify the assumptions in (Hernández-Lerma & Muñoz de Ozak, 1992).
First, note the (weak) continuity of transition dynamics T̂ .

Proposition 5. Under Assumption 1a, T̂ (µn, hn) → T̂ (µ, h) for any sequence (µn, hn) → (µ, h)
of MFs µn, µ ∈ P(X ) and joint distributions hn ∈ H(µn), h ∈ H(µ).

Proof. The convergence hn → h also implies the convergence of its marginal
∫
Y hn(·,dy, ·) →∫

Y h(·,dy, ·). The proposition then follows immediately from Proposition 4. ■

Furthermore, the reward is continuous and hence bounded by Assumption 1a. It is inf-compact by

{h ∈ H(µ) | −r(µ) ≤ c} =

{H(µ) if −r(µ) ≤ c,
∅ else,

where H(µ) is closed by (Cui et al., 2023, Appendix A.2), and Lemma 2 if considering equi-Lipschitz
policies in Assumption 1b.

Further, by compactness of P(X × Y × U), H(µ) is compact as a closed subset of a compact set.

Lastly, lower semicontinuity of µ 7→ H(µ) is given, since for any µn → µ and h = µ⊗P y(µ)⊗ π̌ ∈
H(µ), we can find hn ∈ H(µn): Let hn = µn ⊗ P y(µn)⊗ π̌, then

W1(hn, h) = sup
f∈Lip(1)

∫∫∫
f(x, y, u)π̌(du | y) (P y(dy | x, µn)µn(dx)− P y(dy | x, µ)µ(dx))

≤ sup
f∈Lip(1)

∫∫∫
f(x, y, u)π̌(du | y) (P y(dy | x, µn)− P y(dy | x, µ))µn(dx)

+ sup
f∈Lip(1)

∫∫∫
f(x, y, u)π̌(du | y)P y(dy | x, µ) (µn(dx)− µ(dx))

≤ sup
f∈Lip(1)

∫ ∣∣∣∣∫∫ f(x, y, u)π̌(du | y) (P y(dy | x, µn)− P y(dy | x, µ))
∣∣∣∣µn(dx)

+ sup
f∈Lip(1)

∫∫∫
f(x, y, u)π̌(du | y)P y(dy | x, µ) (µn(dx)− µ(dx)) → 0

since the integrands are Lipschitz by Assumption 1a and analyzed as in the proof of Theorem 1.

The proof concludes by (Hernández-Lerma & Muñoz de Ozak, 1992, Theorem 4.2).

J Convergence Lemma

Lemma 1. Assume that (X, d) is a complete metric space and that (xn)n∈N is a sequence of elements
of X . Then, the convergence condition of the sequence (xn)n∈N, i.e. that

∃x ∈ X : ∀ε > 0 : ∃N ∈ N : ∀n ≥ N : d(x, xn) < ε (13)

holds, is equivalent to the statement

∀ε > 0 : ∃x ∈ X : ∃N ∈ N : ∀n ≥ N : d(x, xn) < ε. (14)
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Proof. (13) ⇒ (14): follows immediately.

(14) ⇒ (13): Choose some strictly monotonically decreasing, positive sequence of (εi)i∈N with
limi→∞ εi = 0. Then, by statement (14) we can define corresponding sequences (xi)i∈N and
(Ni)i∈N such that

∀n ≥ Ni : d(xi, xn) < εi. (15)

Consider i, i′ ∈ N and assume w.l.o.g. i < i′. We know by the triangle inequality

∀n ≥ max{Ni, Ni′} : d(xi, xi′) ≤ d(xi, xn) + d(xn, xi′) ≤ 2εi. (16)

Thus, the sequence (xi)i∈N is Cauchy and therefore converges to some x ∈ X because (X, d) is a
complete metric space by assumption. Specifically, this is equivalent to

∃x ∈ X : ∀ε > 0 : ∃I ∈ N : ∀i ≥ I : d(x, xi) < ε. (17)

Finally, statements (16), (17), and the triangle inequality yield

∃x ∈ X : ∀2ε > 0 : ∃N ∈ N : ∀n ≥ N : d(x, xn) ≤ d(x, xi) + d(xi, xn) < 2ε

which implies the desired statement (13) and concludes the proof.

K Closedness of Joint Measures under Equi-Lipschitz Kernels

Lemma 2. Let µxy ∈ P(X ×Y) be arbitrary. For any hn = µxy ⊗ π̌n → h ∈ P(X ×Y ×U) with
LΠ-Lipschitz π̌n ∈ P(U)Y , there exists LΠ-Lipschitz π̌ ∈ P(U)Y such that h = µxy ⊗ π̌.

Proof. For readability, we write µy ∈ P(Y) for the second marginal of µxy. The required π̌ is
constructed as the µy-a.e. pointwise limit of y 7→ π̌n(y) ∈ P(U), as P(U) is sequentially compact
under the topology of weak convergence by Prokhorov’s theorem (Billingsley, 2013). For the proof,
we assume Hilbert Y and finite actions U , making P(U) Euclidean.

First, (i) we show that π̌n(y) must converge for µy-a.e. y ∈ Y to some arbitrary limit, which we
define as π̌(y). It then follows by Egorov’s theorem (e.g. (Kallenberg, 2021, Lemma 1.38)) that for
any ϵ > 0, there exists a measurable set A ∈ Y such that µy(A) < ϵ and π̌n(y) converges uniformly
on Y \ A. Therefore, we obtain that π̌ restricted to Y \ A is LΠ-Lipschitz as a uniform limit of
LΠ-Lipschitz functions, hence µy-a.e. LΠ-Lipschitz. (ii) We then extend π̌ on the entire space Y to
be LΠ-Lipschitz. (iii) All that remains is to show that indeed, the extended π̌ fulfills h = µy ⊗ π̌,
which is the desired closedness.

(i) Almost-everywhere convergence. To prove the µy-a.e. convergence, we perform a proof by
contradiction and assume the statement is not true. Then there exists a measurable set A ⊆ Y with
positive measure µy(A) > 0 such that for all y ∈ A the sequence π̌n(y) ∈ P(U) does not converge
as n → ∞. We show that then, µy ⊗ π̌n does not converge to any limiting h̃ ∈ P(Y ×U), which is a
contradiction with the premise and completes the proof.

Lemma 3. There exists y∗ ∈ A such that for any r > 0, the set Br(y
∗) ∩A has positive measure.

Proof of Lemma 3. Consider an open cover
⋃

y∈A Br(y) of A using balls Br with radius r, and
choose a finite subcover {Br(yi)}i=1,...,K of A by compactness of Y . Then, there exists a ball
Br(y

∗) from the finite subcover around a point y∗ ∈ Y such that µy(Br(y
∗) ∩A) > 0, as otherwise

µy(A) = µy(
⋃K

i=1 Br(yi) ∩A) ≤∑K
i=1 µy(Br(yi) ∩A) = 0 contradicts µy(A) > 0.

By repeating the argument, there must exist y∗ ∈ A for which we have for any r > 0 that the
ball Br(y

∗) ∩ A has positive measure. More precisely, consider a sequence of radii rk = 1/k,
k ≥ 1, and repeatedly choose balls Brk+1

⊆ Brk from an open cover of Brk ∩ A such that
µ(Brk+1

∩ Brk ∩ A) > 0, starting with Br1 ⊆ Y such that µ(Br1 ∩ A) > 0. By induction,
we thus have for any k that µ(Brk ∩ A) > 0. The sequence (Brk)k∈N produces a decreasing
sequence of compact sets by taking the closure of the balls B̄rk . By Cantor’s intersection theorem
(Rudin, 1976, Theorem 2.36), the intersection is non-empty,

⋂
k∈N B̄rk ̸= ∅. Choose arbitrary

y∗ ∈ ⋂k∈N B̄rk , then for any r > 0 we have that Brk ⊆ Br(y
∗) for some k by rk → 0. Therefore,

µ(Br(y
∗) ∩A) ≥ µ(Brk ∩A) > 0. ■
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Bounding difference to assumed limit from below. Choose y∗ according to Lemma 3. By (14)
in Lemma 1, since π̌n(y

∗) ∈ P(U) does not converge, there exists ϵ > 0 such that for all r > 0,
infinitely often (i.o.) in n,

W1

(
π̌n(· | y∗),

1

µy(Br(y∗))

∫
Br(y∗)

π̃(· | y)µy(dy)

)

=
1

2

∑
u∈U

∣∣∣∣∣π̌n(u | y∗)− 1

µy(Br(y∗))

∫
Br(y∗)

π̃(u | y)µy(dy)

∣∣∣∣∣ > ϵ

where for finite U , W1 is equivalent to the total variation norm (Gibbs & Su, 2002, Theorem 4),
which is half the L1 norm, and π̃ is not necessarily Lipschitz and results from disintegration of h into
h = µy ⊗ π̃ (Kallenberg, 2021).

Now fix arbitrary ϵ′ ∈ ( ϵ2 , ϵ). Then, by the prequel, we define the non-empty set Ū(r) ⊆ U by
excluding all actions where the absolute value is less than ϵ−ϵ′

|U| , i.e.

Ū(r) :=
{
u ∈ U

∣∣∣∣∣
∣∣∣∣∣π̌n(u | y∗)− 1

µy(Br(y∗))

∫
Br(y∗)

π̃(u | y)µy(dy)

∣∣∣∣∣ ≥ ϵ− ϵ′

|U|

}
,

such that

1

2

∑
u∈Ū(r)

∣∣∣∣∣π̌n(u | y∗)− 1

µy(Br(y∗))

∫
Br(y∗)

π̃(u | y)µy(dy)

∣∣∣∣∣ > ϵ′ (18)

since we have the bound on the value contributed by excluded actions u ̸∈ Ū(r)

1

2

∑
u̸∈Ū(r)

∣∣∣∣∣π̌n(u | y∗)− 1

µy(Br(y∗))

∫
Br(y∗)

π̃(u | y)µy(dy)

∣∣∣∣∣ ≤ ϵ− ϵ′

2
< ϵ− ϵ′. (19)

By LΠ-Lipschitz π̌n, we also have for all y ∈ Br(y
∗) that W1(π̌n(y), π̌n(y

∗)) < LΠr. Hence, in
particular if we choose r = 1

LΠ
min

(
ϵ′ − ϵ

2 ,
ϵ′

2 ,
ϵ−ϵ′

4|U|

)
, then for all y ∈ Br(y

∗)

1

2

∑
u∈U

|π̌n(u | y)− π̌n(u | y∗)| < min

(
ϵ′ − ϵ

2
,
ϵ′

2
,
ϵ− ϵ′

4|U|

)
(20)

and in particular also

|π̌n(u | y)− π̌n(u | y∗)| < ϵ− ϵ′

2|U|
for all actions u ∈ Ū(r), such that by definition of Ū(r), we find that the sign of the value inside the
absolute value must not change on the entirety of y ∈ Br(y

∗), i.e.

sgn

(
π̌n(u | y)− 1

µy(Br(y∗))

∫
Br(y∗)

π̃(u | y′)µy(dy
′)

)

= sgn

(
π̌n(u | y∗)− 1

µy(Br(y∗))

∫
Br(y∗)

π̃(u | y′)µy(dy
′)

)
which implies, since the signs must match for all y with the term for y∗, by integrating over y

sgn

(∫
Br(y∗)

π̌n(u | y′)µy(dy
′)−

∫
Br(y∗)

π̃(u | y′)µy(dy
′)

)

= sgn

(∫
Br(y∗)

(π̌n(u | y∗)− π̃(u | y′))µy(dy
′)

)
. (21)

30



From the triangle inequality,

1

2

∑
u∈Ū(r)

∣∣∣∣∣
∫
Br(y∗)

(π̌n(u | y∗)− π̃(u | y))µy(dy)

∣∣∣∣∣
≤ 1

2

∑
u∈Ū(r)

∣∣∣∣∣
∫
Br(y∗)

(π̌n(u | y∗)− π̌n(u | y))µy(dy)

∣∣∣∣∣
+

1

2

∑
u∈Ū(r)

∣∣∣∣∣
∫
Br(y∗)

(π̌n(u | y)− π̃(u | y))µy(dy)

∣∣∣∣∣ ,
it follows then that for all y ∈ Br(y

∗) by (18) and (20), i.o. in n

1

2

∑
u∈Ū(r)

∣∣∣∣∣
∫
Br(y∗)

(π̌n(u | y)− π̃(u | y))µy(dy)

∣∣∣∣∣
≥ 1

2

∑
u∈Ū(r)

∣∣∣∣∣
∫
Br(y∗)

(π̌n(u | y∗)− π̃(u | y))µy(dy)

∣∣∣∣∣
− 1

2

∑
u∈Ū(r)

∣∣∣∣∣
∫
Br(y∗)

(π̌n(u | y∗)− π̌n(u | y))µy(dy)

∣∣∣∣∣
> ϵ′ − ϵ′

2
=

ϵ′

2
. (22)

Pass to limit of Lipschitz functions. Now consider the sequence of m-Lipschitz functions fm : Y×
U → [0, 1],

fm(y, u) = min

{
1,
(
1− (md(y, y∗)−mr + 1)

+
)+}

· sgn
(∫

Br(y∗)

(π̌n(u | y∗)− π̃(u | y′))µy(dy
′)

)
,

where (·)+ = max(·, 0) and sgn is the sign function. Note that fm = 0 for all y ̸∈ Br(y
∗). Further,

as m → ∞,

fm(y, u) ↑ 1Br(y∗)(y) sgn

(∫
Br(y∗)

(π̌n(u | y∗)− π̃(u | y′))µy(dy
′)

)
.

Then, by the prequel, we have by monotone convergence, as m → ∞,∫∫
fm(y, u)(π̌n(du | y)− π̃(du | y))µy(dy)

=

∫
Br(y∗)

∑
u∈U

fm(y, u)(π̌n(u | y)− π̃(u | y))µy(dy)

→
∫
Br(y∗)

∑
u∈U

sgn

(∫
Br(y∗)

(π̌n(u | y∗)− π̃(u | y′))µy(dy
′)

)
(π̌n(u | y)− π̃(u | y))µy(dy)

=
∑

u∈Ū(r)

∣∣∣∣∣
∫
Br(y∗)

(π̌n(u | y)− π̃(u | y))µy(dy)

∣∣∣∣∣
+
∑

u̸∈Ū(r)

sgn

(∫
Br(y∗)

(π̌n(u | y∗)− π̃(u | y′))µy(dy
′)

)∫
Br(y∗)

(π̌n(u | y)− π̃(u | y))µy(dy)
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≥
∑

u∈Ū(r)

∣∣∣∣∣
∫
Br(y∗)

(π̌n(u | y)− π̃(u | y))µy(dy)

∣∣∣∣∣
−
∑

u̸∈Ū(r)

∣∣∣∣∣
∫
Br(y∗)

(π̌n(u | y)− π̌n(u | y∗))µy(dy)

∣∣∣∣∣
−
∑

u̸∈Ū(r)

∣∣∣∣∣
∫
Br(y∗)

(π̌n(u | y∗)− π̃(u | y))µy(dy)

∣∣∣∣∣
>

ϵ′

2
· 2µy(Br(y

∗))− 2ϵ′ − ϵ

4
· 2µy(Br(y

∗))− ϵ− ϵ′

2
· 2µy(Br(y

∗))

=
1

2

(
ϵ′ − ϵ

2

)
µy(Br(y

∗)) > 0

i.o. in n, for the first term by (21) and (22), second by (20) and third by (19), noting that ϵ′ > ϵ
2 .

Hence, we may choose m∗ such that e.g.∫∫
fm∗(y, u)(π̌n(du | y)− π̃(du | y))µy(dy) >

1

4

(
ϵ′ − ϵ

2

)
µy(Br(y

∗)).

Lower bound. Finally, by noting that 1
m∗ fm∗ ∈ Lip(1) and applying the Kantorovich-Rubinstein

duality, we have

W1(µy ⊗ π̌n, µy ⊗ π̃) = sup
f∈Lip(1)

∫∫
f(y, u)(π̌n(du | y)− π̃(du | y))µy(dy)

≥
∫∫

1

m∗ fm∗(y, u)(π̌n(du | y)− π̃(du | y))µy(dy)

>
1

m∗
1

4

(
ϵ′ − ϵ

2

)
µy(Br(y

∗)) > 0

i.o. in n, and therefore µy ⊗ π̌n ↛ µy ⊗ π̃. But h̃ = µy ⊗ π̃ was assumed to be the limit of µy ⊗ π̌n,
leading to a contradiction. Hence, µy-a.e. convergence must hold.

(ii) Lipschitz extension of lower-level policies. For finite actions, note that P(U) is (Lipschitz)
equivalent to a subset of the Hilbert space R|U|. Therefore, by the Kirszbraun-Valentine theorem (see
e.g. (Cobzaş et al., 2019, Theorem 4.2.3)), we can modify π̌ to be LΠ-Lipschitz not only µy-a.e., but
on full Y .

(iii) Equality of limits. We show that for any ϵ > 0, W1(h, µy⊗ π̌) < ϵ, which implies W1(h, µy⊗
π̌) = 0 and therefore h = µy ⊗ π̌. First, note that by the triangle inequality, we have

W1(h, µy ⊗ π̌) ≤ W1(h, µy ⊗ π̌n) +W1(µy ⊗ π̌n, µy ⊗ π̌)

and thus by µy ⊗ π̌n → h for sufficiently large n, it suffices to show W1(µy ⊗ π̌n, µy ⊗ π̌) < ϵ.

By the prequel, we choose a measurable set A ⊆ Y such that µy(A) < ϵ
2 diam(U) and π̌n(y)

converges uniformly on Y \A. Now by uniform convergence, we choose n sufficiently large such
that W1(π̌n(y), π̌(y)) <

ϵ
2 on Y \A. By Kantorovich-Rubinstein duality, we have

W1(µy ⊗ π̌n, µy ⊗ π̌) = sup
f∈Lip(1)

∫∫
f(y, u)(π̌n(du | y)− π̌(du | y))µy(dy)

≤
∫ (

sup
f∈Lip(1)

∫
f(y, u)(π̌n(du | y)− π̌(du | y))

)
µy(dy)

=

∫
W1(π̌n(y), π̌(y))µy(dy)

=

∫
A

W1(π̌n(y), π̌(y))µy(dy) +

∫
Y\A

W1(π̌n(y), π̌(y))µy(dy)
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<
ϵ

2 diam(U) diam(U) +
(
1− ϵ

2 diam(U)

)
ϵ

2
< ϵ.

This completes the proof.

L Equivalence of Dec-MFC and Dec-MFC MDP

Proof of Proposition 2. The proof is similar to the proof of Proposition 1 by induction. We begin
by showing the first statement. We show µ̄t = µ̂t at all times t ∈ T , as it then follows that
J̄(π̄) =

∑∞
t=0 γ

tr(µ̄t) =
∑∞

t=0 γ
tr(µ̂t) = Ĵ(π̂) under deterministic π̂ ∈ Π̂. At time t = 0, we have

by definition µ̄0 = µ0 = µ̂0. Assume µ̄t = µ̂t at time t, then at time t+ 1, we have

µ̂t+1 = T̂ (µ̂t, ht) =

∫∫∫
P (x, u, µ̂t)π̌[ht](du | y)P y(dy | x, µ̂t)µ̂t(dx) (23)

=

∫∫∫
P (x, u, µt)π̄t(du | y, µ̄t)P

y(dy | x, µ̄t)µ̄t(dx) = µ̄t+1 (24)

by definition of π̄t(ν) = π̌[ht], which is the desired statement. An analogous proof for the second
statement in the opposite direction completes the proof.

M Optimality of Dec-MFC MDP Solutions

Proof of Corollary 3. As in the proof of Corollary 2, we first show Dec-POMFC optimality
of Φ(Ψ(π̂)). Assume J(Φ(Ψ(π̂))) < supπ′∈Π J(π′). Then there exists π′ ∈ Π such that
J(Φ(Ψ(π̂))) < J(π′). But by Proposition 1, there exists π̄′ ∈ Π̄ such that J̄(π̄′) = J(π′). Fur-
ther, by Proposition 2, there exists π̂′ ∈ Π̄ such that J̄(π̄′) = Ĵ(π̂′). Thus, Ĵ(π̂) = J̄(π̄) =

J(Φ(Ψ(π̂))) < J(π′) = J̄(π̄′) = Ĵ(π̂′), which contradicts π̂ ∈ argmaxπ̂′ Ĵ(π̂′). Therefore,
Φ(Ψ(π̂)) ∈ argmaxπ′∈Π J(π′). Hence, Φ(Ψ(π̂)) fulfills the conditions of Corollary 1, completing
the proof.

N Lipschitz Continuity of RBF Kernels

Proof of Proposition 3. First, note that

|∇yκ(yb, y)| = exp

(−∥yb − y∥2
2σ2

) |⟨yb − y, y⟩|
2σ2

≤ 1

2σ2
diam(Y)max

y∈Y
∥y∥

for diameter diam(Y) < ∞ by compactness of Y , which is equal one for discrete spaces. Further,∣∣∣∣∣∣
∑

b′∈[MY ]

κ(yb′ , y)

∣∣∣∣∣∣ =
∑

b′∈[MY ]

κ(yb′ , y) ≥ MY exp

(
−diam(Y)2

2σ2

)
and |κ(yb, y)| ≤ 1.

Hence, the RBF kernel y 7→ κ(yb, y)pb = exp(−∥yb−y∥2

2σ2 ) with parameter σ2 > 0 on Y is Lipschitz
for any b ∈ [MY ], since for any y, y′ ∈ Y ,∣∣∇y

(
Z−1(y)κ(yb, y)

)∣∣
=

∣∣∣∣∣∣∣
∇yκ(yb, y)

∑
b′∈[MY ] κ(yb′ , y) +

∑
b′∈[MY ] ∇yκ(yb′ , y)κ(yb, y)(∑

b′∈[MY ] κ(yb′ , y)
)2

∣∣∣∣∣∣∣
≤ 1

M2
Y exp2

(
−diam(Y)2

2σ2

) ( 1

2σ2
diam(Y)max

y∈Y
∥y∥MY +MY

1

2σ2
diam(Y)max

y∈Y
∥y∥
)
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=
diam(Y)maxy∈Y∥y∥

σ2MY exp2
(
−diam(Y)2

2σ2

)
for any b ∈ [MY ]. Hence, by noting that the following supremum is invariant to addition of constants,

W1

Z−1(y)
∑

b∈[MY ]

κ(yb, y)pb, Z
−1(y′)

∑
b∈[MY ]

κ(yb, y
′)pb


= sup

f∈Lip(1)

∫
f

Z−1(y)
∑

b∈[MY ]

κ(yb, y)dpb − Z−1(y′)
∑

b∈[MY ]

κ(yb, y
′)dpb


= sup

f∈Lip(1),|f |≤ 1
2 diam(U)

∫
f

Z−1(y)
∑

b∈[MY ]

κ(yb, y)− Z−1(y′)
∑

b∈[MY ]

κ(yb, y
′)

 dpb

≤
∑

b∈[MY ]

∣∣Z−1(y)κ(yb, y)− Z−1(y′)κ(yb, y
′)
∣∣ sup
f∈Lip(1),|f |≤ 1

2 diam(U)

∫
fdpb

≤ MY
diam(Y)maxy∈Y∥y∥

σ2MY exp2
(
− 1

2σ2 diam(Y)2
)∥y − y′∥ · 1

2
diam(U).

which is LΠ-Lipschitz if

diam(Y) diam(U)maxy∈Y∥y∥
2σ2 exp2

(
− 1

2σ2 diam(Y)2
) ≤ LΠ

⇐⇒ σ2 exp2
(
− 1

2σ2
diam(Y)2

)
≥ 1

LΠ
diam(Y) diam(U)max

y∈Y
∥y∥.

Note that such σ2 > 0 exists, as σ2 exp2
(
− 1

2σ2 diam(Y)2
)
→ +∞ as σ2 → +∞.

O Policy Gradient Approximation

Proof of Theorem 3. Keeping in mind that we have the centralized training system for stationary
policy π̂θ parametrized by θ,

ξ̃t ∼ π̂θ(µ̃N
t ), π̌t = Λ(ξ̃t)

ỹit ∼ P y(ỹit | x̃i
t, µ̃

N
t ), ũi

t ∼ π̌t(ũ
i
t | ỹit), x̃i

t+1 ∼ P (x̃i
t+1 | x̃i

t, ũ
i
t, µ̃

N
t ), ∀i ∈ [N ],

which we obtained by parametrizing the MDP actions via parametrizations ξ ∈ Ξ, the equivalent
Dec-MFC MDP system concomitant with (4) under parametrization Λ(ξ) for lower-level policies is

ξt ∼ π̂θ(µ̂t), µ̂t+1 = T̂ (µ̂t, ξt) :=

∫∫∫
P (x, u, µ̂t)Λ(ξt)(du | y)P y(dy | x, µ̂t)µ̂t(dx) (25)

where we now sample ξt instead of ht. Note that for kernel representations, this new T̂ is indeed
Lipschitz, which follows from Lipschitzness of µ̂t ⊗ P y(µ̂t)⊗ Λ(ξt) in (µ̂t, ξt).

Lemma 4. Under Assumptions 1a and 3, the transitions T̂ of the system with parametrized actions
are LT̂ -Lipschitz with LT̂

:= 2LP + LPLλ + 2L′LPy .

Proofs for lemmas are found in their respective following sections.

First, we prove dNπ̂θ → dπ̂θ in P(P(X )) by showing at any time t that under π̂θ, the centralized
training system MF µ̃N

t converges to the limiting Dec-MFC MF µ̂t in (25). The convergence is in the
same sense as in Theorem 1.

Lemma 5. For any equicontinuous family of functions F ⊆ RP(X ), under Assumptions 1a–1b and 3,
at all times t we have

sup
f∈F

∣∣E [f(µ̃N
t )− f(µ̂t)

]∣∣→ 0. (26)
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We also show that Q̃θ(µ, ξ) → Qθ(µ, ξ), since we can show the same convergence as in (26) for new
conditional systems, where for any µ, ξ we let µ̃0 = µ = µ0 and ξ̃0 = ξ = ξ0 at time zero, where µ̃0

is the initial state distribution of the centralized training system.

Lemma 6. Under Assumptions 1a and 3, as N → ∞, we have for any µ ∈ P(X ), ξ ∈ Ξ that∣∣∣Q̃θ(µ, ξ)−Qθ(µ, ξ)
∣∣∣→ 0.

Furthermore, Qθ(µ, ξ) is also continuous by a similar argument.

Lemma 7. For any equicontinuous family of functions F ⊆ RP(X ), under Assumptions 1a and
3, at all times t ∈ T , the conditional expectations version of the MF is continuous in the starting
conditions, in the sense that for any (µn, ξn) → (µ, ξ),

sup
f∈F

|E [f(µ̂t) | µ̂0 = µn, ξ0 = ξn]− E [f(µ̂t) | µ̂0 = µ, ξ0 = ξ]| → 0.

Lastly, keeping in mind dNπ̂θ = (1− γ)
∑

t∈T γtLπ̂θ (µ̃N
t ), we have the desired statement∥∥∥(1− γ)−1 Eµ∼dN

π̂θ ,ξ∼π̂θ(µ)

[
Q̃θ(µ, ξ)∇θ log π̂

θ(ξ | µ)
]
−∇θJ(π̂

θ)
∥∥∥

≤ (1− γ)−1
∥∥∥Eµ∼dN

π̂θ ,ξ∼π̂θ(µ)

[(
Q̃θ(µ, ξ)−Qθ(µ, ξ)

)
∇θ log π̂

θ(ξ | µ)
]∥∥∥

+
∥∥∥(1− γ)−1 Eµ∼dN

π̂θ ,ξ∼π̂θ(µ)

[
Qθ(µ, ξ)∇θ log π̂

θ(ξ | µ)
]
−∇θJ(π̂

θ)
∥∥∥

≤ (1− γ)−1
∥∥∥Eµ∼dN

π̂θ ,ξ∼π̂θ(µ)

[(
Q̃θ(µ, ξ)−Qθ(µ, ξ)

)
∇θ log π̂

θ(ξ | µ)
]∥∥∥

+

∥∥∥∥∥
∞∑
t=T

γt Eξ∼π̂θ(µ̃N
t )

[
Qθ(µ̃N

t , ξ)∇θ log π̂
θ(ξ | µ̃N

t )−Qθ(µ̂t, ξ)∇θ log π̂
θ(ξ | µ̂t)

]∥∥∥∥∥
+

∥∥∥∥∥
T−1∑
t=0

γt Eξ∼π̂θ(µ̃N
t )

[
Qθ(µ̃N

t , ξ)∇θ log π̂
θ(ξ | µ̃N

t )−Qθ(µ̂t, ξ)∇θ log π̂
θ(ξ | µ̂t)

]∥∥∥∥∥
→ 0

for the first term from Q̃θ(µ, ξ) → Qθ(µ, ξ) uniformly by Lemma 6 and compactness of the domain,
for the second by Assumption 3 and 1a uniformly bounding ∇θ log π

θ, Qθ and choosing sufficiently
large T , and for the third by repeating the argument for Q: Notice that∥∥∥∥∥

T−1∑
t=0

γt Eξ∼π̂θ(µ̃N
t )

[
Qθ(µ̃N

t , ξ)∇θ log π̂
θ(ξ | µ̃N

t )−Qθ(µ̂t, ξ)∇θ log π̂
θ(ξ | µ̂t)

]∥∥∥∥∥
≤
∥∥∥∥∥
T−1∑
t=0

γt Eξ∼π̂θ(µ̃N
t )

[ ∞∑
t′=T ′

γt′
(
E
[
r(µ̂t′)

∣∣ µ̂0 = µ̃N
t , ξ0 = ξ

]
∇θ log π̂

θ(ξ | µ̃N
t )

−E [r(µ̂t′) | µ̂0 = µ̂t, ξ0 = ξ]∇θ log π̂
θ(ξ | µ̂t)

)]∥∥
+

∥∥∥∥∥∥
T−1∑
t=0

γt Eξ∼π̂θ(µ̃N
t )

T ′−1∑
t′=0

γt′
(
E
[
r(µ̂t′)

∣∣ µ̂0 = µ̃N
t , ξ0 = ξ

]
∇θ log π̂

θ(ξ | µ̃N
t )

−E [r(µ̂t′) | µ̂0 = µ̂t, ξ0 = ξ]∇θ log π̂
θ(ξ | µ̂t)

)]∥∥ ,
where the inner expectations are on the conditional system. Letting T ′ sufficiently large bounds the
former term by uniform bounds on the summands from Assumption 3. Then, for the latter term,
apply Lemma 5 at times t′ < T ′ to the functions f(µ) =

∫
E [r(µ̂t′) | µ̂0 = µ, ξ0 = ξ]∇θ log π̂

θ(ξ |
µ)π̂θ(dξ | µ)dξ, which are continuous up to any finite time t′ by Lemma 7 and Assumption 3.
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P Lipschitz Continuity of Transitions under Parametrized Actions

Proof of Lemma 4. We have by definition∫∫∫
P (x, u, µ̂)Λ(ξ)(du | y)P y(dy | x, µ̂)µ̂(dx)

=

∫∫∫
P (x, u, µ̂)

∑
b∈[MY ] κ(yb, y)λb(ξ)(du)∑

b∈[MY ] κ(yb, y)
P y(dy | x, µ̂)µ̂(dx).

Consider any ξ, ξ′ ∈ Ξ, µ̂, µ̂′ ∈ P(X ). Then, for readability, write

µ̂xy := µ̂⊗ P y(µ̂), µ̂xyu := µ̂xy ⊗ Λ(ξ), µ̂xyux′ := µ̂xyu ⊗ P (µ̂),

µ̂′
xy := µ̂′ ⊗ P y(µ̂′), µ̂′

xyu := µ̂′
xy ⊗ Λ(ξ′), µ̂′

xyux′ := µ̂′
xyu ⊗ P (µ̂′),

∆P (· | x, u) := P (· | x, u, µ̂)− P (· | x, u, µ̂′),

∆Λ(· | y) :=
∑

b κ(yb, y) (λb(ξ)(·)− λb(ξ
′)(·))∑

b κ(yb, y)
,

∆P y(· | x) := P y(· | x, µ̂)− P y(· | x, µ̂′), ∆µ := µ̂− µ̂′

to obtain

W1

(∫∫∫
P (x, u, µ̂)

∑
b κ(yb, y)λb(ξ)(du)∑

b κ(yb, y)
P y(dy | x, µ̂)µ̂(dx),∫∫∫

P (x, u, µ̂′)

∑
b κ(yb, y)λb(ξ

′)(du)∑
b κ(yb, y)

P y(dy | x, µ̂′)µ̂′(dx)

)
= sup

f∈Lip(1)

∫∫∫∫
f(x′)

(
µ̂xyux′(dx, dy,du,dx′)− µ̂′

xyux′(dx, dy,du,dx′)
)

≤ sup
f∈Lip(1)

∫∫∫∫
f(x′)∆P (dx′ | x, u)µ̂xyu(dx, dy,du)

+ sup
f∈Lip(1)

∫∫∫∫
f(x′)P (dx′ | x, u, µ̂′)∆Λ(du | y)µ̂xy(dx, dy))

+ sup
f∈Lip(1)

∫∫∫∫
f(x′)P (dx′ | x, u, µ̂′)

∑
b κ(yb, y)λb(ξ

′)(du)∑
b κ(yb, y)

∆P y(dy | x)µ̂(dx)

+ sup
f∈Lip(1)

∫∫∫∫
f(x′)P (dx′ | x, u, µ̂′)

∑
b κ(yb, y)λb(ξ

′)(du)∑
b κ(yb, y)

P y(dy | x, µ̂′)∆µ(dx)

≤ sup
f∈Lip(1)

sup
(x,y,u)∈X×Y×U

∣∣∣∣∫ f(x′)∆P (dx′ | x, u)
∣∣∣∣

+ sup
f∈Lip(1)

sup
(x,y)∈X×Y

∣∣∣∣∫∫ f(x′)P (dx′ | x, u, µ̂′)∆Λ(du | y)
∣∣∣∣

+ sup
f∈Lip(1)

sup
x∈X

∣∣∣∣∫∫∫ f(x′)P (dx′ | x, u, µ̂′)

∑
b κ(yb, y)λb(ξ

′)(du)∑
b κ(yb, y)

∆P y(dy | x)
∣∣∣∣

+ sup
f∈Lip(1)

∣∣∣∣∫∫∫∫ f(x′)P (dx′ | x, u, µ̂′)

∑
b κ(yb, y)λb(ξ

′)(du)∑
b κ(yb, y)

P y(dy | x, µ̂′)∆µ(dx)

∣∣∣∣
bounded by the same arguments as in Theorem 1:

For the first term, we have that the function x′ 7→ f(x′) is 1-Lipschitz, and therefore

sup
f∈Lip(1)

sup
(x,y,u)∈X×Y×U

∣∣∣∣∫ f(x′) (P (dx′ | x, u, µ̂)− P (dx′ | x, u, µ̂′))

∣∣∣∣ ≤ LPW1(µ̂, µ̂
′)

by Assumption 1a.
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For the second term, we have LP -Lipschitz u 7→
∫
f(x′)P (dx′ | x, u, µ̂′), since for any f ∈ Lip(1)

and (x, y) ∈ X × Y , we obtain∣∣∣∣∫ f(x′)P (dx′ | x, u, µ̂′)−
∫

f(x′)P (dx′ | x, u′, µ̂′)

∣∣∣∣
≤ W1(P (x, u, µ̂′), P (x, u′, µ̂′)) ≤ LP d(u, u

′)

for any u, u′ ∈ U by Assumption 1a, and therefore

sup
f∈Lip(1)

sup
(x,y)∈X×Y

∣∣∣∣∫∫ f(x′)P (dx′ | x, u, µ̂′)

∑
b κ(yb, y) (λb(ξ)(du)− λb(ξ

′)(du))∑
b κ(yb, y)

∣∣∣∣
≤
∑

b κ(yb, y)LPW1 (λb(ξ), λb(ξ
′))∑

b κ(yb, y)
≤ LPLλd(ξ, ξ

′)

by Assumption 3.

For the third term, we have L′-Lipschitz y 7→
∫∫

f(x′)P (dx′ | x, u, µ̂′)
∑

b κ(yb,y)λb(ξ
′)(du)∑

b κ(yb,y)
where

we define L′ := LP
diam(Y) diam(U)maxy∈Y∥y∥
2σ2 exp2(− 1

2σ2 diam(Y)2)
, since for any f ∈ Lip(1) and x ∈ X , we obtain∣∣∣∣∫∫ f(x′)P (dx′ | x, u, µ̂′)

(∑
b κ(yb, y)λb(ξ

′)(du)∑
b κ(yb, y)

−
∑

b κ(yb, y
′)λb(ξ

′)(du)∑
b κ(yb, y

′)

)∣∣∣∣
≤ LP · diam(Y) diam(U)maxy∈Y∥y∥

2σ2 exp2
(
− 1

2σ2 diam(Y)2
) d(y, y′)

for any y, y′ ∈ Y by Proposition 3 and the prequel, and therefore

sup
f∈Lip(1),x

∣∣∣∣∫∫∫ f(x′)P (dx′ | x, u, µ̂′)

∑
b κ(yb, y)λb(ξ

′)(du)∑
b κ(yb, y)

(P y(dy | x, µ̂)− P y(dy | x, µ̂′))

∣∣∣∣
≤ L′LPyW1(µ̂, µ̂

′)

by Assumption 1a.

Lastly, for the fourth term, x 7→
∫∫∫

f(x′)P (dx′ | x, u, µ̂′)
∑

b κ(yb,y)λb(ξ
′)(du)∑

b κ(yb,y)
P y(dy | x, µ̂′) is

similarly (LP + L′LPy )-Lipschitz, since for any f ∈ Lip(1), we obtain∣∣∣∣∫∫∫ f(x′)P (dx′ | x, u, µ̂′)

∑
b κ(yb, y)λb(ξ

′)(du)∑
b κ(yb, y)

P y(dy | x, µ̂′)

−
∫∫∫

f(x′)P (dx′ | x′′, u, µ̂′)

∑
b κ(yb, y)λb(ξ

′)(du)∑
b κ(yb, y)

P y(dy | x′′, µ̂′)

∣∣∣∣
≤
∣∣∣∣∫∫∫ f(x′) (P (dx′ | x, u, µ̂′)− P (dx′ | x′′, u, µ̂′))

∑
b κ(yb, y)λb(ξ

′)(du)∑
b κ(yb, y)

P y(dy | x, µ̂′)

∣∣∣∣
+

∣∣∣∣∫∫∫ f(x′)P (dx′ | x′′, u, µ̂′)

∑
b κ(yb, y)λb(ξ

′)(du)∑
b κ(yb, y)

(P y(dy | x, µ̂′)− P y(dy | x′′, µ̂′))

∣∣∣∣
≤ LP d(x, x

′′) + L′LPyd(x, x′′) = (LP + L′LPy )d(x, x′′)

for any x, x′′ ∈ X by the prequel, which implies

sup
f∈Lip(1)

∣∣∣∣∫∫∫∫ f(x′)P (dx′ | x, u, µ̂′)

∑
b κ(yb, y)λb(ξ

′)(du)∑
b κ(yb, y)

P y(dy | x, µ̂′) (µ̂(dx)− µ̂′(dx))

∣∣∣∣
≤ (LP + L′LPy )W1(µ̂, µ̂

′).

Overall, the map T̂ is therefore Lipschitz with constant LT̂ = 2LP + LPLλ + 2L′LPy .

Q (Centralized) Propagation of Chaos

Proof of Lemma 5. The proof is the same as the proof of Theorem 1. The only difference is that
for the weak LLN argument, we condition not only on x̃N

t , but also on ξ̃t, while for the induction
assumption, we still apply to equicontinuous functions by Assumption 3 and Lemma 4.
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In other words, for the weak LLN we use

E
[
dΣ

(
µ̃N
t+1, T̃

(
µ̃N
t , ξ̃t

))]
=

∞∑
m=1

2−m E
[∣∣∣∣∫ fm d

(
µ̃N
t+1 − T̃

(
µ̃N
t , ξ̃t

))∣∣∣∣]
≤ sup

m≥1
E
[
E
[∣∣∣∣∫ fm d

(
µ̃N
t+1 − T̃

(
µ̃N
t , ξ̃t

))∣∣∣∣ ∣∣∣∣ x̃N
t , ξ̃t

]]
.

and obtain

E
[∣∣∣∣∫ fm d

(
µ̃N
t+1 − T̃

(
µ̃N
t , ξ̃t

))∣∣∣∣ ∣∣∣∣ x̃N
t , ξ̃t

]2

= E

∣∣∣∣∣∣ 1N
∑
i∈[N ]

(
fm(xi

t+1)− E
[
fm(xi

t+1)
∣∣∣ x̃N

t , ξ̃t

])∣∣∣∣∣∣
∣∣∣∣∣∣ x̃N

t , ξ̃t

2

≤ 4

N
→ 0,

while for the induction assumption we use the equicontinuous functions µ 7→
∫
f(T̂ (µ, ξ))π̂θ(ξ |

µ)dξ by Assumption 3 and Lemma 4.

R Convergence of Value Function

Proof of Lemma 6. We show the required statement by first showing at all times t that

sup
f∈F

∣∣∣E [f(µ̃N
t )− f(µ̂t)

∣∣∣ µ̃0 = µ = µ̂0, ξ̃0 = ξ = ξ0

]∣∣∣→ 0. (27)

This is clear at time t = 0 by µ̃0 = µ = µ̂0, ξ̃0 = ξ = ξ0 and the weak LLN argument as in the proof
of Lemma 5. At time t = 1, we analogously have

sup
f∈F

∣∣∣E [f(µ̃N
1 )− f(µ̂1)

∣∣∣ µ̃0 = µ = µ̂0, ξ̃0 = ξ = ξ0

]∣∣∣
≤ sup

f∈F

∣∣∣E [f(µ̃N
1 )− f(T̂ (µ̃N

0 , ξ̃0))
∣∣∣ µ̃0 = µ, ξ̃0 = ξ

]∣∣∣
+ sup

f∈F

∣∣∣E [f(T̂ (µ̃N
0 , ξ̃0))− f(µ̂1)

∣∣∣ µ̃0 = µ = µ̂0, ξ̃0 = ξ = ξ0

]∣∣∣ ,
and

sup
f∈F

∣∣∣E [f(µ̃N
t+1)− f(µ̂t+1)

∣∣∣ µ̃0 = µ = µ̂0, ξ̃0 = ξ = ξ0

]∣∣∣
≤ sup

f∈F

∣∣∣∣E [f(µ̃N
t+1)−

∫
f(T̂ (µ̃N

t , ξ′))π̂θ(ξ′ | µ̃N
t )dξ′

∣∣∣∣ µ̃0 = µ, ξ̃0 = ξ

]∣∣∣∣
+ sup

f∈F

∣∣∣∣E [∫ f(T̂ (µ̃N
t , ξ′))π̂θ(ξ′ | µ̃N

t )dξ′ − f(µ̂t+1)

∣∣∣∣ µ̃0 = µ = µ̂0, ξ̃0 = ξ = ξ0

]∣∣∣∣ ,
for times t+ 1 ≥ 1, each with the weak LLN arguments applied to the former terms (conditioning
not only on x̃N

t , but also ξ̃t), and the induction assumption applied to the latter terms, using the
equicontinuous functions µ 7→

∫
f(T̂ (µ, ξ))π̂θ(ξ | µ)dξ by Assumption 3 and Lemma 4.

S Continuity of Value Function

Proof of Lemma 7. For any (µn, ξn) → (µ, ξ), we show again by induction over all times t that for
any equicontinuous family F ,

sup
f∈F

|E [f(µ̂t) | µ̂0 = µn, ξ0 = ξn]− E [f(µ̂t) | µ̂0 = µ, ξ0 = ξ]| → 0 (28)

as N → ∞, from which the result follows. At time t = 0, we have by definition

sup
f∈F

|E [f(µ̂0) | µ̂0 = µn, ξ0 = ξn]− E [f(µ̂0) | µ̂0 = µ, ξ0 = ξ]| = 0.
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Analogously, at time t = 1 we have

sup
f∈F

|E [f(µ̂1) | µ̂0 = µn, ξ0 = ξn]− E [f(µ̂1) | µ̂0 = µ, ξ0 = ξ]|

= sup
f∈F

∣∣∣E [f(T̂ (µ̂0, ξ0))
∣∣∣ µ̂0 = µn, ξ0 = ξn

]
− E

[
f(T̂ (µ̂0, ξ0))

∣∣∣ µ̂0 = µ, ξ0 = ξ
]∣∣∣

= sup
f∈F

∣∣∣f(T̂ (µ̂n, ξn))− f(T̂ (µ̂, ξ))
∣∣∣→ 0

by equicontinuous f and continuous T̂ from Lemma 4.

Now assuming that (28) holds at time t ≥ 1, then at time t+ 1 we have

sup
f∈F

|E [f(µ̂t+1) | µ̂0 = µn, ξ0 = ξn]− E [f(µ̂t+1) | µ̂0 = µ, ξ0 = ξ]|

= sup
f∈F

∣∣∣∣E [∫ f(T̂ (µ̂t, ξ
′))π̂θ(ξ′ | µ̂t)dξ

′
∣∣∣∣ µ̂0 = µn, ξ0 = ξn

]
−E

[∫
f(T̂ (µ̂t, ξ

′))π̂θ(ξ′ | µ̂t)dξ
′
∣∣∣∣ µ̂0 = µ, ξ0 = ξ

]∣∣∣∣
= sup

g∈G
|E [g(µ̂t) | µ̂0 = µn, ξ0 = ξn]− E [g(µ̂t) | µ̂0 = µ, ξ0 = ξ]| → 0

by induction assumption on equicontinuous functions g ∈ G by Assumptions 1a and 3, Lemma 4,
and equicontinuous f ∈ F , as in Theorem 1.

The convergence of
∣∣Qθ(µn, ξn)−Qθ(µ, ξ)

∣∣→ 0 thus follows by Assumption 1a.
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