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Abstract

Meta-reviewing is a pivotal stage in the peer-001
review process, serving as the final step in deter-002
mining whether a paper is recommended for ac-003
ceptance. Prior research on meta-reviewing has004
treated this as a summarization problem over005
review reports. However, complementary to006
this perspective, meta-reviewing is a decision-007
making process that requires weighing reviewer008
arguments and placing them within a broader009
context. Prior research has demonstrated that010
decision-makers can be effectively assisted in011
such scenarios via dialogue agents. In line012
with this framing, we explore the practical chal-013
lenges for realizing dialog agents that can ef-014
fectively assist meta-reviewers. Concretely, we015
first address the issue of data scarcity for train-016
ing dialogue agents by generating synthetic017
data using Large Language Models (LLMs)018
based on a self-refinement strategy to improve019
the relevance of these dialogues to expert do-020
mains. Our experiments demonstrate that021
this method produces higher-quality synthetic022
data and can serve as a valuable resource to-023
wards training meta-reviewing assistants. Sub-024
sequently, we utilize this data to train dialogue025
agents tailored for meta-reviewing and find026
that these agents outperform off-the-shelf LLM-027
based assistants for this task. Finally, we apply028
our agents in real-world meta-reviewing scenar-029
ios and confirm their effectiveness in enhancing030
the efficiency of meta-reviewing.031

1 Introduction032

Peer review is the cornerstone of academic qual-033

ity control across all scientific disciplines (Ware034

and Mabe, 2009). In a typical peer review process,035

a group of experts (the reviewers) assesseses the036

paper at hand, summarizes their opinion in writ-037

ten reports (the reviews), and then a meta-reviewer038

weighs the presented arguments to decide to accept039

or reject the paper for publication resulting in a040

meta-review report. This task requires significant041

effort and expertise by the meta-reviewer, as they042

Do the other reviewers consider 
these issues as important?

Reviewer 3 mentions the issues but 
only lists them as minor concerns.  [...]

Do the reviewers disagree on 
strengths of the paper?

Reviews 1 and 2 both assess the 
method; reviewer 1 considers it 
well-designed, but reviewer 2 sees 
issues. The issues [...].

W
eight 

argum
ents

Correlate opinions

Figure 1: Illustration of the process of meta-reviewing
as a dialogue. Dialogues include requests to summarize
opinions, weight arguments, and contextualize them.

need to match arguments, weigh different opinions, 043

and contextualize the reviews within the broader 044

scientific field. The growing load of research out- 045

put (Chen et al., 2022; Krenn et al., 2023) puts 046

an additional strain on meta-reviewers requiring to 047

arrive at reliable decisions quickly. While the as- 048

sistance of reviewers through means of natural lan- 049

guage processing (NLP) has received considerable 050

attention (e.g., Dycke et al., 2023; Kuznetsov et al., 051

2024), so far, the support for the decision-making 052

process of meta-reviewers is under-investigated de- 053

spite the apparent practical needs. 054

Meta-reviewing has traditionally been framed as 055

a multi-document summarization task (Shen et al., 056

2022; Li et al., 2023a; Zeng et al., 2023), aimed at 057

generating meta-review reports by condensing the 058

underlying reviews. While these summarization 059

methods can aid meta-reviewers by simplifying the 060

writing process, they often fall short of directly 061

supporting decision-making. A more application- 062

driven and human-centered approach to decision- 063

making remains an important gap. 064

This paper advocates a new angle on assisting 065

meta-reviewers that focuses on supporting the un- 066

derlying decision-making process to address these 067

needs. For human decision-making and informa- 068

tion assimilation over source materials, dialogue 069

assistance has proven effective in many domains 070
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(Lever and Sénéchal, 2011; Golinkoff et al., 2019).071

Following up on a recent proposal by Balke et al.072

(2023), we explore the practical implications of073

developing a dialogue agent that assists the meta-074

reviewer during their step-wise decision-making075

process by collaboratively reflecting on the under-076

lying peer reviews. Figure 1 illustrates an exam-077

ple of such a dialogue. Ultimately, we investigate078

the following research questions. (RQ1) What079

requirements does the meta-reviewing domain080

pose on a dialogue agent? (RQ2) How can we081

develop such a dialogue agent to account for082

these requirements? (RQ3) Is a dialogue agent083

practically useful during meta-reviewing?084

Developing a meta-reviewing decision-making085

dialogue assistant presents unique challenges. Un-086

like prior work in other domains on general top-087

ics (Wang et al., 2019; Farag et al., 2022), a meta-088

reviewing dialogue agent must engage with highly089

technical topics and ensure its responses are strictly090

grounded in the underlying reviews. As shown in091

our experiments in Section 3, off-the-shelf Large092

Language Models (LLMs) are inadequate for this093

task, as they fail to meet both these requirements.094

To bridge this gap, dedicated fine-tuning is cru-095

cial to tailor the models for technical grounding096

and decision-making tasks. Additionally, nuanced097

evaluation methods are required to ensure their re-098

liability. However, fine-tuning and evaluating such099

agents is costly, as it demands significant effort to100

generate high-quality human dialogue data.101

To address these issues we develop a dedicated102

fine-tuning and evaluation suite for meta-reviewing103

dialogue agents. First, we tackle the lack of training104

data by leveraging LLMs for synthetic data gen-105

eration, which has shown promise across various106

fields (e.g., Møller et al., 2023; Chen et al., 2023a).107

Specifically, we simulate meta-review decision-108

making dialogues with LLMs such as ChatGPT1,109

LLaMa (Touvron et al., 2023), Mistral (Jiang et al.,110

2023), and Mixtral (Jiang et al., 2024). Through111

human and automated evaluations, we find that out-112

of-the-box LLMs generate dialogues that are unspe-113

cific and lack diversity. Therefore, we devise a new114

self-refinement strategy that addresses these chal-115

lenges in the meta-reviewing domain but also show116

its generality for other decision-making domains.117

Afterwards, in Section 4 we utilize the synthetic118

dataset to fine-tune dialogue agents for meta-119

reviewing assistance and propose an evaluation120

1https://chat.openai.com/

strategy. Both automatic and human evaluations 121

show that smaller, fine-tuned open-source mod- 122

els outperform larger, closed zero-shot LLMs like 123

ChatGPT in generating relevant and high-quality 124

responses. Finally, in Section 5, we deploy the 125

best-performing dialogue agent within a human 126

user study demonstrating the effectiveness of such 127

a dialogue agent in time-efficient meta-reviewing. 128

Our results show that dialogue agents can effec- 129

tively reduce the meta-reviewing time by almost 130

up to 50%, while enabling the creation of more 131

comprehensive and detailed meta-review reports, 132

compared to when no agent is used. This demon- 133

strates the potential of dialogue agents to signifi- 134

cantly enhance both the quality and efficiency of 135

the meta-reviewing process. 136

In summary, our contributions are three-fold: 137

(1) We present the first study on meta-reviewing as 138

a dialogue to-date and propose extensive measures 139

towards developing dialogue agents for this 140

scenario (RQ1). (2) We address the data scarcity 141

issue for training dialogue agents via synthetic 142

data generation using LLMs. We further propose 143

a self-refinement strategy to enhance the generated 144

dialogues using dialogue quality metrics as feed- 145

back (RQ2). (3) We utilize the synthetically gener- 146

ated data for training dialogue agents tailored to the 147

meta-reviewing scenario and evaluate the utility of 148

these agents in real-world meta-reviewing (RQ3). 149

2 Meta-reviewing as a Dialogue 150

Existing NLP literature treats meta-reviewing ex- 151

clusively as a summarization problem (Shen et al., 152

2022; Li et al., 2023a; Zeng et al., 2023). While 153

meta-reviewing involves summarization steps, it 154

is primarily a decision-making process where the 155

human meta-reviewer has to arrive at an overall 156

recommendation on the paper based on the review 157

reports. This decision-making process requires 158

complex reasoning, including weighing, contextu- 159

alizing, and meta-reasoning on the reviews. For in- 160

stance, meta-reviewers need to adjust for reviewer 161

uncertainty, biases, and review quality or need to 162

consider the related work and state of the field. 163

Summaries can assist in organizing information 164

but may offer limited direct support for decision- 165

making in meta-reviewing. This is because hu- 166

mans can be influenced by readily presented rec- 167

ommendations, a phenomenon known as automa- 168

tion bias (Goddard et al., 2014; Schemmer et al., 169

2022). In combination with the fact that LLMs 170
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sporadically introduce biases and errors in the sum-171

maries, this may impact human agency over the pro-172

cess (Donker, 2023; Schintler et al., 2023). More-173

over, current ACL policies discourage the use of174

LLMs as ghostwriters during meta-reviewing.2175

In response to these issues, we propose a new176

human-centered perspective on meta-reviewing as-177

sistance by framing meta-reviewing as a decision-178

making process that benefits from assistance179

through a dialogue agent. This concept has shown180

promise in related domains (Wang et al., 2019;181

Farag et al., 2022) and in a piloting study by Balke182

et al. (2023), who simulate this scenario between183

a human meta-reviewer and a human dialogue as-184

sistant. More formally, we define meta-reviewing185

as a document-grounded decision-making dialogue186

where a dialogue agent provides information on the187

underlying reviews, and the meta-reviewer gains188

insights to move closer to their decision with each189

turn of the dialogue. While the agent may occasion-190

ally introduce biases or errors, the meta-reviewer191

can verify the information and enhance their un-192

derstanding through iterative refinement (Ke et al.,193

2024).3 Specifically, following Balke et al. (2023),194

the dialogue agent should ground their answers in195

the reviews without hallucinating or obfuscating196

information, and their answers should be highly197

technically specific, avoiding generic and unrelated198

statements. We refer to these two desiderata as199

GROUNDEDNESS and SPECIFICITY.200

Our experiments in Section §3 demonstrate201

the difficulty of this task. Out-of-the-box LLMs202

generate answers that fail on both dimensions203

(GROUNDEDNESS and SPECIFICITY). Thus,204

dedicated fine-tuning and nuanced evaluation205

of these agents are essential. However, data for206

training and evaluating such agents is costly as207

human experts, and considerable effort is required208

to generate human-to-human example dialogues as209

proposed in Balke et al. (2023). We explore these210

challenges in the remainder of this work.211

3 Synthetic Data Generation for212

Fine-tuning Meta-review Dialogue213

Agents214

Developing effective meta-reviewing dialogue215

agents necessitates dedicated fine-tuning, as216

off-the-shelf LLMs fall short of this specialized217

2https://2023.aclweb.org/blog/review-acl23/
3We summarize the differences to prior approaches in Ta-

ble 5

task (cf. Sec §4). This fine-tuning process relies 218

on high-quality training data tailored to meta- 219

reviewing assistance. However, obtaining expert 220

annotators and producing human gold data is 221

resource-intensive since crowd-sourcing is not a vi- 222

able option (Stasaski et al., 2020). To address these 223

limitations, leveraging LLMs to generate synthetic 224

data has become a widely adopted approach in 225

expert-driven domains such as education (Macina 226

et al., 2023) and biomedicine (Smolyak et al., 227

2024). Following this trend, we employ LLMs to 228

synthetically generate a dataset of meta-reviewing 229

dialogues, building on their proven utility in 230

various tasks (Møller et al., 2023; Chen et al., 231

2023a). However, meta-reviewing dialogues are 232

particularly challenging to synthesize, as they need 233

to account for the previously mentioned desiderata 234

of GROUNDEDNESS and SPECIFICITY. Our initial 235

experiments show that out-of-the-box LLMs fail to 236

generate dialogues that meet these criteria. To over- 237

come this, we implement a self-refinement-based 238

approach for data generation. In the following, we 239

present our data generation approach (§3.1), assess 240

dataset quality (§3.3), fine-tune models (§4), and 241

conduct a within-subject evaluation (§5). 242

3.1 Approach 243

We propose ReMuSE (Reward-based Multi- 244

aspect Self-Editing) based on the self-refinement 245

paradigm (Madaan et al., 2023; Chen et al., 2023b). 246

In this paradigm, an LLM M first produces the ini- 247

tial output o. Then, feedback f is obtained on the 248

output via M or other feedback mechanisms. The 249

model M is then prompted to correct the initial 250

output o based on f . All prior approaches (Madaan 251

et al., 2023; Chen et al., 2023b) either improve 252

a single aspect of the output only, or use ground 253

truth in-context exemplars to steer the generations 254

towards a particular format. These factors restrict 255

the diversity of the corrections to a small set of spe- 256

cific changes rather than profound revisions (Wang 257

et al., 2023). However, as our experiments show 258

(cf. Section §3.3), meta-reviewing dialogue gen- 259

eration gains from incorporating multiple aspects 260

during the feedback loop of self-refinement. In 261

this work, we thus propose a zero-shot edit strategy 262

that makes use of scoring functions to calculate 263

dialogue quality metrics. These rewards are used 264

as feedback to improve the initial output across 265

multiple dimensions. 266

ReMuSE generates dialogues based on a knowl- 267

edge source, e.g. the collection of reviews. Given 268
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a knowledge source K and an LLM M ReMuSE269

operates in four steps (cf. Figure 3 in §A.2):270

I. Initial Dialogue Generation We prompt M271

with knowledge source K to generate an initial272

dialogue D in a zero-shot fashion.273

II. Evaluation The generated dialogue is then eval-274

uated to obtain rewards using an evaluator. The275

evaluator consists of various scoring functions. For276

example, one of the functions in our experiment277

calculates the token overlap-based groundedness278

score of utterance, u with respect to K. These re-279

wards are concatenated to every utterance of D,280

producing the reward-augmented dialogue D′.4281

III. Feedback D′ and K are fed into M to obtain282

natural language feedback F on improving the re-283

wards. Following Madaan et al. (2023), we use284

the phrase ‘actionable feedback’ in the prompt to285

obtain a concrete plan to improve the scores.286

IV. Refinement Finally, we feed the knowledge287

K, the feedback F , and the initial dialogue D to288

M. The model is prompted to refine the dialogues289

based on the feedback provided.290

3.2 Dataset Generation291

We generate a dataset of meta-reviewing dialogues292

for fine-tuning dialogue agents. For this purpose,293

we test several models and perform automated and294

human evaluations to select the best configuration.295

Models We use the following models namely,296

GPT 3.5 (dubbed ‘ChatGPT’), LlaMa-2 13B (Tou-297

vron et al., 2023), Mistral 7B (Jiang et al., 2023),298

and Mixtral (Jiang et al., 2024).5299

Prompts ReMuSE relies on three prompt tem-300

plates for the initial dialogue generation (I.), feed-301

back (III.), and refinement (IV.) step. The prompts302

involve a step-specific instruction and include the303

knowledge source, i.e. the reviews for a paper, the304

paper’s title and its publication type (long or short305

paper). We test multiple variations of the prompts306

to account for model sensitivity.6.307

Underlying Data To generate a dialogue, Re-308

MuSE receives a paper and its reviews as the input.309

As a basis to generate a dataset, we rely on the310

ORSUM (Zeng et al., 2023) dataset consisting of311

reviews and meta-reviews for papers from 39 con-312

ferences collected using OpenReview.7 We sample313

4The evaluator is completely independent of M.
5More details about the models in §A.3.
6The prompts and further details are in §A.6
7There are no explicit licenses attached to OpenReview

for third-party data processing. We use the dataset from the

papers with exactly three reviews to fit most LLMs’ 314

context windows resulting in 3064 dialogues. 315

Reward Metrics We use three feedback metrics 316

as rewards to assess the specificity and grounded- 317

ness of generated dialogues. Knowledge Precision 318

(K-Prec) measures token overlap between an ut- 319

terance and its knowledge source (Adlakha et al., 320

2023). Q2-score (Honovich et al., 2021) evaluates 321

faithfulness via question generation, answer gener- 322

ation, and natural language inference, leveraging 323

pre-trained T5 (Raffel et al., 2020), ALBERT-Large 324

(Lan et al., 2020), and DeBERTa-Large-MNLI (He 325

et al., 2021) models respectively. Both capture di- 326

alogue groundedness. Specificity scores the level 327

of detail in utterances using Specifiteller (Li and 328

Nenkova, 2015). 329

Resulting Datasets Using each LLM, we gener- 330

ate synthetic dialogues. Due to the associated API 331

costs for using closed LLMs, we follow previous 332

works (Bian et al., 2024; Chen et al., 2024) that 333

rely on a lower number of examples (e.g., 100) for 334

evaluation. Consequently, we sample 200 exam- 335

ples to analyze the performance of ReMuSE and 336

publicly release 3064 meta-reviewing dialogues 337

generated with the best ReMuSE configuration. 338

3.3 Dataset Evaluation 339

We discuss various dialogue quality metrics 340

employed in automated and human evaluation 341

reflecting the desiderata for GROUNDEDNESS 342

and SPECIFICITY. We compare the synthetically 343

generated dialogues to a human-generated dia- 344

logue dataset that we use as evaluation data for 345

comparison along the various evaluation setups. 346

3.3.1 Human Dialogue Dataset 347

We compare our synthetically generated dialogues 348

with real human meta-reviewing decision-making 349

dialogues using the Dagstuhl dataset (Balke 350

et al., 2023). In this dataset, senior and junior 351

scientists acted as meta-reviewers and assistants, 352

respectively, in a wizard-of-oz setup, where the 353

meta-reviewers used dialogue agents to gather 354

information and decide on paper acceptance. The 355

dataset is private and consists of 16 dialogues 356

corresponding to 4 research papers.8 357

3.3.2 Automatic Evaluation 358

Setup We employ three measures (K-Prec, Q2- 359

score, specificity), which we compute automati- 360

author’s publicly available codebase.
8Additional details about the dataset is in §A.4
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Model Rwd. K-Prec Q2-F1 Q2-NL Spec.
ChatGPT - 0.39.01 0.15.01 0.15.01 0.45.13
LLaMa - 0.37.01 0.15.13 0.16.01 0.46.01
Mistral - 0.38.01 0.15.02 0.16.01 0.41.02
Mixtral - 0.38.01 0.17.01 0.19.02 0.42.02
ChatGPT ReMuSE 0.74.12 0.22.02 0.23.18 0.63.02
LLaMa ReMuSE 0.74.02 0.23.02 0.24.02 0.63.02
Mistral ReMuSE 0.76.01 0.30.02 0.33.02 0.65.22
Mixtral ReMuSE 0.78.01 0.32.01 0.34.02 0.72.02

Table 1: Performance of LLMs before and after incor-
porating ReMuSE in terms of K-Precision (K-Prec),
Q2-F1, Q2-NLI and Specificity (Spec). We average
over three prompts and report the standard deviation.

cally given the knowledge source K, and a dialogue361

utterance u , part of the generated dialog. These362

metrics are also employed as rewards within Re-363

MuSE. The evaluation is performed on an utter-364

ance level. The intuition behind using the same365

measures for automated evaluation and for refine-366

ment is to understand whether ReMuSE can, in367

fact, guide the LLMs towards better generations re-368

flected in exactly these dimensions we optimize for.369

We complement the automatic evaluation with our370

human evaluation to verify the improved quality.371

For the final evaluation, we compute the K-Prec372

and Q2-scores only over the dialogue agent’s utter-373

ances since we require only the dialogue agent to374

be faithful. The meta-reviewer (as an information375

seeker) need not fulfill such criteria since they can376

bring up new facts independent of the knowledge377

source at any point in time (Dziri et al., 2022). Nev-378

ertheless, all the utterances for the meta-reviewing379

dialogues are supposed to be highly specific. This380

stems from our observation that 65.24% utterances381

in the human dataset (cf. §3.2) have a score of 0.5382

or above, indicating a significant presence of tech-383

nical details. Hence, we measure the Specificity384

score over all utterances.385

Overall results and comparison to human di-386

alogues We start by comparing the performance387

for LLMs before and after incorporating ReMuSE388

(with all three rewards) in Table 1. We observe389

that ReMuSE consistently improves performances390

for all models across all dimensions, with Mixtral391

performing the best. We obtain maximum gains392

for the ‘K-Prec’ scores; for instance, Mixtral Re-393

MuSE shows an improvement of 105% over its394

baseline performance. We achieve massive im-395

provements in the Q2-F1 and Q2-NLI scores (∼396

88% and 79% respectively for Mixtral). We also397

attain substantial improvement in specificity (∼398

72% for Mixtral).910 In order to compare human399

9Table 6 shows the results for all models.
10Ablation study in §A.9 and cross-domain analysis in §A.8

Mode Models Coop. Coh. Eng. Plau.

Pre-
Refine.

ChatGPT 2.65 2.71 2.74 2.15
LLaMa 2.53 2.13 2.11 2.45
Mistral 2.34 2.22 2.18 2.19
Mixtral 2.35 2.23 2.26 2.45

Post-
Refine.

ChatGPT 3.01 2.91 2.93 2.75
LLaMa 3.17 2.51 2.32 3.06
Mistral 3.28 2.63 2.41 3.53
Mixtral 3.37 2.79 2.85 3.58

Table 2: Human Evaluation of the generated dialogues
before and after-refinement across different dimensions.
All the scores are on a scale of 1 (worst) −4 (best).

vs synthetic dialogues, we analyze K-Prec, Q2, 400

and Specificity scores for all utterances in human 401

and synthetic meta-reviewing dialogue datasets, 402

along with {2,3,4}-gram token diversities ({n}- 403

gram vocabulary size) for meta-reviewer utterances 404

in Fig 2. LLM-based dialogue agents outperform 405

humans in Q2 and K-Prec scores (cf. Figures 2c 406

and 2d), demonstrating superior groundedness to 407

the knowledge source. Human meta-reviewers ex- 408

hibit lower groundedness, possibly due to off-topic 409

divergence: for instance, in one of the dialogues, 410

the meta-reviewer discusses datasets available for 411

a related task not mentioned in the reviews. Re- 412

garding Specificity (Fig 2b), LLM-based agents 413

perform comparable to humans, indicating their 414

feasibility as meta-reviewing assistants. However, 415

a significant gap exists between real and LLM meta- 416

reviewers in terms of token diversity and specificity 417

(cf. Fig 2a and 2b), suggesting LLMs still lack the 418

expert knowledge for simulating real-world meta- 419

reviewers. 420

3.3.3 Human Evaluation 421

Setup Since using identical metrics for rewards 422

and automated evaluation can be questioned for 423

coincidental correlation, we further run a human 424

evaluation. Following (Dziri et al., 2022; Wu et al., 425

2022b), we let humans evaluate the generated 426

dialogs according to the following criteria: 427

Co-operativeness evaluates the helpfulness of the 428

dialogue agent’s response to the query, Coherence 429

specifies consistency of the overall dialogue, 430

and Engagingness implies how engagingly the 431

dialogue agent takes the discussion forward. 432

Moreover, akin to faithfulness discussed before, 433

we introduce a Plausibility score to measure the 434

groundedness of the dialogue agent’s responses to 435

the paper’s reviews. All the dialogues are rated on 436

a Likert scale of 1− 4 and the ratings are averaged 437

over each metric as done in prior works (Rashkin 438

et al., 2021).11 439

11The instructions to the annotators are in §A.16
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Figure 2: Comparison of utterances in human and syn-
thetically generated dialogues in terms of (a) Token
Distribution, (b) Specificity, (c) Q2 F1, and (d) K-Prec.

Overall results and comparison to human dia-440

logues Four Ph.D. students with NLP backgrounds441

evaluated 70 dialogues, split between baseline442

LLMs (pre-refinement) and ReMuSE (post-443

refinement), using human evaluation metrics on a444

1-4 Likert scale. Krippendorff’s α for the dialogues445

showed substantial agreement: co-operativeness446

(0.68), coherence (0.71), engagingness (0.73),447

and plausibility (0.78). We observe that post-448

refinement, all models improved, with Mixtral ex-449

celling in co-operativeness and plausibility consis-450

tent with the automated evaluation. However, Chat-451

GPT excels in coherence and engagingness likely452

due to its reported use of convincing language in453

responses (Lozić and Štular, 2023). We further454

conducted correlation analysis (cf. Fig 13,§A.19)455

of the automated and human evaluation metrics456

which revealed strong alignment between the457

metrics with similar objective (e.g., K-Prec and458

Plausibility), validating our evaluation approach.459

Three Ph.D. students with an NLP background460

assessed the synthetic and human-generated di-461

alogues on a Likert scale of 1 − 4 as detailed462

in Sec §3.3.3. Kripendorff’s α values for co-463

operativeness, coherence, engagingness, and plau-464

sibility were 0.68, 0.69, 0.70, and 0.74 respectively.465

Table 3 presents the resulting ratings. The synthetic466

dialogues were rated higher for co-operativeness,467

plausibility and, coherence. The lower ratings for468

the human dataset may be due to the setup where469

humans acted as dialogue agents, occasionally re-470

sulting in off-topic responses. For instance, in one471

of the dialogues, the dialogue agent discusses how472

the task in discussion is not equivalent to another473

task in the same domain, which is not grounded in474

the provided reviews. We also found occasional475

grammatical errors that may have also resulted in476

Setup Coop. Coh. Eng. Plau.
Dagstuhl 3.50 3.10 3.10 2.95
ReMuSE 3.52 3.86 3.00 3.10

Table 3: Human evaluation of dialogues from the human
dialogue dataset (Dagstuhl) and our proposed ReMuSE.
The evaluation scale ranges from 1 (worst) - 4 (best).

lower coherence scores, a common finding in pre- 477

vious works (e.g., Wu et al., 2022b). However, 478

human dialogues were rated higher for engaging- 479

ness due to the diverse meta-reviewer questions 480

leading to longer and more detailed responses. 481

To reiterate, we evaluate the generated dialogues 482

using automated and human assessments for 483

different purposes. Automated metrics measure 484

GROUNDEDNESS and SPECIFICITY against 485

the knowledge source, while human evaluation 486

focuses on flow and naturalness. Our results 487

show LLM-generated dialogues are promising for 488

meta-reviewing assistants with high faithfulness 489

and specificity, but low token diversity in simu- 490

lating meta-reviewer utterances indicates room 491

for improvement. In Section §4, we discuss how 492

finetuning can help address these limitations. 493

4 Dialogue Agents for Meta-Reviewing 494

Assistance 495

With the synthetically generated dataset for the 496

best-performing ReMuSE configuration, we now 497

shift our focus to the task of finetuning dialogue 498

agents for meta-reviewing assistance.12 499

4.1 Experimental Setup 500

Task Given a knowledge source K and a dialogue 501

history [u1, u2, . . . , ut], the task is to generate a 502

response ut+1 grounded in K. The title and reviews 503

for every paper serve as the knowledge source. 504

Models Following Daheim et al. (2023), we se- 505

lect Flan-T5 (Longpre et al., 2023) (xl), T5 (Raffel 506

et al., 2020) (3B), and OPT (Zhang et al., 2022) 507

(2.7B) for experiments. For further comparison, 508

we also prompt ChatGPT in a 0-shot setup and use 509

the best model from the ReMuSE setup, Mixtral.13 510

Data and Evaluation We split the 3064 meta- 511

reviewing dialogues having an average of 12.24 512

utterances per dialogue in our dataset into 60% 513

for training, 20% for validation, and 20% for test- 514

ing, respectively. In terms of evaluation, following 515

Daheim et al. (2023), we use automated metrics - 516

SacreBLEU (Post, 2018) and BERTScore (Zhang 517

12Analysis of the synthetic dataset is in §A.12
13The hyper-parameter details are provided in §A.13
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Models Fl. Rel. Faith. Obj. Help.
OPT 3.82 3.84 4.04 4.06 4.21
T5 3.91 3.98 4.12 4.21 4.32
Flan-T5 4.21 4.18 4.58 4.62 4.71
ChatGPT 3.84 3.82 3.28 3.91 3.85
ReMuSE 3.92 3.94 4.11 4.11 4.24

Table 4: Human evaluation of model responses on Flu-
ency (Fl.), Relevance (Rel.), Faithfulness (Faith.), Ob-
jectivity (Obj.), and Helpfulness (Help.) scored from 1
(worst) to 5 (best).

et al., 2020) to measure response similarity to518

ground truth. We also report K-Prec and Q2 scores519

to assess faithfulness to K. Additionally, following520

Rashkin et al. (2021), we perform human evalua-521

tion on fluency, relevance, faithfulness, and objec-522

tivity, plus a helpfulness score reflecting decision-523

making utility. All human ratings use a 1–5 scale,524

and the ratings are averaged over each metric.525

4.2 Results and Discussion526

Automated Evaluation We report model perfor-527

mances in Table 11 ( §A.10). Flan-T5 achieves the528

highest K-Prec score (68.2), aligning with findings529

from prior work (Daheim et al., 2023). In contrast,530

ChatGPT shows significantly lower performance531

(K-Prec 42.1), underscoring the importance of532

high-quality task-specific supervision. ReMuSE533

demonstrates strong faithfulness, as reflected by534

its high K-Prec (67.6) scores. However, its BLEU535

and BERT scores are notably lower than those of536

fine-tuned models. This discrepancy stems from537

ReMuSE being optimized for faithful and diverse538

generation rather than surface-level alignment with539

ground truth due to its inference-only setup. In con-540

trast, fine-tuned models benefit from task-specific541

supervision, leading to better alignment with refer-542

ence responses. (Hsieh et al., 2023; Fu et al., 2024).543

Human Evaluation Following Santu et al.544

(2024), we evaluate dialogue agents on their ability545

to assist meta-reviewers by rating responses to key546

queries on contributions, strengths, weaknesses,547

improvements, and literature review. Following548

Purkayastha et al. (2023), we ask two senior NLP549

Ph.D. students with over three years of reviewing550

experience to rate 60 responses per model on a551

1–5 Likert scale.14 Krippendorff’s α for fluency,552

relevance, faithfulness, objectivity, and helpfulness553

are 0.58, 0.64, 0.69, 0.66, and 0.74, respectively.554

The scores are substantial given the subjectivity555

of the task (Kennard et al., 2022).15 We show the556

results in Table 4. Flan-T5 scores highest, aligning557

14See §A.17 for instructions to annotators.
15We analyze the disagreements of the annotators in §A.20

with automated evaluations, while ChatGPT scores 558

lowest on faithfulness and objectivity. ReMUSE 559

outperforms ChatGPT but remains behind fine- 560

tuned models, likely due to its diversity-driven 561

objectives and verbose responses. Importantly, 562

the responses from ReMuSE end with follow-up 563

questions that stem from the pre-training objectives 564

in LLMs, which favor full dialogue generation. 565

This limits their ability to generate focused, 566

knowledge-grounded responses based on provided 567

dialogue history as witnessed in prior work (Chen 568

et al., 2025). Helpfulness correlates strongly with 569

faithfulness and objectivity (Fig. 8), explaining 570

ChatGPT’s lower helpfulness. These results 571

support the quality of our synthetic training data. 572

5 Deploying Meta-Reviewing Dialogue 573

Agents: A Within-subject Study 574

We analyze the trained dialogue agent’s effective- 575

ness in real-world meta-reviewing, focusing on 576

time and meta-review quality. 577

Setup We conduct a within-subject controlled 578

experiment where participants write meta-reviews 579

with and without dialogue agent support.16 580

Following prior work on user studies in peer- 581

reviewing (Santu et al., 2024), we ask ten Ph.D. 582

students with peer-reviewing experience to evaluate 583

three papers each under both conditions (30 papers 584

total).17 Following Shen et al. (2022), we assess 585

meta-review quality using (i) Content Relevance 586

(alignment with review aspects, rated 1-4), (ii) De- 587

cision Correctness (alignment with the gold deci- 588

sion, binary 0/1), and (iii) Coverage (review diver- 589

sity, rated 1-4). We explain the conference-specific 590

guidelines to the participants in order to ensure 591

consistency with the ground-truth meta-reviews. 592

Results As shown in Table 13 (§A.21), meta- 593

reviews generated with the dialogue agent outper- 594

form those written without it in Content Relevance 595

(3.87 vs. 3.42) and Coverage (3.76 vs.3.21), with a 596

slight improvement in Decision Correctness (0.72 597

vs.0.60). Interaction with the agent takes 20 min- 598

utes on average, compared to 35 minutes while 599

writing after reading the reviews, offering a more 600

efficient reviewing process without compromising 601

reviewer autonomy. We further analyze the 30 602

papers — 15 borderline, 7 accepted, and 8 rejected. 603

We observe that the borderline cases produce 604

longer dialogues (12.2 turns) than accepted (8.3) or 605

16The interaction interface is in Fig 7, §A.21
17The participant details is in §A.18
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rejected (6.1) ones, indicating greater deliberation.606

While the discussions on accepted/rejected papers607

focus on content and related work, borderline cases608

emphasize reviewer scores and confidence. We find609

that the agent provides clarification when prompted610

but refrains from final decisions. While accepted611

and rejected outcomes generally align with ground612

truth, borderline cases show variability, likely due613

to external factors such as acceptance rates.614

Case Study with Non-Experts While meta-615

reviewing is typically done by experienced616

researchers in the field, we also explore if indi-617

viduals from interdisciplinary backgrounds can618

effectively use the tool. Five PhD students from619

non-CS fields, with no prior peer-review experi-620

ence, wrote meta-reviews for 3 papers each under621

both setups.18 Results in Table 13 (§A.21) show622

that reviews with the dialogue agent scored higher623

in Content Relevance (3.65 vs 3.10), Coverage624

(3.50 vs 2.95), and Decision Correctness (0.60 vs625

0.58). Participants spent an average of 35 minutes626

using the agent versus 80 minutes writing without627

it. This demonstrates the agent’s promise in helping628

newcomers learn meta-reviewing efficiently.629

6 Related Work630

Meta-Review Generation Meta-reviewing is com-631

monly framed as multi-document summarization632

on the reviews. Wu et al. (2022a) treat reviews, au-633

thor responses, and reviewer discussions as an argu-634

mentative graph to generate comprehensive meta-635

reviews. Li et al. (2023a) encode entire reviewer636

conversation threads using a multi-task approach637

to meta-review generation. Shen et al. (2022) in-638

troduce control codes for generating diverse meta-639

reviews. Zeng et al. (2023) use LLMs in a self-640

refinement paradigm based on task-specific check-641

lists. Recently, Santu et al. (2024) analyzed the642

performance of LLMs for generating various meta-643

reviewing aspects using a prompting taxonomy. In644

this work, we redefine meta-reviewing as a dia-645

logue to aid meta-reviewers in analyzing the re-646

views for effective decision making rather than au-647

tomatically generating the final text – this way, we648

respect and acknowledge the scientific autonomy649

of the meta-reviewers as discussed in Section §2.650

AI-assisted decision making In this work, we651

frame meta-reviewing as a decision-making pro-652

cess. The role of AI in supporting human decisions653

has expanded across fields like finance, law, and654

18Participant details in §A.18

technology (Lee et al., 2020; Lai et al., 2023), fol- 655

lowing the collaborative decision-making paradigm 656

(Leitão et al., 2022; Lin et al., 2023). While Lin 657

et al. (2023) explore reward-based models with 658

fixed solutions, we focus on meta-reviewing, where 659

no single best solution exists, and decisions depend 660

on the meta-reviewer’s expertise. 661

Synthetic Dialogue Generation We employ 662

synthetically generated dialogues to finetune di- 663

alogue agents for assisting meta-reviewers. These 664

dialogues are knowledge-intensive and require 665

utterances to be anchored in the underlying doc- 666

uments (reviews). Prior studies highlight the issue 667

of limited training data in this context, leading to 668

approaches for synthetic data generation (Dai et al., 669

2022; Bao et al., 2023). These efforts have mainly 670

explored fine-tuning for dialogue generation on 671

structured knowledge sources. In contrast, we 672

harness the potential of LLMs as cost-effective 673

data curators for knowledge-intensive dialogue 674

generation. Though there have been studies 675

prompting LLMs for related purposes (Møller 676

et al., 2023; Chen et al., 2023a), we are the first 677

to explore the generation of full-length knowledge- 678

grounded decision making dialogues. This framing 679

introduces multiple additional constraints on the 680

quality of the output, like high faithfulness and 681

technicality of the utterances. Instead of improving 682

a single constraint only or assuming the availability 683

of ground truth feedback (Chen et al., 2023b; Xu 684

et al., 2024), we fulfill our requirements through 685

a novel zero-shot self-refinement strategy (Madaan 686

et al., 2023), which enhances the generations in 687

multiple measurable aspects. 688

7 Conclusion 689

In this work, we explored the potential of dialogue 690

agents to assist meta-reviewers in the decision- 691

making process, offering an alternative to tradi- 692

tional summarization approaches. We addressed 693

the data scarcity challenge with a self-refinement 694

method for generating diverse, faithful decision- 695

making dialogues using LLMs. We found that 696

models fine-tuned on our data significantly out- 697

performed their zero-shot counterparts. Using a 698

controlled experiment, we demonstrated that dia- 699

logue agents reduced the meta-reviewing time by 700

almost half while maintaining reviewer autonomy. 701

Our findings highlight the potential of AI-driven 702

tools to improve peer-reviewing efficiency and en- 703

courage further research in this area. 704
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Limitations705

In this work, we propose a new perspective towards706

meta-reviewing and introduce a novel method707

along with a dataset to assist meta-reviewers and708

other decision-makers in relevant domains. How-709

ever, our work comes with several limitations.710

Firstly, we employ both closed and open-source711

large language models that are standard for di-712

alogue generation. These models have been713

criticized for producing harmful or biased con-714

tent. We do not address biases such as socio-715

demographic factors, given the assumed neutral-716

ity of the decision-making domain. Secondly, we717

do not consider potential bias in the knowledge718

sources, such as paper reviews, which may include719

subjective content. Our focus is on generating faith-720

ful and diverse dialogues; analyzing component-721

wise bias is left to future work. Thirdly, regarding722

transparency, AI models often lack interpretabil-723

ity, making it difficult to trace how recommenda-724

tions are generated. We do not aim to improve725

interpretability in this work, and the responsibil-726

ity for validating suggestions lies with the meta-727

reviewer. Accountability is especially important728

when agent outputs influence decisions. While our729

agent is designed not to make final judgments, it730

may occasionally offer flawed suggestions. To mit-731

igate this, reviewer training and clear usage guide-732

lines are essential. Lastly, our study centers on733

English-language reviews in AI conferences. Fu-734

ture work could extend this to multilingual settings735

and other domains, such as the humanities. We736

also emphasize that the agent cannot compensate737

for poor-quality reviews—addressing review qual-738

ity remains a critical, orthogonal research direction.739

Ethics Statement740

In this work, we provide a detailed study of the741

dialogue generation capabilities of Large language742

models for meta-reviewing. Consequently, this743

work has an ethical dimension since it can be744

perceived as an attempt to replace human meta-745

reviewers with LLMs. We would like to empha-746

size that we solely focus on assisting the meta-747

reviewers in decision making using dialogue agents748

rather than providing them with any subjective749

opinions. Unlike previous work, we do not attempt750

in any way to generate meta-reviews and strongly751

believe that such a task is a ‘Human-In-The-Loop’752

process which requires highly skilled researchers753

(meta-reviewers) operating as humans to make the754

loop effective. 755
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A Appendix1201

A.1 Differences to prior approaches1202

We highlight the differences of our proposed ap-1203

proach to prior meta-reviewing systems in Table 5.1204

A.2 ReMuSE Figure1205

We provide a detailed figure depicting every stage1206

of our method, ReMuSE (Reward-based Multi-1207

aspect Self Editing) in Fig 3.1208

A.3 Model Details1209

GPT 3.5 We use the turbo version of GPT 3.51210

which is the chat-tuned variant (dubbed ‘Chat-1211

GPT’) of the Instruct-GPT class of models from1212

OpenAI (Ouyang et al., 2022).19 This model was1213

trained with internet data and finetuned using re-1214

inforcement learning from human feedback (Bai1215

et al., 2022). The training and dataset details are1216

not publicly available. We use ‘gpt35-turbo-0301’.1217

LLaMa-2 It is the upgraded version of the1218

LLaMa family of models (Touvron et al., 2023)1219

featuring a 40% increase in pre-training models’1220

data and doubled context length compared to its1221

predecessor. We employ the 13B-chat version in1222

our experiments.201223

Mistral This model is trained on the grouped1224

query and sliding window attention that helps focus1225

on words even outside the context window (Jiang1226

et al., 2023). We use the 7B version.211227

Mixtral It is an open-source LLM based on a1228

mixture of experts (Jiang et al., 2024). Each feed-1229

forward block has access to 8 parameter groups1230

and utilizes two of them to process a token.221231

We use the Azure OpenAI service to prompt1232

ChatGPT. The rest of the models are implemented1233

using huggingface transformers (Wolf et al., 2020).1234

Following previous work on data generation with1235

LLMs (Adlakha et al., 2023), we use a high tem-1236

perature of 0.95 and employ top-p sampling (Holtz-1237

man et al., 2020) of 0.95 to avoid sampling repeti-1238

tions.1239

19https://chat.openai.com/
20https://huggingface.co/meta-llama/

Llama-2-13b-chat-hf
21https://huggingface.co/mistralai/

Mistral-7B-v0.1
22https://huggingface.co/mistralai/

Mixtral-8x7B-v0.1

A.4 Dagstuhl dataset 1240

For the comparison of our synthetically generated 1241

dialogues with real human meta-reviewing deci- 1242

sion making dialogues we employ the Dagstuhl 1243

dataset (Balke et al., 2023) kindly provided by the 1244

authors. For this dataset, 4 senior and 4 junior scien- 1245

tists acted as meta-reviewers and assistants, respec- 1246

tively, in a wizard-of-oz scenario. The study was 1247

conducted on 4 papers selected from the NLPEER 1248

corpus (Dycke et al., 2023). The assistants were 1249

provided with the paper and reviews in advance, 1250

whereas the meta-reviewers were instructed to skim 1251

the reviews within 10 minutes. The meta-reviewers 1252

were asked to converse with the dialogue agents 1253

to gather information and eventually decide on the 1254

acceptance of the paper. The paper acceptance de- 1255

cisions for the dataset are displayed in Figure 4. 1256

Across the 4 papers, only 1 paper had a unanimous 1257

reject decision, while all the other papers received 1258

diverse verdicts. 1259

A.5 Computational Budget 1260

We ran all the experiments on Nvidia A100 80GB 1261

GPUs. None of the experiments consumed more 1262

than 36 hours. 1263

A.6 Prompts for all the experiments 1264

Our proposed method, ReMuSE, uses different 1265

prompting templates for the Initial Dialogue Gen- 1266

eration, Feedback, and Refinement steps. The tem- 1267

plates consist of an instruction specific to the partic- 1268

ular ReMuSE step combined with our knowledge 1269

source, i.e., the paper’s reviews, title, and type 1270

(long or short). We use multiple prompts for the 1271

initial dialogue generation to account for model 1272

sensitivity. We name these prompts as follows: ex- 1273

tensive prompt (simulates the study in Balke et al. 1274

(2023)), paraphrased prompt (paraphrase of the ex- 1275

tensive prompt), and tl:dr prompt (3-sentence sum- 1276

mary of the extensive prompt). We provide full tem- 1277

plates for these prompts along with the ones used 1278

for Feedback and Refinement in Appendix §A.6.1, 1279

§A.6.2 and §A.6.3, respectively. 1280

A.6.1 Initial Dialogue Generation Prompts for 1281

all the experiments 1282

We show the different prompts for initial dialogue 1283

generation below: 1284
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Aspect Prior Methods (Summarization) Our Approach (Decision-Making Di-
alogue)

Focus of Task Frames meta-reviewing as summariza-
tion—extracts key points from reviews.

Frames it as a decision-making task
with contextual human judgment.

Nature of Process One-shot summarization leading to final
decisions.

Interactive process that supports itera-
tive reasoning.

Model Output Produces summaries without adjusting
for bias or reasoning depth.

Generates context-aware, review-
grounded responses.

Decision Support Offers limited guidance; summaries
may lack depth.

Actively aids reviewers in making in-
formed, reasoned decisions.

Table 5: Comparison between summarization-based and decision-making dialogue-based approaches for meta-
reviewing.

LLM
Instruction

Initial Dialogue

Knowledge

Prompt
KnowledgeInitial Dialogue Evaluator Rewards

Rewards

1. Initial Dialogue Generation 2. Evaluation

3. Feedback

Prompt Feedback
Instruction

Reward-Augmented
Dialogue

Knowledge

Feedback

Prompt

Instruction

Initial Dialogue

Knowledge

4. Refinement

Refined Dialogue

Figure 3: Overview of our Reward-based Multi-aspect Self Editing (ReMuSE) method. ReMuSE consists of four
steps: 1. Initial Dialogue Generation in which we prompt an LLM with relevant documents (paper reviews) and
instructions, 2. Evaluation of the dialogues by computing one or multiple measures (rewards), 3. Natural language
Feedback Generation based on the computed rewards, 4. Self-Refinement of the dialogues based on the feedback.
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Figure 4: Diversity of Paper Acceptance Decisions in
the Dagstuhl dataset
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Extensive Prompt1285

Extensive Prompt (Meta-Reviewing)

Instruction: Generate a multi-turn dialogue between
a meta-reviewer and a dialogue agent for reviews
about a paper. Every turn should alternate between
“Dialogue Agent" and “Meta Reviewer" utterances.
The meta-reviewer must explicitly tell whether the
paper is accepted or rejected at the nal turn. The
dialogue ends with the meta-reviewer saying whether
they accept or reject the paper. You need to simulate
both the meta-reviewer and the dialogue agent. The
dialogue agent has access to only the reviews and type
of the paper. A meta-reviewer mainly asks questions
and the dialogue agent should just answer from the
reviews. A dialogue agent should never recommend
anything/ give any opinions/ decide anything for the
paper. A dialogue agent has no conscience of its own.
A meta-reviewer can also ask follow-up questions and
grill the dialogue agent for more information on the
reviews. As a meta- reviewer, you should also weigh
the importance of the condence of the reviewers while
making a decision.
Title: [title]
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review
2: .., Review 3: ...

1286

Extensive Prompt (Product-Buying)

Instruction: Generate a multi-turn dialogue between
a buyer who wants to buy a product and a dialogue
agent for reviews about that product. Every turn
should start with either "Dialogue Agent" followed
by their utterance or "Buyer" followed by their ut-
terance. The dialogue agent should always remain
neutral and take a neutral stand in any case. The
buyer should reach a decision to buy/not buy the pa-
per at the final turn. You need to simulate both the
buyer and the dialogue agent. The buyer does not
have access to the reviews but the dialogue agent has
access to the reviews and nothing else. It should an-
swer any question about the reviews. A buyer mainly
asks questions and the dialogue agent should refrain
from offering advice if its opinion is sought. The dia-
logue agent should not recommend/advise anything
regarding the product.
Title: “OP/TECH USA 1504372 Pro Loop Strap
(Royal)".
Knowledge Source: This strap is just what I needed
for lugging my D700 + battery pack + It is comfort-
able and can handle a dslr and heavy lens. I bought
this for the Nikon D700 camera and replaced the fac-
tory Nikon strap which is thinner. Very nice product
with great adaptability and not made in China!...

1287

Extensive Prompt (Debates)

Instruction: Generate a multi-turn dialogue between
a debate decision maker who needs to take a deci-
sion about which side wins a debate and a dialogue
agent that has access to the arguments put forward
by both the sides. Every turn should start with either
"Dialogue Agent" followed by their utterance or "De-
cision Maker" followed by their utterance. You need
to simulate both the decision maker and the dialogue
agent. The decision maker does not have access to
the arguments put forward by both the sides. The de-
cision maker should just rely on the dialogue agent to
know about the arguments from both the sides. A de-
cision maker mainly asks questions and the dialogue
agent answers. The dialogue agent should refrain
from answering if its opinion/decision is sought. The
dialogue agent has access to only the arguments of
the debate. The dialogue agent should never decide
on who wins the debate and should always take a
neutral stand when any opinion is sought.
Title: “Abolish The Minimum Wage".
Knowledge Source: For arguments: ’Let’s talk
about what would happen to real people in real fami-
lies ...’, Against Arguments: ‘We need to abolish the
minimum wage. And there’s only one argument that
matters on this issue, and it’s the moral argument.
Does the minimum wage make the world a better...’

1288

Paraphrased Prompt 1289

Paraphrased Prompt (Meta-Reviewing)

Instruction: Create a multi-turn dialogue featuring
a meta-reviewer and a dialogue agent discussing re-
views of a paper. Each turn should begin with either
"Dialogue Agent" or "Meta Reviewer" followed by
their respective statements. The meta-reviewer must
make a final decision to "accept" or "reject" the paper
and explicitly state their choice at the end. The di-
alogue concludes with the meta-reviewer indicating
whether they accept or reject the paper. The meta-
reviewer, aware only of the paper’s title, lacks access
to reviews or information about the paper type and re-
lies on the dialogue agent for this data. The dialogue
agent has access solely to reviews and the paper type,
responding neutrally and abstaining from offering
opinions, recommendations, or decisions. If asked
for its opinion, the dialogue agent must respond with
"I do not know." The meta-reviewer primarily poses
questions, and the dialogue agent answers based on
the reviews, with the option to inquire about reviewer
condence. The meta-reviewer may ask follow-up
questions and press the dialogue agent for additional
details from the reviews. It’s important to note that
the dialogue agent has no inherent conscience or per-
sonal opinions.
Title: [title]
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review
2: .., Review 3: ...

1290
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Paraphrased Prompt (Product-Buying)

Instruction: Create a multi-turn conversation be-
tween a prospective buyer interested in purchasing
a specic product and a dialogue agent knowledge-
able about reviews for that product. Each turn should
commence with either "Dialogue Agent" followed by
their statement or "Buyer" followed by theirs. The di-
alogue agent must maintain a neutral stance through-
out and respond solely based on the reviews available.
The buyer, who has not read the reviews, will make a
denitive decision on whether to purchase the product
or not in the nal turn. The dialogue agent should
refrain from expressing opinions and respond with ’I
do not know’ if asked for personal input. It’s essential
to clarify that the dialogue agent is not a seller of the
product and possesses information solely from the
reviews.
Title: “OP/TECH USA 1504372 Pro Loop Strap
(Royal)".
Knowledge Source: This strap is just what I needed
for lugging my D700 + battery pack + It is comfort-
able and can handle a dslr and heavy lens. I bought
this for the Nikon D700 camera and replaced the fac-
tory Nikon strap which is thinner. Very nice product
with great adaptability and not made in China!...

1291

Paraphrased Prompt (Debates)

Instruction: Craft a multi-turn conversation involv-
ing a decision maker tasked with determining the win-
ning side in a debate, and a dialogue agent equipped
with information on the arguments presented by both
sides. Each turn should initiate with either "Dia-
logue Agent" or "Decision Maker" followed by their
respective statements. The decision maker, who is
unaware of the arguments, must make a conclusive
decision on the debate’s victor in the nal turn. The
dialogue agent should remain impartial, responding
only based on the arguments, and stating "I do not
know" if asked for its opinion. The decision maker
relies solely on the dialogue agent for information
about the arguments from both sides. The dialogue
agent possesses access solely to the arguments and
is prohibited from making decisions or expressing
opinions on the debate outcome. Title: “Abolish The
Minimum Wage".
Knowledge Source: For arguments: ’Let’s talk
about what would happen to real people in real fam-
ilies if the U.S. were to go down this untested and
quite radical path of eliminating the minimum wage
as our opponents urge...’, Against Arguments: ‘We
need to abolish the minimum wage. And there’s only
one argument that matters on this issue, and it’s the
moral argument. Does the minimum wage make the
world a better place?...’

1292

TL:DR Prompt 1293

TL:DR Prompt for Initial Dialogue Gen-
eration (Meta-Reviewing)

Instruction: Generate a multi-turn dialogue between
a meta-reviewer and a dialogue agent regarding a
paper’s reviews, with the meta-reviewer aiming to
decide whether to accept or reject the paper. The
dialogue agent, relying on reviews and aware of the
paper type, must respond to the meta-reviewer’s ques-
tions and refrain from providing opinions or recom-
mendations, while the meta-reviewer weighs the im-
portance of reviewer confidence in making the final
decision
Title: [title].
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review
2: .., Review 3: ...

1294

TL:DR Prompt for Initial Dialogue Gen-
eration (Product-Buying)

Instruction: Generate a multi-turn dialogue between
a buyer and a neutral dialogue agent regarding a prod-
uct, with the buyer making a nal decision to buy or
not. The dialogue agent, equipped with access to
reviews, answers the buyer’s questions, refraining
from recommendations or opinions, while the buyer,
without access to reviews, seeks information to reach
a purchasing decision.
Title: “OP/TECH USA 1504372 Pro Loop Strap
(Royal)".
Knowledge Source: This strap is just what I needed
for lugging my D700 + battery pack + It is comfort-
able and can handle a dslr and heavy lens. I bought
this for the Nikon D700 camera and replaced the fac-
tory Nikon strap which is thinner. Very nice product
with great adaptability and not made in China!...

1295

TL:DR Prompt for Initial Dialogue Gen-
eration (Debates)

Instruction: Simulate a multi-turn dialogue between
a decision maker and a dialogue agent for a debate,
where the decision maker, aware only of the debate’s
topic, seeks information from the dialogue agent, who
has access to arguments from both sides. The deci-
sion maker aims to reach a conclusion about which
side wins, while the dialogue agent remains neutral,
providing answers solely based on the arguments
presented, refraining from expressing opinions or
making decisions
Title: “Abolish The Minimum Wage".
Knowledge Source: For arguments: ’Let’s talk
about what would happen to real people in real fam-
ilies if the U.S. were to go down this untested and
quite radical path of eliminating the minimum wage
as our opponents urge...’, Against Arguments: ‘We
need to abolish the minimum wage. And there’s only
one argument that matters on this issue, and it’s the
moral argument. Does the minimum wage make the
world a better place?...’

1296
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A.6.2 Prompt Templates for ReMuSE1297

feedback1298

We have different versions of the same prompt used1299

for multiple metrics. The prompt for refinement1300

using all the metrics is provided below:1301

1302

Prompt for ReMuSE feedback (Meta-
Reviewing)

Instruction: Given the knowledge source and the
dialogue, please provide actionable feedback to im-
prove the dialogues. The feedback should just be
for the overall dialogue and should start with ‘Feed-
back:’. A Q2 F1 score, Q2 NLI score, KPrecision,
and specificity scores follow each utterance. The Q2
and Kprecision scores measure the groundedness of
the response to the provided knowledge source. The
Specificity scores measure the technicality of the re-
sponse. The feedback should try to improve all scores
for the dialogue agent and the Specificity scores for
the meta-reviewer.
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review
2: .., Review 3: ...
Dialogue: Meta-Reviewer: Hello Dialogue Agent.
Can you tell me more about this paper?, F1: 0.0,
NLI: 0.0, Kprec: 0.0, Specificity: 0.1 \n Dialogue
Agent: Ofcourse! This is a paper about CodexGLUE,
a machine learning benchmark dataset for code un-
derstanding and generation, F1: 0.12, NLI: 0.34,
Kprec: 0.45, Specificity: 0.7 \n MetaReviewer: ...

1303

Prompt for ReMuSE feedback (Debates)

Instruction: Given the knowledge source and the
dialogue, please provide actionable feedback to im-
prove the dialogues. The feedback should just be
for the overall dialogue and should start with ‘Feed-
back:’. A Q2 F1 score, Q2 NLI score, KPrecision,
and specificity scores follow each utterance. The Q2
and Kprecision scores measure the groundedness of
the response to the provided knowledge source. The
Specificity scores measure the technicality of the re-
sponse. The feedback should try to improve all scores
for the dialogue agent and the Specificity scores for
the decision-maker.
Title: “Abolish The Minimum Wage".
Knowledge Source: For arguments: ’Let’s talk
about what would happen to real people in real fam-
ilies if the U.S. were to go down this untested and
quite radical path of eliminating the minimum wage
as our opponents urge...’, Against Arguments: ‘We
need to abolish the minimum wage. And there’s only
one argument that matters on this issue, and it’s the
moral argument. Does the minimum wage make the
world a better place?...’
Dialogue: Decision Maker: Hello, can you tell the
arguments for and against debating for minimum
wages? F1: 0.2, NLI: 0.2, KPrec:0.01, Specificity:
0.2 \n Dialogue Agent: The debate over abolishing
minimum wage centers on two perspectives... F1: 0.4,
NLI: 0.39, KPrec: 0.45, Specificity: 0.6 ...

1304

Prompt for ReMuSE feedback (Product-
Buying)

Instruction: Given the knowledge source and the
dialogue, please provide actionable feedback to im-
prove the dialogues. The feedback should just be
for the overall dialogue and should start with ‘Feed-
back:’. A Q2 F1 score, Q2 NLI score, KPrecision,
and specificity scores follow each utterance. The Q2
and Kprecision scores measure the groundedness of
the response to the provided knowledge source. The
Specificity scores measure the technicality of the re-
sponse. The feedback should try to improve all scores
for the dialogue agent and the Specificity scores for
the buyer.
Knowledge Source: This strap is just what I needed
for lugging my D700 + battery pack + It is comfort-
able and can handle a dslr and heavy lens. I bought
this for the Nikon D700 camera and replaced the
factory Nikon strap which is thinner...
Title: “OP/TECH USA 1504372 Pro Loop Strap
(Royal)".
Dialogue: Buyer: Hi there, I am interested in buying
the OP/TECH USA 1504372 Pro Loop Strap (Royal).
can you tell me more about it? F1: 0.0, NLI: 0.0
\n Dialogue Agent: Sure! What would you like to
know? F1: 0.0, NLI: 0.0, Kprec: 0.0, Spec: 0.1 \n
Buyer: How comfortable are these for long travel
hours? F1: 0.1, NLI: 0.1, Kprec: 0.05, Specificity:
0.4 \n Dialogue Agent: According to the reviews, its
comfortable to wear for long hours, F1: 0.2, NLI:
0.2, Kprec: 0.25, Specificity: 0.5 \n Buyer: ...

1305
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A.6.3 Prompt Templates for ReMuSE1306

refinement1307

We provide the refinement prompts here:1308

1309

Prompt for Refinement (Meta-
Reviewing)

Instruction: Given the feedback, knowledge source,
and dialogue improve the dialogue based on the feed-
back provided. The output should just be the new
dialogue.
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review
2: .., Review 3: ...
Feedback: It would be helpful to provide a clearer
explanation of the tasks’ relevance to software de-
velopment in response to reviewer one’s concerns.
Additionally, it may be useful to mention that the pa-
per discusses the effectiveness of the baselines and
provides an ablation study. Finally, it would be good
to acknowledge reviewer three’s comment explicitly
and mention any plans to revise the descriptions of
the datasets.
Dialogue: Meta-Reviewer: Hello Dialogue Agent.
Can you tell me more about this paper? \n Dialogue
Agent: Ofcourse! This is a paper about CodexGLUE,
a machine learning benchmark dataset for code un-
derstanding and generation, \n MetaReviewer: In-
teresting. Can you give me some more information
about the reviews that have been given for this paper?
\n Dialogue Agent: ...

1310

Prompt for Refinement (Product-Buying)

Instruction: Given the feedback, knowledge source,
and dialogue, improve the dialogue based on the feed-
back provided. The output should just be the new
dialogue.
Knowledge Source: This strap is just what I needed
for lugging my D700 + battery pack + It is comfort-
able and can handle a dslr and heavy lens. I bought
this for the Nikon D700 camera and replaced the fac-
tory Nikon strap which is thinner. Very nice product
with great adaptability and not made in China!...
Feedback: Here are some specific feedback points:
1. The buyer is hesitant about the price, and the di-
alogue agent could provide more information about
the product’s value and benefits to address these con-
cerns. 2. The buyer asks about the reviews and
ratings, and the dialogue agent could provide more
specific examples or testimonials to showcase the
product’s positive feedback. 3. The dialogue agent
could provide more information about the return pol-
icy and the retailer’s customer service to alleviate
any concerns the buyer may have.
Dialogue: Buyer: Hi there, I am interested in buying
the OP/TECH USA 1504372 Pro Loop Strap (Royal).
can you tell me more about it? \n Dialogue Agent:
Sure! What would you like to know? \n Buyer: How
comfortable are these for long travel hours? \n Dia-
logue Agent: According to the reviews, its comfort-
able to wear for long hours, \n Buyer: ...

1311
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Domain Model Rewards K-Prec Q2-F1 Q2-NLI Spec.

Meta-Reviewing

ChatGPT - 0.387 ± 0.012 0.147 ± 0.011 0.152 ± 0.011 0.451 ± 0.127
LLaMa - 0.374 ± 0.014 0.145 ± 0.130 0.155 ± 0.014 0.461 ± 0.081
Mistral - 0.377 ± 0.012 0.151 ± 0.022 0.161 ± 0.014 0.407 ± 0.015
Mixtral - 0.378 ± 0.014 0.171 ± 0.014 0.188 ± 0.021 0.422 ± 0.021

ChatGPT K-Prec 0.679 ± 0.022 0.177 ± 0.121 0.197 ± 0.025 0.552 ± 0.034
LLaMa K-Prec 0.633 ± 0.016 0.162 ± 0.141 0.163 ± 0.012 0.563 ± 0.021
Mistral K-Prec 0.681 ± 0.014 0.242 ± 0.014 0.231 ± 0.021 0.611 ± 0.024
Mixtral K-Prec 0.702 ± 0.011 0.268 ± 0.021 0.263 ± 0.015 0.646 ± 0.026

ChatGPT Q2 (F1 + NLI) 0.689 ± 0.013 0.171 ± 0.011 0.173 ± 0.013 0.648 ± 0.018
LLaMa Q2 (F1 + NLI) 0.646 ± 0.017 0.178 ± 0.029 0.189 ± 0.013 0.571 ± 0.026
Mistral Q2 (F1 + NLI) 0.706 ± 0.017 0.268 ± 0.034 0.272 ± 0.012 0.626 ± 0.013
Mixtral Q2 (F1 + NLI) 0.721 ± 0.014 0.271 ± 0.016 0.265 ± 0.012 0.701 ± 0.028

ChatGPT Spec. 0.692 ± 0.015 0.180 ± 0.023 0.181 ± 0.019 0.652 ± 0.032
LLaMa Spec. 0.681 ± 0.010 0.183 ± 0.021 0.191 ± 0.016 0.592 ± 0.035
Mistral Spec. 0.703 ± 0.021 0.292 ± 0.021 0.300 ± 0.021 0.639 ± 0.020
Mixtral Spec. 0.704 ± 0.012 0.285 ± 0.017 0.269 ± 0.014 0.689 ± 0.020

ChatGPT K-Prec + Q2 0.701 ± 0.021 0.178 ± 0.014 0.188 ± 0.067 0.648 ± 0.024
LLaMa K-Prec + Q2 0.712 ± 0.023 0.177 ± 0.028 0.189 ± 0.014 0.555 ± 0.038
Mistral K-Prec + Q2 0.691 ± 0.013 0.288 ± 0.015 0.290 ± 0.186 0.611 ± 0.015
Mixtral K-Prec + Q2 0.731 ± 0.032 0.276 ± 0.189 0.291 ± 0.178 0.672 ± 0.112

ChatGPT Spec. + K-Prec 0.711 ± 0.031 0.184 ± 0.012 0.182 ± 0.131 0.665 ± 0.021
LLaMa Spec. + K-Prec 0.704 ± 0.067 0.184 ± 0.034 0.187 ± 0.024 0.578 ± 0.024
Mistral Spec. + K-Prec 0.686 ± 0.021 0.281 ± 0.071 0.299 ± 0.045 0.591 ± 0.021
Mixtral Spec. + K-Prec 0.728 ± 0.021 0.282 ± 0.031 0.321 ± 0.141 0.711 ± 0.027

ChatGPT Spec. + Q2 0.721 ± 0.172 0.167 ± 0.021 0.174 ± 0.019 0.661 ± 0.027
LLaMa Spec. + Q2 0.718 ± 0.089 0.174 ± 0.056 0.188 ± 0.065 0.588 ± 0.041
Mistral Spec. + Q2 0.688 ± 0.129 0.267 ± 0.014 0.271 ± 0.011 0.578 ± 0.018
Mixtral Spec. + Q2 0.741 ± 0.121 0.282 ± 0.073 0.330 ± 0.021 0.676 ± 0.043

ChatGPT K-Prec + Q2 + Spec. 0.742 ± 0.014 0.221 ± 0.021 0.231 ± 0.178 0.684 ± 0.172
LLaMa K-Prec + Q2 + Spec. 0.740 ± 0.021 0.227 ± 0.018 0.238 ± 0.019 0.626 ± 0.016
Mistral K-Prec + Q2 + Spec. 0.762 ± 0.013 0.304 ± 0.016 0.326 ± 0.018 0.646 ± 0.221
Mixtral K-Prec + Q2 + Spec. 0.781 ± 0.012 0.322 ± 0.012 0.344 ± 0.017 0.721 ± 0.018

Table 6: Performance of ReMuSE with different combinations of rewards on the Meta-Reviewing Domain.
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Domain Model Rewards K-Prec Q2-F1 Q2-NLI Spec.

Product Buying

ChatGPT - 0.497 ± 0.023 0.202 ± 0.014 0.203 ± 0.011 0.311 ± 0.024
LLaMa - 0.462 ± 0.022 0.203 ± 0.034 0.206 ± 0.044 0.448 ± 0.017
Mistral - 0.523 ± 0.015 0.225 ± 0.022 0.225 ± 0.019 0.427 ± 0.028
Mixtral - 0.461 ± 0.026 0.263 ± 0.039 0.323 ± 0.045 0.424 ± 0.076

ChatGPT K-Prec 0.539 ± 0.010 0.226 ± 0.012 0.240 ± 0.024 0.441 ± 0.012
LLaMa K-Prec 0.580 ± 0.032 0.236 ± 0.014 0.246 ± 0.321 0.541 ± 0.032
Mistral K-Prec 0.582 ± 0.036 0.267 ± 0.153 0.267 ± 0.242 0.475 ± 0.128
Mixtral K-Prec 0.622 ± 0.010 0.289 ± 0.011 0.287 ±0.152 0.529 ± 0.009

ChatGPT Q2 (F1 + NLI) 0.533 ± 0.029 0.287 ± 0.018 0.294 ± 0.015 0.438 ± 0.015
LLaMa Q2 (F1 + NLI) 0.544 ± 0.006 0.242 ± 0.018 0.257 ± 0.125 0.522 ± 0.025
Mistral Q2 (F1 + NLI) 0.593 ± 0.032 0.278 ± 0.036 0.282 ± 0.036 0.467 ± 0.042
Mixtral Q2 (F1 + NLI) 0.662 ± 0.004 0.335 ± 0.013 0.347 ± 0.011 0.525 ± 0.004

ChatGPT Spec. 0.643 ± 0.012 0.267 ± 0.019 0.276 ± 0.019 0.453 ± 0.039
LLaMa Spec. 0.621 ± 0.023 0.226 ± 0.027 0.239 ± 0.030 0.589 ± 0.029
Mistral Spec. 0.634 ± 0.037 0.258 ± 0.054 0.276 ± 0.069 0.602 ± 0.063
Mixtral Spec. 0.642 ± 0.015 0.342 ± 0.032 0.344 ± 0.035 0.592 ± 0.001

ChatGPT K-Prec + Q2 0.623 ± 0.017 0.243 ± 0.035 0.260 ± 0.121 0.463 ± 0.051
LLaMa K-Prec + Q2 0.631 ± 0.046 0.234 ± 0.129 0.237 ± 0.038 0.552 ± 0.042
Mistral K-Prec + Q2 0.641 ± 0.043 0.242 ± 0.117 0.264 ± 0.015 0.588 ± 0.052
Mixtral K-Prec + Q2 0.671 ± 0.432 0.326 ± 0.012 0.341 ± 0.028 0.602 ± 0.016

ChatGPT Spec. + K-Prec 0.612 ± 0.015 0.241 ± 0.016 0.311 ± 0.178 0.524 ± 0.028
LLaMa Spec. + K-Prec 0.582 ± 0.016 0.248 ± 0.018 0.254 ± 0.048 0.581 ± 0.063
Mistral Spec. + K-Prec 0.633 ± 0.061 0.241 ± 0.017 0.263 ± 0.018 0.572 ± 0.061
Mixtral Spec. + K-Prec 0.664 ± 0.038 0.327 ± 0.019 0.341 ± 0.026 0.585 ± 0.042

ChatGPT Spec. + Q2 0.652 ± 0.041 0.267 ± 0.045 0.287 ± 0.078 0.535 ± 0.056
LLaMa Spec. + Q2 0.621 ± 0.064 0.257 ± 0.054 0.268 ± 0.068 0.591 ± 0.017
Mistral Spec. + Q2 0.641 ± 0.074 0.256 ± 0.076 0.322 ± 0.059 0.622 ± 0.078
Mixtral Spec. + Q2 0.676 ± 0.051 0.358 ± 0.067 0.361 ± 0.071 0.621 ± 0.051

ChatGPT K-Prec + Q2 + Spec. 0.671 ± 0.014 0.284 ± 0.151 0.314 ± 0.115 0.555 ± 0.157
LLaMa K-Prec + Q2 + Spec. 0.637 ± 0.015 0.286 ± 0.131 0.299 ± 0.141 0.581 ± 0.231
Mistral K-Prec + Q2 + Spec. 0.697 ± 0.051 0.339 ± 0.182 0.351 ± 0.132 0.604 ± 0.214
Mixtral K-Prec + Q2 + Spec. 0.713 ± 0.141 0.372 ± 0.121 0.404 ± 0.151 0.652 ± 0.191

Table 7: Performance of ReMuSE on the Product Buying Domain. Best results are indicated in bold.
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Domain Model Rewards K-Prec Q2-F1 Q2-NLI Spec.

Debates

ChatGPT - 0.374 ± 0.011 0.171 ± 0.121 0.202 ± 0.141 0.398 ± 0.141
LLaMa - 0.377 ± 0.021 0.177 ± 0.214 0.209 ± 0.151 0.427 ± 0.115
Mistral - 0.406 ± 0.022 0.223 ± 0.113 0.246 ± 0.133 0.443 ± 0.122
Mixtral - 0.411 ± 0.015 0.208 ± 0.141 0.226 ± 0.115 0.451 ± 0.114

ChatGPT K-Prec 0.444 ± 0.006 0.180 ± 0.131 0.215 ± 0.151 0.482 ± 0.221
LLaMa K-Prec 0.414 ± 0.012 0.187 ± 0.152 0.214 ± 0.042 0.529 ± 0.033
Mistral K-Prec 0.486 ± 0.004 0.235 ± 0.151 0.244 ± 0.041 0.547 ± 0.003
Mixtral K-Prec 0.483 ± 0.009 0.246 ± 0.015 0.241 ± 0.141 0.581 ± 0.033

ChatGPT Q2 (F1 + NLI) 0.421 ± 0.028 0.194 ± 0.020 0.228 ± 0.024 0.481 ± 0.027
LLaMa Q2 (F1 + NLI) 0.412 ± 0.027 0.216 ± 0.039 0.224 ± 0.045 0.518 ± 0.033
Mistral Q2 (F1 + NLI) 0.487 ± 0.039 0.251 ± 0.043 0.277 ± 0.045 0.552 ± 0.015
Mixtral Q2 (F1 + NLI) 0.504 ± 0.009 0.268 ± 0.034 0.288 ± 0.010 0.574 ± 0.022

ChatGPT Spec. 0.414 ± 0.017 0.177 ± 0.018 0.186 ± 0.027 0.494 ± 0.018
LLaMa Spec. 0.400 ± 0.031 0.181 ± 0.047 0.190 ± 0.044 0.540 ± 0.032
Mistral Spec. 0.484 ± 0.024 0.249 ± 0.046 0.250 ± 0.048 0.581 ± 0.018
Mixtral Spec. 0.491 ± 0.019 0.252 ± 0.012 0.261 ± 0.017 0.601 ± 0.010

ChatGPT K-Prec + Q2 0.419 ± 0.057 0.208 ± 0.054 0.214 ± 0.043 0.526 ± 0.051
LLaMa K-Prec + Q2 0.411 ± 0.064 0.192 ± 0.051 0.201 ± 0.054 0.537 ± 0.018
Mistral K-Prec + Q2 0.473 ± 0.051 0.262 ± 0.043 0.278 ± 0.052 0.574 ± 0.087
Mixtral K-Prec + Q2 0.494 ± 0.064 0.268 ± 0.018 0.267 ± 0.064 0.628 ± 0.065

ChatGPT Spec. + K-Prec 0.422 ± 0.052 0.201 ± 0.044 0.209 ± 0.116 0.484 ± 0.054
LLaMa Spec. + K-Prec 0.428 ± 0.089 0.194 ± 0.062 0.205 ± 0.067 0.542 ± 0.144
Mistral Spec. + K-Prec 0.489 ± 0.057 0.244 ± 0.067 0.259 ± 0.089 0.584 ± 0.056
Mixtral Spec. + K-Prec 0.484 ± 0.078 0.252 ± 0.056 0.252 ± 0.018 0.624 ± 0.076

ChatGPT Spec. + Q2 0.448 ± 0.197 0.201 ± 0.069 0.212 ± 0.068 0.502 ± 0.074
LLaMa Spec. + Q2 0.421 ± 0.079 0.221 ± 0.168 0.248 ± 0.156 0.551 ± 0.018
Mistral Spec. + Q2 0.486 ± 0.058 0.248 ± 0.188 0.268 ± 0.076 0.591 ± 0.054
Mixtral Spec. + Q2 0.510 ± 0.098 0.278 ± 0.088 0.281 ± 0.045 0.621 ± 0.077

ChatGPT K-Prec + Q2 + Spec. 0.501 ± 0.016 0.221 ± 0.114 0.232 ± 0.168 0.535 ± 0.132
LLaMa K-Prec + Q2 + Spec. 0.441 ± 0.131 0.234 ± 0.178 0.244 ± 0.132 0.565 ± 0.151
Mistral K-Prec + Q2 + Spec. 0.501 ± 0.112 0.274 ± 0.213 0.291 ± 0.121 0.627 ± 0.189
Mixtral K-Prec + Q2 + Spec. 0.522 ± 0.131 0.277 ± 0.122 0.298 ± 0.152 0.628 ± 0.121

Table 8: Performance of ReMuSE on the Debates Domain. Best results are indicated in bold.
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Prompt for Refinement (Debates)

Instruction: Given the feedback, knowledge source,
and dialogue improve the dialogue based on the feed-
back provided. The output should just be the new
dialogue.
Knowledge Source: For arguments: ’Let’s talk
about what would happen to real people in real fam-
ilies if the U.S. were to go down this untested and
quite radical path of eliminating the minimum wage
as our opponents urge...’, Against Arguments: ‘We
need to abolish the minimum wage. And there’s only
one argument that matters on this issue, and it’s the
moral argument. Does the minimum wage make the
world a better place?...’
Feedback: It could benefit from more specific
and concise answers to the questions asked by the
decision-maker. 1. The Q2 F1 score could be im-
proved by providing more specific examples and ev-
idence to support the arguments presented. For ex-
ample, when discussing the argument for abolishing
the minimum wage, the dialogue agent could provide
examples of how higher labor costs have negatively
impacted businesses in the past. 2. The Q2 NLI
score could be improved by ensuring that the dia-
logue agent’s responses are coherent and make sense
in the context of the conversation. For example, when
discussing the argument for keeping the minimum
wage, the dialogue agent could provide more spe-
cific examples of how a living wage would benefit
low-income families.
Dialogue: Decision Maker: Hello, can you tell the
arguments for and against debating for minimum
wages? \n Dialogue Agent: The debate over abolish-
ing the minimum wage centers on two perspectives.
Supporters claim it harms businesses and argue for
market-driven wages without government interfer-
ence. Opponents assert the minimum wage is crucial
to shield low-income workers from exploitation, con-
tending that without it, wages might be insufficient
for basic needs. \n Decision Maker: ..

1312

A.7 Prompts for Generic and Actionable1313

feedback1314

We discuss the prompts used in our work here:1315

Prompt for Generic feedback (Meta-
Reviewing)

Instruction: Given the knowledge source and the
dialogue, please provide feedback to improve the
dialogues. The feedback should just be for the overall
dialogue and should start with ‘Feedback:’.
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review
2: .., Review 3: ...
Dialogue: Meta-Reviewer: Hello Dialogue Agent.
Can you tell me more about this paper? \n Dialogue
Agent: Ofcourse! This is a paper about CodexGLUE,
a machine learning benchmark dataset for code un-
derstanding and generation, \n MetaReviewer: ...

1316

Prompt for Actionable feedback (Meta-
Reviewing)

Instruction: Given the knowledge source and the
dialogue, please provide actionable feedback to im-
prove the dialogues. The feedback should be for
the overall dialogue and start with ‘Feedback:.’ The
feedback should improve the groundedness of the
dialogue agent’s utterances to the knowledge source.
The feedback should also increase the specificity
(higher technical details) of utterances for the dia-
logue agent and the meta-reviewer.
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review
2: .., Review 3: ...
Dialogue: Meta-Reviewer: Hello Dialogue Agent.
Can you tell me more about this paper? \n Dialogue
Agent: Ofcourse! This is a paper about CodexGLUE,
a machine learning benchmark dataset for code un-
derstanding and generation, \n MetaReviewer: ...

1317

A.8 Cross-Domain analysis for the 1318

performance of ReMuSE 1319

Table 6 shows the detailed performance of Re- 1320

MuSE with multiple combinations of rewards for 1321

the meta-reviewing domain. We discuss the cross- 1322

domain analysis of ReMuSE on two other decision- 1323

making domains namely debates and product re- 1324

views below. 1325

A.8.1 Domains 1326

In order to test the robustness of our approach, Re- 1327

MuSE, we experiment with two other domains of 1328

decision-making based on lengthy input documents. 1329

In product-buying, a buyer needs to decide for or 1330

against a product based on the provided customer 1331

reviews. In debates, a listener must decide on one 1332

of the stances based on the provided arguments. 1333

In this section, we initially discuss the datasets 1334

we employed to perform the analysis, followed by 1335

a discussion on our experimental findings. 1336

A.8.2 Data 1337

For product-buying, we use the Helpful Reviews 1338

Dataset (Gamzu et al., 2021). The reviews are 1339

available for 123 products, and each review comes 1340

annotated with a helpfulness score. Following the 1341

recommendation of Gamzu et al. (2021), we con- 1342

sider all the reviews scored above 1, which are 1343

the most helpful for making buying decisions. For 1344

debates, we use the IQ2 Debates Dataset (Zhang 1345

et al., 2016). The dataset consists of Oxford-Style 1346

Debates on 108 topics. Each debate is a dialogue 1347

between multiple parties namely, moderator, pro- 1348

side, and con-side. For ease of use, we only con- 1349
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sider the opening arguments from the pro- and con-1350

sides of the debate for each topic.1351

A.8.3 Results1352

In the case of product buying, we use all the help-1353

ful review sentences available for a product as the1354

knowledge source, whereas the arguments from1355

pro and con-sides of a topic in case of debates. We1356

use similar prompts as in Sec §3.2 but simulate1357

different scenarios for both domains and then apply1358

our method as is. The detailed prompts for initial1359

dialogue generation, feedback, and refinement for1360

both the domains are provided in §A.6.1, §A.6.21361

and §A.6.3 respectively. We report the results for1362

the product-buying and debates domain in Tables 71363

and 8 in §A.8 respectively. The best results are1364

attained by using an amalgamation of all the re-1365

finement metrics, similar to the meta-reviewing1366

domain. We observe a similar trend in terms of the1367

best-performing model as well where the Mixtral1368

model excels across all the domains.1369

A.9 Ablation Study1370

A.9.1 Single vs Joint Reward Optimization1371

We show the scores for single vs joint score op-1372

timization in Table 9. We observe massive im-1373

provements when using the amalgamation of all1374

the refinement scores.1375

Reward K-Prec Q2-F1 Q2-NL Spec.
K-Prec 0.70.01 0.27.02 0.26.02 0.65.03
Q2 0.72.01 0.27.02 0.27.01 0.70.03
Spec. 0.70.01 0.29.02 0.27.01 0.69.02
K-Prec + Q2 0.73.03 0.28.15 0.29.18 0.67.11
Spec. + K-Prec 0.73.02 0.28.03 0.32.14 0.71.03
Spec. + Q2 0.74.12 0.28.07 0.33.02 0.68.04
ReMuSE 0.78.01 0.32.01 0.34.02 0.72.02

Table 9: Single vs Joint-Score Optimization of ReMuSE
for our best-performing model, Mixtral in terms of
various refinement metrics.

A.9.2 Multi-Iterative Refinement1376

In Fig 5, we plot the scores for each iteration of Re-1377

MuSE up to 10 epochs and observe that the scores1378

plateau after the first epoch, indicating superior1379

feedback quality in the first round, consistent with1380

prior work (Madaan et al., 2023).1381

A.9.3 Generic vs Actionable vs Multi-Reward1382

FeedBack1383

We plot the various metrics for these multiple feed-1384

back strategies in Fig 6. We observe that the1385

feedback-prompting in ReMuSE leads to the maxi-1386

mum improvements. We also show a few examples1387
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Figure 5: For the iterative refinement version of Re-
MuSE, we plot the (a) K-Precision, (b) Q2-F1, (c) Q2-
NLI, and, (d) Specificity scores with varying iterations
(0− 4). All the results are averaged over 3 prompts.
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Figure 6: Performances for the different feedback types
Generic, Actionable, and ReMuSE. We plot the (a) K-
Precision, (b) Q2-F1, (c) Q2-NLI, and, (d) Specificity
scores for each (averaged over 3 prompts).

of the feedback generated for a dialogue using the 1388

prompts discussed above and our proposed method, 1389

ReMuSE in Table 10. 1390

1391

A.10 Performance of Dialogue Agents on 1392

Meta-Reviewing 1393

We report the performance of all the models for 1394

the dialogue agent response generation task in Ta- 1395

ble 11. We observe that Flan-T5 outperforms all 1396

the models across the board. 1397
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Strategy Feedback
Generic The agent mostly summarized the concerns raised by the reviewers without suggesting

any specific actions that could be taken to address those concerns. In the future, the agent
could provide more specific suggestions or questions to help the meta-reviewer make a more
informed decision. Additionally, the agent could try to paraphrase or restate the concerns
raised by the reviewers in a clearer or more concise way to facilitate the conversation.

Actionable Overall, it is advisable for the authors to further clarify their proposed algorithm by address-
ing the issues raised by the reviewers. For instance, they can provide a better definition of
transportation polytope in Eq. (2) and explain the process of generating two views of the
input images in more detail. It is also recommended that they compare their method with the
state-of-the-art consensus clustering methods that are not deep learning-based as suggested
by Reviewer 1. To address the concerns over the quality of the experiments, the authors can
provide a more thorough experimental investigation and comparison, as well as a discussion
of the novelty and contributions of their method with respect to similar methods proposed in
prior work.

ReMuSE Here are some suggestions to improve the dialogue: 1. Provide a more detailed summary of
the reviewers’ concerns, such as the specific areas where the paper is lacking in novelty or
clarity. For example, the dialogue could mention the reviewers’ comments about the outdated
literature, vague algorithm description, and lack of analysis of results. 2. Offer specific
recommendations to address the reviewers’ concerns. For instance, the dialogue could
suggest that the authors update the literature review with more recent work on consensus
clustering, provide a more detailed explanation of the algorithm, and perform additional
analysis of the results. 3. Highlight the positive aspects of the paper, such as the novelty
of combining ensemble methods with deep clustering. The dialogue could also mention
the reviewers’ comments about the potential effectiveness of the proposed ensemble deep
clustering algorithm.

Table 10: Different types of feedback generated for the same dialogue using multiple feedback prompting strategies.
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Models (y, ŷ) (y,K)

BL. BT Sc. K-Prec Q2-F1 Q2-NL

OPT 15.4 54.5 57.6 36.2 40.2
T5 18.4 58.1 63.4 39.1 45.4
Flan-T5 20.4 60.3 68.2 42.2 47.3
ChatGPT 12.2 45.2 42.1 25.1 25.4
ReMuSE + K-Prec 13.5 47.0 65.8 40.4 46.2
ReMuSE + Q2 13.7 47.2 65.1 41.1 46.6
ReMuSE + Spec. 13.9 47.5 66.9 41.3 45.9
ReMuSE + Spec. + K-Prec 14.2 48.1 66.0 41.5 46.5
ReMuSE + K-Prec + Q2 14.3 48.4 67.2 42.0 46.8
ReMuSE + Q2 + Spec 14.1 48.2 67.4 42.1 46.9
ReMuSE + all 14.5 49.0 67.6 42.2 47.1

Table 11: Performance of models in the dialogue agent
response generation task. BLEU (BL.) and BERT Score
(BT Sc.) measure the similarity of the response with
the ground truth. K-Prec and Q2 scores evaluate the
factual consistency of the response with the Knowledge
Source.

A.10.1 Correlation of human evaluation1398

metrics1399

We plot the correlation of the different metrics1400

used for evaluating the dialogue agent’s responses,1401

namely, fluency, faithfulness, relevance, objec-1402

tivity, and helpfulness, in Fig 8. We observe a1403

strong correlation between faithfulness, objectiv-1404

ity, and helpfulness. This further indicates a low1405

tolerance for unfaithful responses in the decision-1406

making process. The models finetuned on our data1407

generate more faithful responses as demonstrated1408

through the scores in human evaluation in Table 41409

in Sec §4.2.1410

A.11 Diversity of decisions in Dagstuhl1411

dataset1412

The Dagstuhl Dataset consists of 4 papers meta-1413

reviewed by 4 senior academicians. The paper ac-1414

ceptance decisions is displayed in Figure 4. Across1415

the 4 papers, only 1 paper had a unanimous reject1416

decision, while all the other papers received diverse1417

verdicts.1418

A.12 Resulting Dataset1419

As one of the contributions of this work, we1420

make the synthetically generated dataset for the1421

best-performing ReMuSE configuration publicly1422

available. We release 3, 064 meta-reviewing, 1281423

product-buying, and 108 debate dialogues, respec-1424

tively. We display the basic statistics for our re-1425

sulting dataset in Table 12. Meta-Reviewing dia-1426

logues show the most diversity (unigram vocabu-1427

lary size) in agent and meta-reviewer utterances,1428

reflecting the specific terminology associated with1429

the peer-reviewing domain. The debates domain1430

closely follows due to diverse topics, while the 1431

product-buying domain exhibits the least diversity, 1432

reflecting the domain’s simplicity. Meta-Reviewing 1433

dialogues are notably longer, with more turns de- 1434

picting the longer reasoning steps in expert tasks. 1435

The turn distributions in our dataset are highlighted 1436

in Figures 10, 11, 12 for meta-reviewing, product 1437

buying, and debates datasets, respectively. 1438

A.13 Hyperparameters for Dialogue Response 1439

Generation 1440

All models are fine-tuned for 10 epochs. We per- 1441

form a grid search on learning rates {1e− 4, 3e− 1442

4, 5e− 5, 6e− 5} and select the best model based 1443

on the validation set performance. The results are 1444

averaged over 3 random seeds. For ReMuSE, we 1445

use the best-performing model, Mixtral, and update 1446

the responses of ReMuSE for 1 iteration, given our 1447

prior findings. We adapt the same prompts as in 1448

A.6 for the response generation task. 1449

Response generation Prompt (Meta-
Reviewing)

Instruction: Generate a response corresponding to a
dialogue for a conversation between a meta-reviewer
and a dialogue agent for reviews about a paper. The
The dialogue agent has access to the dialogue history,
reviews, and the type of paper. The dialogue agent
should just answer from the reviews. A dialogue
agent should never recommend anything/ give any
opinions/ decide anything for the paper. A dialogue
agent has no conscience of its own.
Title: [title]
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review 2:
.., Review 3: ... Dialogue History: Meta-reviewer:
Hello, dialogue agent. Thank you for joining me to-
day to discuss the reviews for the paper [title]. Can
you please start by summarizing the main contribu-
tions of the paper and how it addresses the problem
it sets out to solve?

1450
Prompt for Response generation Re-
MuSE feedback

Instruction: Given the knowledge source, dialogue
history and the response, please provide actionable
feedback to improve the response. The feedback
should be for the response and should start with
‘Feedback:’. A Q2 F1 score, Q2 NLI score, KPreci-
sion, and specificity scores. The Q2 and Kprecision
scores measure the groundedness of the response
to the provided knowledge source. The Specificity
scores measure the technicality of the response. The
feedback should try to improve all scores for the dia-
logue agent
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review
2: .., Review 3: ...
Dialogue History: Meta-reviewer: Hello, dialogue
agent. Thank you for joining me today to discuss the
reviews for the paper [title]. Can you please start by
summarizing the main contributions of the paper and
how it addresses the problem it sets out to solve?
Response: Dialogue Agent: Sure. The paper
proposes a method based on importance and coher-
ence to evaluate whether a partitioning of a neural
network exhibits modular characteristics. F1:0.12,
NLI:0.14 and Specificity: 0.1

1451
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Figure 7: Screenshot of the Interface for assisting meta-reviewers with a dialogue agent
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Figure 8: Correlation of the human evaluation metrics.
We observe the strongest correlation between Helpful-
ness, Faithfulness, and Objectivity.

Prompt for Response generation Re-
MuSE Refinement

Instruction: Given the feedback, knowledge source,
dialogue history and the previous response, improve
the response based on the feedback provided. The
output should just be the new dialogue.
Knowledge Source: Review 1: The paper proposes
a benchmark to measure the quality of the systems in
the growing domain of code intelligence ..., Review
2: .., Review 3: ...
Feedback: It would be helpful to provide a clearer
explanation of the tasks’ relevance to software de-
velopment in response to reviewer one’s concerns.
Additionally, it may be useful to mention that the pa-
per discusses the effectiveness of the baselines and
provides an ablation study. Finally, it would be good
to acknowledge reviewer three’s comment explicitly
and mention any plans to revise the descriptions of
the datasets.
Dialogue history: Meta-reviewer: Hello, dialogue
agent. Thank you for joining me today to discuss the
reviews for the paper [title]. Can you please start by
summarizing the main contributions of the paper and
how it addresses the problem it sets out to solve?
Previous Response: Dialogue Agent: Sure. The
paper proposes a method based on importance and
coherence to evaluate whether a partitioning of a
neural network exhibits modular characteristics.
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Figure 9: Distribution of meta-reviewer questions in our
dataset.

A.14 Meta-Reviewer Question Distribution 1453

To quantify the different types of questions, we 1454

quantitatively analyze the different meta-reviewer 1455

questions in our dataset. To come up with the cate- 1456

gories, we use the ‘Dagstuhl’ dataset and annotate 1457

the questions in that dataset. We find that most of 1458

the meta-reviewer questions are related to Contri- 1459

butions, Strengths, Weaknesses, Confidence, Av- 1460

enues for Improvement, and Literature Survey and 1461

Follow-Up. We then prompt GPT 3.5-turbo to pro- 1462

vide us with these labels for all the questions in our 1463

dataset. The distribution of questions in our dataset 1464

is provided in Fig 9. We observed that questions 1465

related to contributions, strengths, weaknesses, con- 1466

tributions, and confidence (∼ 20%) occur across 1467

all dialogues. These questions are the most impor- 1468
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Dataset

tant aspects for consideration while writing a meta- 1469

review, which is in line with the findings of Santu 1470

et al. (2024). Thus, the questions in our dataset can 1471

serve as an effective resource for serving as a proxy 1472

meta-reviewer while training dialogue agents. 1473

A.15 Error Analysis of the dialogue agent 1474

responses 1475

Following Li et al. (2023b), we quantitatively an- 1476

alyze a set of 50 dialogues for error types in the 1477

dialogue agent’s responses. Out of 150 dialogue 1478

agent turns, we observed 50 responses that may 1479

be considered erroneous. We identified four differ- 1480

ent kinds of errors in the responses: 1) Irrelevant 1481

answers: 75% errors are incurred when the dia- 1482

logue agent tries to answer questions that are based 1483

on external knowledge. For instance, for a meta- 1484

reviewer question on the literature survey of the 1485

paper, the dialogue agent answers about the novelty 1486

of the method in relation to the prior work as avail- 1487

able in the reviewer comments. However, these 1488

responses are short, and the dialogue agent evades 1489

the answer by providing a partial/unsatisfactory 1490

answer; 2) Inappropriate answers: 10% of the 1491

errors are incurred because of the lack of knowl- 1492

edge in using comparative adjectives. For instance, 1493

responses to questions regarding the confidence of 1494

a particular reviewer are often answered with the 1495

confidence of all the reviewers. This question is 1496

particularly asked as a follow-up to the severity of 1497

the weakness stated by the reviewers. However, 1498

the dialogue agent answers with the confidence of 1499

other reviewers using adjectives such as ‘low’ or 1500

‘high’. These responses are sometimes confusing 1501

since confidence levels, such as 4 out of 5, are not 1502

particularly low but are conceived as low because 1503

of the higher confidence of other reviewers. 3) 1504

Repitition: 10% of responses have repeated facts 1505

as other answers and lack diversity. 4) Lack of 1506

Neutrality: In 5% of the cases, the dialogue agent 1507

agrees with the meta-reviewer’s evaluation of the 1508

paper, which is not intended since the dialogue 1509

agent should state its neutral stance. However, we 1510

did not observe any cases of disagreement with 1511

the meta-reviewer, which justifies the refinement 1512

metrics used in the dialogue generation. 1513

As a part of our research design, we induce faith- 1514

fulness and technical specificity in the LLM gen- 1515

erations. Thus, errors related to irrelevant answers 1516

occur due to increased faithfulness in the genera- 1517

tions and the necessity to stick to the source content. 1518

The other errors are mainly related to limitations 1519
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Domain # dial. # DA.
tok. (av.)

# Seek.
tok. (av.) # tur.

Meta-Rev. 3,064 54.66 30.95 12.24
Product-Buy. 123 28.87 13.49 11.55
Debates 108 48.51 18.16 10.0

Table 12: Basic Statistics for the generated dataset. The
table shows the number of dialogues, the average num-
ber of tokens for the dialogue agent and seeker utter-
ances, and the number of turns.

in LLMs in using comparative adjectives and the1520

inherent pre-training-based alignment to agree with1521

humans. However, none of the errors contradict1522

our research design, and all the responses are still1523

technical and faithful. This justifies the use of the1524

dataset to train dialogue agents with higher faith-1525

fulness and technicality.1526

A.16 Human Evaluation Instruction for1527

evaluating full dialogues1528

Please evaluate the dialogue in Table 14 with re-1529

spect to the reviews in Sec §A.22.1 on a Likert1530

Scale of 1− 4 over the following dimensions:1531

Co-operativeness means that the response of the1532

dialogue agent is coherent with the previous turn1533

and does not try to mislead the interlocutor or act1534

unhelpfully.1535

Coherence how coherent and consistent is the over-1536

all dialogue.1537

Engagingness implies the dialogue agent engages1538

the interlocutor by prompting further replies and1539

helps move the conversation forward.1540

Plausibility evaluate the groundedness of the dia-1541

logue agent’s response. The measure implies how1542

reasonable the information is about the reviews and1543

the paper as provided by the assistant.1544

A.17 Human Evaluation Instruction for1545

evaluating dialogue responses1546

Please evaluate the response, ut + 1 in connection1547

to the Knowledge source, K and dialogue history1548

[u1, u2, . . . ut] on a Likert scale of 1 − 5 over the1549

following dimensions:1550

Fluency How fluent is the language usage in the1551

response?1552

Relevance How appropriate is the response to the1553

dialogue history?1554

Faithfulness Is the response grounded/faithful to1555

the knowledge source, K.1556

Objectivity Is the answer factually correct rather1557

than providing personal opinions and feelings?1558

Helpfulness How useful is this response if you1559

had to decide the acceptance or rejection of this 1560

paper based on this response? 1561

1562

Knowledge Source, K 1563

Review 1: This paper proposes a new type of 1564

generative models with a new inference method of 1565

latent variables. ..., Review 2: The paper proposes 1566

GONs which seek to build a generative model 1567

with an “implicit” encoder that comes essentially 1568

for free with the use of a few re-parameterization 1569

tricks .., Review 3: This paper introduces a "new" 1570

inference method for autoencoder-type models, 1571

where the encoder is taken as a gradient of the 1572

decoder with respect to a zero-initialized latent 1573

variable ... 1574

1575

Dialogue History, [u1, u2, . . . ut] 1576

Meta Reviewer: Hello, can you summarize the 1577

main contributions of this paper "Gradient Origin 1578

Networks"? 1579

Dialogue Agent: Yes, of course. This paper 1580

proposes a new type of generative models called 1581

Gradient Origin Networks which use a new 1582

inference method of latent variables. Specifically, 1583

the gradient of latent variables with respect to the 1584

zero vector is taken as the inferred latent variables. 1585

Meta Reviewer: I see. Can you tell me more about 1586

the pros and cons mentioned in the reviews?] 1587

1588

Response, ut + 1 1589

The reviews describe that the proposed method 1590

is easy and straightforward to implement. How- 1591

ever, the model assumption that the one step gra- 1592

dient from zero vector equals to latent vector is 1593

quite limited and greatly constrains the model ex- 1594

pressiveness. Also, the formulation needs to be 1595

carefully checked. The experimental results are not 1596

sufficient to demonstrate the efficacy. Need more 1597

quantitative analysis and experiments on more chal- 1598

lenging datasets. The claim that it saves parameters 1599

compared to VAE is also confusing. 1600

A.18 Annotator Details 1601

Out of the 10 expert annotators in our study, 4 1602

annotators are 2nd-year Ph.D students while 2 an- 1603

notators are 1st-year Ph.D students, and the other 4 1604

annotators are 3rd-year Ph.D students. 5 annotators 1605

are from India, 4 annotators are from Germany, and 1606

1 annotator is from Belgium. All of them are fluent 1607

English speakers who have experience in NLP peer- 1608

reviewing. The non-expert annotators are from the 1609

fields of Mathematics, Railway Engineering, Archi- 1610
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Figure 13: Correlation between human and automated
evaluation metrics

tecture, Civil Engineering, and Medieval History.1611

Three of the annotators are from Germany, one1612

from Hong Kong, and the other from Italy.1613

A.19 Correlation between human and1614

automated metrics1615

Since human evaluation metrics are widely used1616

and easily interpretable (Macina et al., 2023;1617

Rashkin et al., 2021), we analyze their correlation1618

with automated metrics. We compute correlations1619

between human and automated evaluations (Ta-1620

bles 1 and 2), with results shown in Fig 13. We find1621

that automated metrics closely aligned with human1622

metrics exhibit strong correlations (e.g., K-Prec1623

and Q2: 0.95), while those measuring different as-1624

pects, such as Specificity and Plausibility, show1625

lower correlation (0.04). Lower correlations within1626

the same category further highlight the diversity of1627

captured aspects.1628

A.20 Disagreement analysis for Human1629

Evaluation in response generation1630

We analyzed the instances where the scores varied1631

by 2 or more points (e.g., one annotator scores a1632

response 1 for fluency, while another scores it 4).1633

Out of the 240 responses (60 from each model), the1634

most significant disagreements occurred when rat-1635

ing ChatGPT’s responses (12 out of 60). Of these1636

12 responses, 7 are related to areas of improvement,1637

4 to the literature review, and 1 to a weakness. All1638

of these responses are notably wordy, averaging1639

100 words, and often diverge off-topic, a pattern1640

also observed in previous studies (Lozić and Štu-1641

lar, 2023). While these responses are fluent, the1642

Metrics w/o Dial. Agent w. Dial. Agent
Expert
Content Relevance 3.42 3.87
Decision Correctness 0.70 0.62
Coverage 3.21 3.76
Non-expert
Content Relevance 3.10 3.65
Decision Correctness 0.58 0.60
Coverage 2.95 3.50

Table 13: Human evaluation of meta-reviews written
by experts and non-experts, with and without dialogue
agent assistance. Content Relevance and Coverage are
rated on a scale of 1–4. Decision Correctness is binary
(0/1).

variation in objectivity scores between annotators 1643

suggests differing perspectives on the content. In 1644

contrast, we observed much higher agreement on 1645

responses from other models, excluding ChatGPT, 1646

with scores for relevance (0.75), faithfulness (0.78), 1647

objectivity (0.78), fluency (0.72), and helpfulness 1648

(0.70). For ChatGPT, the agreement scores were 1649

lower: fluency (0.52), relevance (0.65), faithfulness 1650

(0.68), objectivity (0.68), and helpfulness (0.68). 1651

Since these measures are used for evaluation rather 1652

than to generate gold standards, calibration is per- 1653

formed using averaging, as done in several prior 1654

works (Dziri et al., 2022; Rashkin et al., 2021). 1655

A.21 Interface for Conversation and Dialogue 1656

Agent Evaluation 1657

We developed the interface using Streamlit to inter- 1658

act with the dialogue agent as shown in Fig 7.23 In 1659

Table 13, we observe higher scores for content rel- 1660

evance and Coverage while using a dialogue agent 1661

for both expert and non-expert meta-reviewers. 1662

However, decision correctness was lower while 1663

using a dialogue agent for the experts, though they 1664

perfectly aligned with the non-experts. 1665

23https://streamlit.io/
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A.22 Example Dialogues from our Dataset1666

We show a few reviews from our dataset along1667

with the dialogue generated using ReMuSE below.1668

1669

A.22.1 Meta-Reviewing1670

The title of the paper is not revealed to retain1671

anonymization. The type of the paper is “long".1672

1673
Review 1: Paper is on modeling the prediction of ancestor relation between names of science institutions.
This is on the GRID dataset which already has some hierarchical information. The proposed approach
is set-based models (with neural encodings) where the overlap between two names is measured by set
overlap at the unigram level. In extended experiments additional metadata like address and type of
institution are also incorporated into the model (which contribute a lot to the improvements). A set of
simple to intermediate baseline along with different thresholds of token overlap has been tested and the
proposed model shows strong improvement in the MAP metric. Paper has a decent writing and structure.
Problem and the approach has been explained and motivated well with descriptive examples. [...]

1674

Review 2: The paper shows how to infer the organisational structure of an institution. That is, it presents
a model for predicting the is-ancestor relationships of institutions based on their string names. To this
end, it makes use of Set-Transformers to model the token overlap between the institution names. This use
is nice but also not highly original. The experimental evaluation is on a single dataset only. While the
authors do present some examples, and overall hierarchy or something that provides some more insights
into the learned model should be provided in order to show potential issues with transitivity and connected
components. The evaluation only considers known pairs. But an organisational structure should also
be consistent. That is, the interesting motivation provided in the intro is not met in the experimental
evaluation. Furthermore, the experimental protocol is unclear [...]

1675

Review 3: The paper addresses the prediction of the hierarchical structure of organizations / institutes.
The authors develop a new dataset, automatically derived from GRID (global research identifier database),
and compare a set-based model against a few baseline approaches. While the task is well-defined and the
dataset could potentially be interesting for the community, I have a few doubts regarding the experimental
setup (to be more specific: on the choice of baseline models, on the evaluation on the test set and on the
final results). Pro: The task sounds interesting and challenging. It could encourage researchers to build
and enhance models that combine knowledge from different sources. Con: The task is presented as a
knowledge base completion task. [...]

1676

1677
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Meta-reviewing Dialogue

Meta-Reviewer Hello, I’m reviewing a paper on predicting institution hierarchies with set-based models. Can you tell me a
little bit about the paper?

Dialogue Agent Sure! The paper presents a new approach to predicting the hierarchical structure of institutions using set-
based models with neural encodings. The approach is based on the GRID dataset, which already has some
hierarchical information.

Meta-Reviewer That sounds interesting. Can you tell me more about the dataset and the experimental setup?

Dialogue Agent Sure! The dataset is the GRID dataset, which is a global research identifier database. The authors have
constructed a new dataset by pairing institution names with their corresponding hierarchy information. They
have also compared their approach against a few baseline approaches and presented some examples.

Meta-Reviewer Okay, that sounds good. But I have a few doubts regarding the experimental setup. For example, I would have
expected a comparison with well-known baseline models from the knowledge base completion literature,
such as TransE. And I’m not sure if the manually extracted test set is complete. Can you tell me more about
this?

Dialogue Agent Yes, the authors have mentioned some of these concerns in their paper. They have developed a new dataset,
and the task is well-defined. However, they have not compared their approach with well-known baseline
models from the knowledge base completion literature, such as TransE. And the manually extracted test set
may not be complete, which may affect the evaluation.

Meta-Reviewer I see. That’s a good point. What about the token-based models? Are they a promising choice for the task?

Dialogue Agent The authors have presented some examples in Table 3 to show the effectiveness of their approach. However,
the task is presented as a knowledge-base completion task, and the token-based models may not be the best
choice for this task.

Meta-Reviewer Okay, I understand. What about the related work on set-based models? Is there any extension of the related
work in the paper?

Dialogue Agent The authors have extended the related work on set-based models in their paper. They have presented some
new approaches and compared them with the baseline models. However, the related work on set-based models
should be extended further.

Meta-Reviewer I see. Thank you for the information. Based on your provided information, I would rate this paper as a 6
out of 10, with a confidence level of 4. The paper has some interesting ideas and the authors have presented
some examples to show the effectiveness of their approach. However, there are some concerns regarding the
experimental setup and the token-based models. The related work on set-based models should be extended
further.

Dialogue Agent Thank you for your feedback.

Table 14: Generated Meta-Reviewing Dialogue from our dataset based on the provided reviews.
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A.22.2 Debates1678

The topic of the paper is: ‘Global Warming is Not1679

a Crisis’. The arguments for for and against sides1680

of the debate are provided below:1681

1682
Against side: “Global warming is not a crisis. Please keep in mind what the proposition is. It is not a
debate over whether the earth has been warming over the past century. Uh, the earth is always warming
or cooling, at least a few tenths of a degree. And we’re talking about, so far, something on the order of
six tenths of a degree centigrade. We’re not even arguing about whether greenhouse gas emissions are
contributing at some level to warming. And they most certainly should or I would suggest it would be
very little. Indeed, as far as I can tell, even our opponents do not claim that global warming is a crisis at
present. Rather, we are primarily addressing the future. Now, much of the current alarm, I would suggest,
is based on ignorance of what is normal for weather and climate. [...]

1683

For side: “The motion before us, global warming is not a crisis, means we ought to know what crisis
means. The word does not mean catastrophe or alarmism. It means a crucial or decisive moment, a turning
point, a state of affairs in which a decisive change for better or worse is imminent. We are talking about
the future here. The entire world now really does have a critical choice to make. It is whether to continue
on the present path of adding more and more carbon dioxide and other greenhouse gases to the atmosphere
or whether to find another path. We’re speaking of the future. And science tells us that the path we choose
will largely determine what kind of earth our children and grandchildren will inherit. Our task tonight is
to persuade you that global warming is indeed a crisis in exactly that precise sense so you should vote
against the motion. The science community today has impeccable settled science, despite what you have
just heard, that demonstrates the reality of global warming and its primary origin in human activities. [...]

1684
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Debate Decision-Making Dialogue
Decision Maker Hello, I am here to learn more about the debate topic, “Global warming is not a crisis." Can you provide me

with information about both sides of the argument?

Dialogue Agent Of course, for the “For" side, they argue that global warming is not a crisis at present and much of the current
alarm is based on ignorance of what is normal for weather and climate. They suggest that extreme weather
events always occur without evidence of systematic increases. Additionally, the sea level has been increasing
since the end of the last Ice Age glaciation. The impact of warming on agriculture and disease seems dubious
at best. On the other side, the “Against" arguments state that global warming is indeed a crisis in the sense
that it is a turning point, a state of affairs in which a decisive change for better or worse is imminent. They
argue that science has proven the reality of global warming and that mankind’s fingerprints have now clearly
emerged above the noise of natural variability. They also mention the increasing frequency of heat waves,
higher sea levels, and vanishing glaciers as evidence of the severity of the situation.

Decision Maker Thank you for providing that information. Can you tell me about any projections or forecasts related to
global warming?

Dialogue Agent Yes, the "Against" side states that they project further warming of half a degree Fahrenheit for the next
twenty-five years. Beyond that, it largely depends on how much more CO2 and other greenhouse gases
humanity dumps into the atmosphere. They also warn that continuing to fuel the world using present
technology will bring dangerous and possibly surprising climate changes by the end of this century, if not
sooner.

Decision Maker What is the scientific community’s stance on global warming?

Dialogue Agent The "Against" side argues that today’s science community has impeccably settled science that demonstrates
the reality of global warming and its primary origin in human activities. They also mention the Intergovern-
mental Panel on Climate Change’s report and the extensive process of experts who represent mainstream
science. On the other hand, the “For" side acknowledges that even their opponents do not claim that global
warming is a crisis at present and suggest that the impact of CO2 per unit of CO2 actually goes down with
increasing CO2. They also argue that it is crucial to distinguish between the claim that models can display
past behavior from the actual situation, which is that models can be adjusted to display past behavior once
that behavior is known.

Decision Maker Thank you for the information. Based on both sides of the argument, what do you suggest is the conclusion?

Dialogue Agent As a dialogue agent, I cannot express opinions or make decisions. However, I provided the arguments from
both sides that may help you reach your own conclusion.

Table 15: Debate Dialogue on the topic ‘Global warming is not a crisis’ generated from the provided arguments.
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A.22.3 Product Reviews1685

The product in discussion is “Flexion KS-9021686

Kinetic Series Wireless Bluetooth Noise Can-1687

celling Headphones with Microphone, Black". The1688

reviews are below:1689

1690
Reviews: “The battery life is sufficient where I only need to charge once every 2 days These headsets are
equipped with the new Bluetooth 9 edition too advance for current music, so don’t even bother to enable
because they don’t work. \n

These gave very good sound. Good sound quality, fits pretty well in your ear And it is also bluetooth, so I
can connect it to my phone easily!\n

The user interface is really bad, when I try to turn it off, it usually calls someone on my phone, so I have
had several butt dials thanks to these earphones.\n

There well rounded in all areas something that others don’t have. And they totally out perform the 2 hour
battery life of the Flexion. The case is badly designed and too small.\n

These work really great when you want to listen to something without bothering other people. sleep.-
Bass is amazing and really good- Loud and really clear For the price I paid they work excellent!\n

my background noise was amplified. He told me that he loves the headphones, but it was the amazing C.S
that will have him as a returning customer. I recommend it to everyone! They actually turn on with a
quick click, not a 3 second hold as in the instructions. The sound is just fantastic, the best sound I ever
hear from an ear bud type speaker. Then my replacement pair broke, the cord just separated from the ear
bud during normal use (see picture attached). \n

Sound quality is good and has buttons on the ear pieces for volume control, answering phone calls, and
changing songs! The pause button and the advance track button doesn’t work and the previous track
button is awkward and works only some of the time. As a commuter using public transportation, I was
looking for something that would eliminate wires going to to my device and these do a great job of that.
build quality is great compared to the price they do look expensive* I love that they were really easy to
sync, which is a huge bonus for me! The headphones connected to my iPhone with no problems. \n

Sound quality was great but even after a full night of charging the batteries died after 2 hours. they give
you a low battery warning a few seconds before they shut off which is kinda pointless. \n [...]

1691

1692
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Product Buying Dialogue
Buyer Hi, I’m interested in purchasing the Flexion KS-902 Kinetic Series Wireless Bluetooth Noise Cancelling

Headphones with Microphone, Black. Can you provide me with some information about the product?

Dialogue Agent Sure, what would you like to know?

Buyer Can you tell me about the battery life of the headphones?

Dialogue Agent According to the reviews, the battery life is sufficient where you only need to charge once every 2 days.
However, there have been a few reviewers who experienced a shorter battery life.

Buyer What about the sound quality?

Dialogue Agent The reviews state that the sound quality is good, and they worked really great when you want to listen to
something without bothering other people. However, there were some reviews that reported the sound quality
wasn’t that great, and some experienced full of static if you get more than 7 feet from your phone.

Buyer Is it easy to connect to my phone?

Dialogue Agent Yes, the headphones are equipped with Bluetooth and are easy to sync with your iPhone or Android device.

Buyer What about the user interface? Is it easy to use?

Dialogue Agent According to some reviews, the user interface is really bad. They experienced several butt dials when trying
to turn it off. However, others found the headphones to be easy to connect and use.

Buyer With all that information, do you recommend these headphones?

Dialogue Agent I’m sorry, I cannot provide recommendations or opinions. Please use the reviews provided to make an
informed decision.

Buyer Okay, thanks for the information. I think I’ll go ahead and purchase them!

Table 16: Dialogue generated for the product ‘Flexion KS-902 Kinetic Series Wireless Bluetooth Noise Cancelling
Headphones with Microphone, Black’ with the reviews provided before.
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