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Abstract

Due to the impressive zero-shot capabilities, pre-trained vision-language mod-
els (e.g. CLIP), have attracted widespread attention and adoption across various
domains. Nonetheless, CLIP has been observed to be susceptible to adversar-
ial examples. Through experimental analysis, we have observed a phenomenon
wherein adversarial perturbations induce shifts in text-guided attention. Building
upon this observation, we propose a simple yet effective strategy: Text-Guided
Attention for Zero-Shot Robustness (TGA-ZSR). This framework incorporates two
components: the Attention Refinement module and the Attention-based Model
Constraint module. Our goal is to maintain the generalization of the CLIP model
and enhance its adversarial robustness: The Attention Refinement module aligns
the text-guided attention obtained from the target model via adversarial examples
with the text-guided attention acquired from the original model via clean examples.
This alignment enhances the model’s robustness. Additionally, the Attention-based
Model Constraint module acquires text-guided attention from both the target and
original models using clean examples. Its objective is to maintain model perfor-
mance on clean samples while enhancing overall robustness. The experiments
validate that our method yields a 9.58% enhancement in zero-shot robust accu-
racy over the current state-of-the-art techniques across 16 datasets. Our code is
available at https://github.com/zhyblue424/TGA-ZSR.

1 Introduction

Large-scale pre-trained vision-language models (VLMs) have showcased remarkable success in
artificial intelligence by seamlessly integrating visual and textual data to understand complex mul-
timodal information, such as CLIP [48]. Leveraging vast datasets and powerful architectures such
as BERT [10] and its variants [8, 33], these models adeptly capture semantic relationships between
images and texts, offering significant advantages across numerous applications. From image classi-
fication [14, 67, 55] and semantic segmentation [50] to image captioning [39] and vision question
answering [44], pre-trained VLMs revolutionize how machines perceive and interact with multimodal
information. Their importance lies in their ability to learn rich representations from varied data
streams, enabling zero-shot learning and transfer learning across domains and tasks. Thus ensuring
the reliability of large-scale models is crucial. However, these models are vulnerable to adversarial
attacks as many other networks as demonstrated by recent studies [38, 59], even slight perturbations
to input data can result in misclassification or altered outputs. Such attacks pose a significant chal-
lenge, particularly in critical applications like autonomous vehicles [60], medical diagnosis [32],
and maritime navigation [29], where the consequences of erroneous decisions can be severe. As
these large-scale models become increasingly prevalent in real-world applications, understanding and

38th Conference on Neural Information Processing Systems (NeurIPS 2024).

https://github.com/zhyblue424/TGA-ZSR


mitigating the risks posed by adversarial attacks is essential to maintain trust and reliability in AI
systems.

Adversarial training [53, 61, 69] has emerged as a crucial technique in enhancing the robustness
of deep learning models against adversarial attacks. By augmenting training data with adversarial
examples generated through perturbations of input data, models are forced to learn more robust
decision boundaries, thereby improving their resilience to adversarial manipulation. Given the
rising significance of large-scale VLMs in various applications, understanding their vulnerability to
adversarial attacks is essential. While adversarial training presents practical challenges when applied
to downstream tasks, especially with large-scale models. Firstly, adversarial training typically involves
generating adversarial examples during each training iteration, which increases the computational
overhead and may lead to overfitting on the training data. This phenomenon is exacerbated in
large-scale models with vast parameter spaces, where fine-tuning becomes more susceptible to
overfitting. Moreover, adversarial training may not adequately prepare models for all possible
adversarial scenarios, potentially leaving them vulnerable to unknown data distributions encountered
in real-world settings. Exploring zero-shot adversarial robustness in these models is particularly
pertinent as it sheds light on their ability to generalize and perform reliably in unseen scenarios.
Additionally, considering the multimodal nature of VLMs, the exploration of zero-shot adversarial
robustness offers insights into the complex interactions between visual and textual modalities, paving
the way for more robust and trustworthy multimodal AI systems.

Text-guided Contrastive Adversarial Training (TeCoA) method [38] represents the pioneering effort
in investigating the zero-shot adversarial robustness of large-scale VLMs. They aim to bolster
CLIP’s zero-shot generalization capacity against adversarial inputs. While their primary focus lies
on enhancing accuracy in the face of adversarial samples, this improvement comes at the expense
of decreased performance on clean data. Subsequent work by PMG-AFT [59] builds upon this by
introducing a pre-trained model guided adversarial fine-tuning technique, further enhancing both
generalizability and adversarial robustness. However, despite the advancements made by both studies
in enhancing CLIP’s zero-shot robustness, significant questions regarding the interpretability of
adversarial attacks and the efficacy of adversarial training remain unanswered. Specifically, the
mechanisms through which adversarial attacks influence network outputs and the reasons behind
the effectiveness of adversarial training strategies remain elusive. In our paper, we delve into the
text-guided attention shift phenomenon to shed light on how adversarial attacks alter model outputs.
Leveraging these insights, we propose a simple yet effective strategy, TGA-ZSR, aimed at enhancing
the robustness of the CLIP model and preserving its performance on clean examples.

Our main contributions are summarized follows:

• To our knowledge, we are the first to introduce text-guided attention to enhance zero-shot robustness
on vision-language models while maintaining performance on clean sample.

• We improve the interpretability of adversarial attacks for zero-shot robustness on vision-language
models through a text-guided attention mechanism.

• The experimental results show that TGA-ZSR surpasses previous state-of-the-art methods, estab-
lishing a new benchmark in model zero-shot robust accuracy.

2 Related Work

Pre-trained Vision-language Models. In recent years, advancements in computer vision[12, 17, 34]
have primarily relied on training models with image-label pairs to recognize predefined object
categories. However, these approaches often overlook the inherent semantic connections between
textual descriptions and visual content. Motivated by the remarkable progress witnessed in natural
language processing (NLP), exemplified by breakthroughs like Transformer [56], BERT [10], and
GPT-3 [3], researchers are increasingly drawn to the prospect of using textual data to enhance
the capabilities of DNNs. These methodologies are referred to as VLMs [21, 48, 49, 64] and one
prominent approach is to directly learn the semantic similarity between images and corresponding
textual descriptions through image-text pairs. By aligning the embeddings of these two modalities,
models like CLIP [48], ALIGN [21], BLIP [25], Visual-BERT [47], and ALBEF [26] aim to achieve
superior performance across various tasks. CLIP [48] leverages a vast dataset of 400 million image-
text pairs sourced from the internet and employs contrastive loss to effectively align the embeddings
of both modalities, thereby enhancing the model’s capabilities. Experimental results underscore the
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significant performance gains achieved by incorporating textual information into the model, with
zero-shot performance surpassing that of earlier deep neural network architectures. However, despite
its impressive zero-shot accuracy, experiments [38, 59] reveal vulnerabilities to adversarial examples,
resulting in a notable decline in robustness.

Adversarial Robustness. Deep neural networks have been found to be vulnerable to adversarial
examples [54, 36, 40, 66], which can fool DNNs to produce false outputs, rendering trained models
unreliable. To bolster robustness against such adversarial attacks, various advanced methods have
been proposed, including data augmentation [28, 58, 27, 65], adversarial training [69, 53, 61, 68],
progressive self-distillation [1], randomization strategy [11, 35], and adversarial purification [41,
24, 62]. While these strategies aim to improve DNNs’ adversarial robustness, they often come with
increased complexity or limited generalizability. Adversarial training [69, 53, 61, 68] stands out as
one of the most widely used and effective approaches, fine-tuning DNNs by generating adversarial
examples during training. After the emergence of CLIP [48], many subsequent works [45, 16, 63]
have utilized CLIP as a backbone, yet little attention has been given to studying its adversarial
robustness. CLIP is shown to be susceptible to adversarial examples [38] as well, posing a significant
threat to downstream tasks utilizing CLIP as a backbone. Hence, investigating the adversarial
robustness of CLIP is crucial.

Zero-shot Adversarial Robustness for VLMs. The visual-language model, trained on both image
and text data, serves as a foundational model for various tasks. However, it has shown vulnerability
to adversarial examples [38, 59], and training from scratch is time-intensive. TeCoA [38] was the
first to explore zero-shot adversarial robustness for VLMs, aiming to enhance CLIP’s adversarial
robustness by minimizing the cross-entropy loss between image logits and targets. While TeCoA
solely utilizes cross-entropy loss, yielding only marginal performance improvements, PMG-AFT [59]
extends this approach by minimizing the distance between features of adversarial examples and those
of the pre-trained model. FARE [51] primarily focuses on maintaining high clean accuracy while
improving model robustness, achieving this by constraining the distance between the original and
target model embeddings. Our experiments reveal significant differences in attention maps between
original examples and adversarial examples. Leveraging this insight, we enhance model robustness
by constraining it with text-guided attention.

3 Methodology

3.1 Preliminaries and Problem Setup

Following the previous works [38, 59], we choose CLIP model as the pre-trained VLMs for image
classification task. Given an image-text pair (x, t), where x represents an image and t represents a
textual prompt, CLIP learns to encode both the image and the text into fixed-dimensional embeddings.
Let f(x) denote the embedding of the image x and g(t) denote the embedding of the text prompt
t, y is the one-hot vector label. For training or fine-tuning on the downstream tasks, we use the
cross-entropy loss, denoted as L(x, t, y).

L(x, t, y) = −Ei,j

[
yij log

exp(cos(f(x)i, g(t)j))/τ)∑
k exp(cos(f(x)i, g(t)k))/τ)

]
(1)

where we set yij = 1 if the image-text pair is positive, otherwise, yij = 0. τ is the temperature
parameter and cos indicates calculating the cosine similarity of the two embeddings.

Adversarial Attacks. Adversarial attacks are a concerning phenomenon where small, often imper-
ceptible perturbations are intentionally applied to input data with the aim of deceiving a model into
producing incorrect outputs. These perturbations are crafted with the goal of causing the model to
misclassify or generate erroneous predictions while appearing indistinguishable to human observers.
The Projected Gradient Descent (PGD) [36] method is an iterative approach for crafting adversarial
examples. It starts with the original input data and then iteratively adjusts the data in the direction
that maximizes the model’s loss function while ensuring the perturbed data remains within a specified
perturbation budget. Mathematically, the PGD attack can be expressed as follows:

xa+1 = Πx+S(xa + ε · sign(▽xaL(xa, t, y))) (2)

Here, L represents the loss function, x denotes the original input data, ε controls the magnitude of
perturbation, and ▽xL represents the gradient of the loss function with respect to the input data.
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Figure 1: The four rows depict the original image, its associated attention map, the generated
adversarial example, and the attention map of the adversarial example. Labels in black indicate the
ground truth, while those in red represent mis-classified labels for the adversarial examples.

By adding or subtracting ε times the sign of this gradient to the original input data, the PGD attack
generates adversarial examples that lead to misclassification or incorrect predictions by the model.
Πx+S makes the perturbed data remains within an ε-neighborhood of the original input, preventing
the generated adversarial examples from straying too far. S is a set of allowed perturbations that
formalizes the manipulative power of the adversary.

Adversarial Examples Generation and Adversarial Training. The optimization objective for
crafting adversarial examples aims to maximize the loss of model fθ with respect to a perturbed input
xa which can be formulated as:

xa = argmax
xa

L(fθ(xa, t, y)) (3)

Adversarial training is a technique to generate adversarial examples from the original training data
and then use these examples to train the model, forcing it to learn to resist adversarial perturbations.
To adapt the model to the downstream tasks, we apply adversarial fine-tuning on one target model
towards robustness with the following loss:

θ = argmin
θ

J (fθ(xa, t, y)) (4)

Where J represents the total loss function used for training the model.

Zero-Shot Adversarial Robustness. In this paper, we investigate the zero-shot adversarial robustness
of CLIP model, which refers to the ability of these models to maintain performance and reliability even
when encountering unseen adversarial samples during inference, with only adversarial fine-tuning the
original CLIP model on one target dataset, such as Tiny-ImageNet.

3.2 Text-Guided Attention based Interpretation of Adversarial Attacks

Text-Guided Attention. Attention mechanisms [30, 16, 31] play a crucial role in enhancing vision
model performance across various tasks. At its core, attention enables models to focus on relevant
parts of the input data while suppressing irrelevant information. Similarly, in VLMs, by incorporating
textual guidance, the models can effectively focus on relevant visual features while processing
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Figure 2: An overview of our TGA-ZSR framework: We generate adversarial examples and feed
them into the target image encoder. To enhance the adversarial robustness of the CLIP model and
maintain its generalization, we introduce text-guided attention. This involves refining the framework
for adversarial examples through the Attention Refinement module and constraining the model to
prevent significant drift via the Attention-based Model Constraint module.

language, thus facilitating more accurate and coherent multimodal understanding. Additionally,
text-guided attention enhances interpretability by providing insights into the model’s decision-making
process, fostering trust and understanding in complex multimodal systems. Thus, we investigate the
impact of text-guided attention on enhancing and interpreting zero-shot adversarial robustness in
VLMs in this paper. We define the text-guided attention as following:

A(x) = fg(x) · g(t)T, A ∈ RP×1 (5)

Where fg(x) represents the global image feature before the pooling operation of f(x), and P denotes
the dimension of the attention embeddings. We reshape A to R

√
P×

√
P to obtain the attention map,

which is then resized to A ∈ RH×W . Finally, we apply a normalization operation (norm) on A to
obtain the final text-guided attention map.

Interpretation of Adversarial Attacks. The previous research has predominantly focused on
bolstering the zero-shot robustness of Vision-Language Models (VLMs), yet the reasons leading
to mis-classifications induced by adversarial attacks remain unclear. This paper aims to shed light
on interpreting the impact of adversarial attacks on VLMs. By employing Eq. 5, we compute the
text-guided attention for both the original image (Ori. image) and its corresponding adversarial
counterpart (Adv. image), as depicted in Fig. 1. Remarkably, despite the subtle discrepancies
imperceptible to the human eye between the adversarial example and the original image, the former is
mis-classified (labels in red). However, a significant difference emerges in the respective text-guided
attention maps. Specifically, we observe a notable shift in the text-guided attention of the adversarial
example, characterized by instances of displacement towards other objects, backgrounds, or even
disappearance. For instance, while the original images in the first, second, and fourth columns pay
attention to their subjects’ heads, in their adversarial counterparts, attention diverges elsewhere. In
the third column, the attention shift leads from the correct object to an incorrect one, resulting in
mis-classification. In the fifth and seventh columns, the attention in their adversarial counterparts is
redirected towards the background.
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3.3 Text-Guided Attention for Zero-Shot Robustness (TGA-ZSR)

The semantic information embedded within text representations are preserved through a frozen
text encoder, offering invaluable guidance when adversarial perturbations disrupt relevant visual
features, which has not been explored for zero-shot robustness of vision-language models. We
introduce the Attention Refinement Module, designed to effectively filter out irrelevant information,
thereby mitigating the impact of adversarial attacks seeking to exploit vulnerabilities in the model’s
decision-making process. Moreover, to maintain model’s ability to generalize effectively on clean
images, we introduce the Attention-based Model Constraint Module. This module ensures consistent
performance on clean data while enhancing the model against adversarial disruptions. Additionally,
employing text-guided attention enhances interpretability, offering crucial insights into how the model
integrates and processes information across modalities. This interpretability not only instills trust in
the model’s predictions but also facilitates the detection and mitigation of adversarial attacks. Our
approach (i.e. TGA-ZSR) presents a comprehensive framework (as shown in Fig. 2) for enhancing
model robustness to adversarial perturbations while concurrently improving interpretability. We will
introduce the details as follows.

Attention Refinement Module. Based on the insights gained in Section 3.2, we propose an attention
refinement module aimed at enhancing the robustness of the model. This module is designed to
rectify the text-guided attention of adversarial samples, which often leads to altered predictions.
Our approach aligns the adversarial attention map with that of the clean samples, known for their
high-accuracy attention distribution. This simple yet effective strategy serves to mitigate the impact
of adversarial perturbations on the model’s predictions.

We take the generated adversarial sample xa to the target model f tar
g (·) and the clean sample x to the

original model fori
g (·) and obtain the adversarial attention map A(xi

a)tar and the clean attention map
A(xi)ori respectively. The attention refinement loss LAR is thus defined as:

LAR =
1

N
·

N∑
i=0

∥A(xi
a)tar −A(xi)ori∥2 (6)

where A(xa)tar = f tar
g (xa) · g(t)T and A(x)ori = fori

g (x) · g(t)T 1, ∥∥2 denotes the L2 distance
computation between two attention maps.

Attention-based Model Constraint Module. The Attention Refinement module serves to enhance
the robustness of the models, consequently improving the accuracy of adversarial samples. However,
this enhancement comes with a trade-off: it may marginally sacrifice the accuracy on clean samples
due to shifts in model parameters. To preserve the generalization capability of pre-trained VLMs, we
introduce an Attention-based Model Constraint module. This module aims to mitigate performance
drops on clean images, thereby ensuring the overall effectiveness and reliability of the model.

Specifically, we input the clean sample x into the target model f tar
g (·), adversarially fine-tuned on the

Tiny-ImageNet dataset, to acquire the text-guided attention map A(x)tar. Concurrently, the original
text-guided attention map outputted from the original CLIP model fori

g (·) is denoted as A(x)ori.
To ensure the preservation of importance parameters for clean images, we enforce an L2 distance
constraint between these two attention maps. The attention-based model constraint loss LAMC is
formulated as:

LAMC =
1

N
·

N∑
i=0

∥∥A(xi)tar −A(xi)ori
∥∥
2

(7)

Thus the final loss function can be represented as:
Ltotal = LCE + α · LAR + β · LAMC (8)

4 Experiments

4.1 Experimental Setup

Datasets. Our experiments begin with training the pre-trained CLIP model on the Tiny-ImageNet [9].
Then we evaluate the model’s zero-shot adversarial robustness across 15 subsequent datasets, fol-

1We only compute the attention map for the image corresponding to the text prompt of the ground-truth label.
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Table 1: Zero-shot robust accuracy on images attacked with 100 steps of PGD [36]. We performed
several different methods on Tiny-ImageNet and evaluated across 16 datasets. The optimal accuracy
is highlighted in bold, while the second-best accuracy is underlined. The values in parentheses
represent the standard deviation.
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CLIP [48] 0.88 2.42 0.26 26.11 1.00 6.60 3.84 1.19 2.02 0.05 0.00 1.24 19.88 12.60 0.20 0.11 4.90
FT-Clean 13.55 19.92 4.94 40.00 0.82 0.64 2.40 0.68 2.66 0.05 0.03 1.08 14.95 9.69 0.09 1.32 7.05
FT-Adv. 51.59 38.58 21.28 69.55 17.60 12.55 34.97 19.92 15.90 11.95 1.83 17.26 50.73 40.18 8.42 48.88 28.83

TeCoA [38] 37.57 30.30 17.53 67.19 19.70 14.76 36.44 22.46 17.45 12.14 1.62 18.18 55.86 41.88 8.49 47.39 28.06
FARE[51] 23.88 21.25 10.72 59.59 8.30 10.97 24.56 15.48 10.96 0.14 0.84 10.54 45.96 34.35 4.38 10.17 18.25

PMG-AFT[59] 47.11 46.01 25.83 74.51 22.21 19.58 41.62 23.45 15.05 12.54 1.98 21.43 62.42 45.99 11.72 48.64 32.51

TGA-ZSR (ours) 63.95
(± 0.11)

61.45
(± 0.67)

35.27
(± 0.07)

84.22
(± 0.21)

33.22
(± 0.39)

33.97
(± 0.20)

57.75
(± 0.76)

34.55
(± 0.35)

22.08
(± 0.16)

14.27
(± 0.26)

4.75
(± 0.27)

28.74
(± 0.11)

70.97
(± 0.42)

60.06
(± 0.46)

20.40
(± 0.68)

47.76
(± 0.35)

42.09
(± 0.12)

Table 2: Zero-shot clean accuracy. We performed several different methods on Tiny-ImageNet and
evaluated across 16 datasets. The values in parentheses represent the standard deviation.
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CLIP [48] 57.26 88.06 60.45 97.04 57.26 83.89 87.41 65.47 40.69 42.59 20.25 59.15 85.34 81.73 52.02 52.09 64.42
FT-Clean 79.04 84.55 54.25 93.78 46.80 47.10 80.98 46.43 30.32 24.39 9.30 44.40 78.69 70.81 31.15 47.89 54.37
FT-Adv. 73.83 68.96 39.69 86.89 33.37 27.74 60.10 33.45 23.14 16.49 4.86 32.06 67.41 57.72 18.11 49.91 43.36

TeCoA [38] 63.97 66.14 36.74 87.24 40.54 35.11 66.15 38.75 25.53 17.13 6.75 37.09 74.63 62.50 24.65 50.01 45.81
FARE[51] 77.54 87.58 62.80 94.33 49.91 70.02 81.47 57.10 36.33 22.69 14.19 51.78 84.04 77.50 44.35 46.07 59.85

PMG-AFT[59] 67.11 74.62 44.68 88.85 37.42 37.47 66.34 35.66 21.17 17.76 4.71 35.93 76.70 61.96 25.21 49.99 46.60

TGA-ZSR(ours) 75.72
(± 0.12)

86.46
(± 0.26)

56.52
(± 0.35)

93.48
(± 0.19)

51.99
(± 0.25)

57.59
(± 0.34)

77.32
(± 0.30)

48.08
(± 0.37)

29.06
(± 0.35)

24.24
(± 0.49)

11.93
(± 0.27)

48.04
(± 0.06)

80.70
(± 0.09)

74.74
(± 0.18)

36.62
(± 1.03)

49.58
(± 0.17)

56.44
(± 0.08)

lowed by previous studies, such as TeCoA [38] and PMG-AFT [59]. These datasets include several
commonly used classfication datasets, including CIFAR-10 [23], CIFAR-100 [23], STL-10 [6], Ima-
geNet [9], Caltech-101 [13], and Caltech-256 [15]. Additionally, fine-grained image classification
datasets such as StanfordCars [22], Flowers102 [42], Food101 [2], FGVCAircraft [37], and Oxford-
Pets [46] are included. Furthermore, the scene recognition dataset SUN397 [43], the medical image
dataset PCAM [57], and the satellite image classifacation dataset EuroSAT [18] and the texture recog-
nition dataset DTD [5] are incorporated for comprehensive evaluation. We also conduct experiments
on four additional datastes (i.e. ImageNet_subset, ImageNet-A, ImageNet-O and ImageNet-R) as
shown in Supp. Mat. A.1.

Implementation Details. Following the protocol of previous works [59], we fine-tuned the CLIP
model on the adversarial samples of Tiny-ImageNet [9] as ‘adversarial fine-tuning’ and subsequently
evaluated its performance across 15 datasets and Tiny-ImageNet itself. We employ ViT-B/32 as the
backbone in CLIP and utilize the SGD optimizer to minimize loss. During adversarial fine-tuning,
we update all parameters of the image encoder with a learning rate of 1e-4, weight decay of 0,
momentum of 0.9, and a batch size of 128. We utilize l∞ norm PGD-2 [36] with 2 iterations to
generate adversarial examples, with an attack strength ε of 1/255 and the attack step size is 1/255.
To evaluate zero-shot adversarial inference, we employ l∞ norm PGD-100 [36] with 100 iterations,
attack step of 1/255 and a batch size of 256 to generate adversarial examples for verifying CLIP’s
adversarial robustness. Additionally, to assess the model’s robustness under different attack strengths,
we perform inference using adversarial strengths ε of 1/255, 2/255, and 4/255. The hyper-parameters
α and β are set to 0.08 and 0.05 respectively in Eq. 8 in the main experiments. Maintain the same
parameters for the CW attack. For the AutoAttack [7] experiments, α and β are set to 0.08 and 0.009.
We conducted the experiment utilizing the RTX 3090, which required a training period ranging from
3 to 4 hours.

4.2 Main Results

To validate the effectiveness of our approach, we conduct comparisons with several state-of-the-
art methods such as TeCoA [38], PMG-AFT [59], and FARE [51]. Additionally, we extend the
comparison to include CLIP (the original pre-trained CLIP model), FT-Adv. (adversarial fine-tuning
using the contrastive loss of the original CLIP) and FT-Clean (fine-tuning on clean examples with the
contrastive loss of the original CLIP) for a comprehensive evaluation.
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Table 3: Zero-shot robust accuracy on images attacked with ε of 1/255 of AutoAttack [7]. We
performed several different methods on Tiny-ImageNet and evaluated on 16 datasets.
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CLIP [48] 0.02 0.01 0.08 0.03 0.04 0.01 0.00 0.03 0.16 0.12 0.06 0.04 0.43 0.10 0.11 0.22 0.09
FT-Clean 0.08 0.03 0.01 0.91 0.09 0.04 0.06 0.03 0.48 0.02 0.03 0.12 1.38 0.66 0.03 0.03 0.25
FT-Adv. 50.48 37.55 20.39 69.14 16.25 11.23 33.91 18.54 19.95 11.59 1.65 16.21 49.90 39.24 7.57 48.84 28.28

TeCoA [38] 35.03 28.18 16.09 66.08 17.41 13.05 34.81 20.80 15.37 11.40 1.32 16.32 54.54 40.15 7.15 47.12 26.55
FARE [51] 28.59 23.37 13.58 60.70 9.72 13.88 27.72 15.48 9.15 0.25 0.87 12.07 47.45 36.68 6.77 10.23 19.78

PMG-AFT [59] 44.26 44.12 23.66 73.90 19.63 17.25 39.25 20.87 13.72 11.99 1.68 19.17 60.57 44.25 9.59 48.53 30.78
TGA-ZSR (ours) 49.45 40.53 22.38 72.06 20.36 15.58 40.31 21.43 17.13 11.19 2.64 19.28 57.16 45.68 10.47 48.03 30.86

Table 4: Zero-shot robust accuracy across 16 datasets with CW attack [4]. The optimal accuracy is
highlighted in bold.
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CLIP [48] 0.21 0.36 0.10 10.59 1.16 0.82 1.23 1.09 2.18 0.01 0.00 1.14 13.50 7.36 2.36 0.07 3.64

PMG-AFT[59] 44.59 44.86 24.15 74.11 19.99 17.33 39.88 20.95 13.51 12.09 1.47 19.51 60.99 44.46 10.57 48.59 31.07
TGA-ZSR(ours) 63.85 60.50 34.62 84.11 22.03 33.28 58.33 32.95 21.22 13.89 4.56 20.42 70.34 59.73 20.20 48.02 40.50

Adversarial Zero-shot Robust Accuracy. Table 1 shows that the average accuracy of our TGA-ZSR
outperforms the original CLIP model by 37.19%. Compared to current stat-of-the-art method, PMG-
AFT, the proposed method achieve an average improvement of 9.58%. In general, our method is
superior than all the other methods on most datasets except a comparable result on PCAM dataset. In
addition, we obtain the best result on Tiny-ImageNet, which is not a strict zero-shot test. It indicates
that our method is robust on the adversarial attack on both seen and unseen datasets.

Zero-shot Clean Accuracy. Table 2 illustrates the model’s accuracy for clean examples using
different methods. Our method outperforms PMG-AFT by 9.84% and FT-clean by 2.07% in terms of
average accuracy. Similar to Table 1, zero-shot clean accuracy exhibits improvement not only on an
individual dataset but across all datasets. However, we observed that our zero-shot clean accuracy is
3.41% lower than that achieved by FARE. It is important to note that FARE prioritizes preserving
zero-shot clean accuracy. However, we have significantly enhanced the zero-shot robust accuracy in
adversarial scenarios with 23.84% gain compared to FARE in Table 1.

4.3 Experiments on More Attack Types

Results against AutoAttack. AutoAttack [7] stands out as a strong attack method for assessing
model robustness. We follow TeCoA and PMG-AFT to verify the perturbation bound ε of 1/255
in the standard version of AutoAttack. The results are summarized in Table 3. We can see that the
original CLIP model experienced a significant performance decline, decreasing to 0.09% on the
adversarial example. Our TGA-ZSR also demonstrates a decline but still achieves superior results
compared to other methods, validating its effectiveness against stronger attacks.

Results against CW Attack. CW attack [4] is an optimization-based approach designed to generate
small perturbations to input data, causing the model to make incorrect predictions while keeping the
perturbed input visually similar to the original. We further evaluate the robustness of our approach
against this challenging attack, using a perturbation bound of ε = 1/255. The results, shown in
Table 4, demonstrate that our method significantly outperforms the state-of-the-art method PMG-AFT
on both adversarial and clean samples. This substantial margin indicates the adversarial robustness of
our proposed method.

4.4 Ablation Study

Different Types of Attentions. To validate the important role of text-guided attention in our method,
we conducted experiments by replacing it with vision-based attention. We employ Grad-CAM [52], a
widely adopted method, for generating attention maps based on vision. Table 5 demonstrates that
replacing the text-guided attention with vision-based attention yields results that are still comparable to
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Table 5: Comparison of vision-based attention and our text-guided attention. We evaluate the state-
of-the-art method PMG-AFT alongside our pipeline, incorporating two different types of attention
mechanisms on Tiny-ImageNet and evaluating performance across 16 datasets.
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Robust
PMG-AFT[59] 47.11 46.01 25.83 74.51 22.21 19.58 41.62 23.45 15.05 12.54 1.98 21.43 62.42 45.99 11.72 48.64 32.51
Vision-based 52.81 40.46 22.66 70.26 19.50 13.74 37.67 19.78 16.97 11.79 2.64 18.08 55.64 42.45 8.88 38.11 29.47

TGA-ZSR (ours) 63.97 61.82 35.25 83.99 32.78 34.13 56.91 34.20 21.92 14.20 4.44 28.62 70.53 59.70 21.15 47.75 41.96

Clean
PMG-AFT[59] 67.11 74.62 44.68 88.85 37.42 37.47 66.34 35.66 21.17 17.76 4.71 35.93 76.70 61.96 25.21 49.99 46.60
Vision-based 74.31 70.77 41.03 87.24 36.91 30.07 62.52 33.89 24.10 16.26 5.70 33.59 72.35 59.75 20.50 51.29 45.02

TGA-ZSR (ours) 76.85 86.23 56.55 93.28 51.71 57.72 77.08 48.32 29.15 23.99 12.03 48.10 80.82 74.58 37.72 49.60 56.48

Table 6: Zero-shot robust accuracy on images attacked with ε of 1/255, 2/255 and 4/255 of PGD [36].
We performed several different methods on Tiny-ImageNet and evaluated across 16 datasets. We
represent the average accuracy across various attack strength.
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CLIP [48] 0.64 2.15 0.12 20.35 0.52 5.94 2.97 0.72 0.71 0.03 0.00 0.71 14.28 9.18 0.11 0.04 3.65
FT-Clean 12.44 18.80 4.65 37.16 0.43 0.52 2.03 0.41 0.92 0.02 0.01 0.54 13.02 7.96 0.03 0.44 6.21
FT-Adv. 29.33 18.10 11.06 45.13 8.58 5.65 16.45 10.15 9.72 9.82 0.83 8.81 33.43 24.14 3.80 38.06 17.07

TeCoA [38] 18.17 12.78 8.12 39.87 8.90 6.53 16.61 11.04 10.07 9.88 0.63 8.43 34.94 23.92 3.45 33.20 15.41
PMG-AFT [59] 25.30 21.71 13.29 47.69 11.42 9.49 20.68 12.86 9.45 10.65 0.90 11.28 41.86 28.38 5.40 37.88 19.27

FARE [51] 12.41 9.09 4.23 33.72 2.98 4.75 9.67 5.52 4.26 0.05 0.28 3.90 23.97 16.95 1.48 3.43 8.54
TGA-ZSR (ours) 33.40 27.72 14.68 59.59 12.40 12.99 24.69 13.42 9.70 7.47 1.53 11.69 41.44 32.51 7.29 19.64 20.45

the state-of-the-art method PMG-AFT in terms of both zero-shot robust accuracy and clean accuracy.
This finding validates the effectiveness of our method’s pipeline. Furthermore, our text-guided
attention significantly improves the average accuracy, demonstrating the advantage of incorporating
textual guidance.

Effect of Attack Strength. We further assess the robustness of the pre-trained model by different
levels of PGD-2 attacks. Specifically, we set ε to values of 1/255, 2/255 and 4/255, progressively
amplifying the magnitude of the adversarial perturbation. This allows us to investigate whether
a model trained on weak adversarial examples exhibits robustness against stronger adversarial
perturbations. In Table 6, we present the average results for three distinct levels of attack strength.
Despite a general decline in the robustness of all methods, our approach still achieves superior results,
outperforming PMG-AFT by 1.18%, and FARE by 11.91%.

Effect of Each Component. We conducted several experiments to thoroughly evaluate the effective-
ness of each component of our method, as summarized in Table 7. Using LCE alone significantly
enhances the model’s robustness through standard adversarial training, but it also results in a notable
decrease in clean accuracy compared to the original CLIP model. Applying our Attention Refinement
module further improves the average zero-shot accuracy on both adversarial and clean samples.
Finally, the Attention-based Model Constraint module dramatically boosts performance, increasing
robustness by 10.25% and clean accuracy by 6.52%.

Trade-off between Robust and Clean Accuracy. Achieving the balance between robustness and
clean accuracy is crucial in adversarial training. Overfitting in models tends to yield high robustness
but low clean accuracy, whereas underfitting typically results in the opposite scenario. As shown
in Fig. 3, methods positioned close to the dotted line excel in either adversarial accuracy or clean
accuracy, yet they often struggle to strike a balance between robustness and clean accuracy. In
contrast, our method demonstrates not only an enhancement in the model’s robustness but also the
maintenance of clean accuracy, resulting in an overall superior performance.

More comprehensive and detailed ablation studies, including hyperparameter selection, the effect of
distance metrics on the loss function, and the effect of learning rate, can be found in Supp. Mat. A.2.

4.5 Computational Overhead and Time Efficiency

We have evaluated our method against others in terms of memory usage, training time, and test time,
and the results are summarized in Table 8. Our method increases memory consumption by approxi-
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Table 7: Ablation study on each component. Af-
ter adversarial fine-tuning the model using adver-
sarial examples generated by PGD-2, we verify
the robustness of the model using adversarial ex-
amples generated by PGD-100.

Robust Clean Average

CLIP 4.90 64.42 34.66

LCE 29.45 44.97 37.21

+LAR 31.71 49.96 40.84

+LAMC 41.96 56.48 49.22

Figure 3: The trade-off between robustness and
clean accuracy. Each point on the graph repre-
sents a method, with the size of the point indi-
cating the extent to which it achieves a favorable
trade-off between robustness and clean accuracy.

Table 8: Comparison of memory usage, training time, and test time.

Methods Train memory usage Train time (per epoch / batch) Test time (per batch)

CLIP [48] 0Mb 0s / 0s 21s
TeCoA [38] 12873Mb 512s / 0.65s 21s

PMG-AFT[59] 18449Mb 828s / 1.06s 21s
TGA-ZSR (ours) 21227Mb 885s / 1.13s 21s

mately 15% compared to state-of-the-art method PMG-AFT. This is due to the additional computation
required for the text-guided attention map. The training time for our method is comparable to that of
PMG-AFT. The test time remains consistent across all methods.

5 Conclusion and Limitations

In this paper, we discovered that adversarial attacks lead shift of text-guided attention. Building
on this observation, we introduce a text-guided approach, TGA-ZSR, which incorporates two key
components to preform adversarial fine-tuning and constrain the model. This strategy prevents
model drift while enhancing model robustness. Extensive experiments validate the performance
of TGA-ZSR, which not only improves CLIP’s zero-shot adversarial robustness but also maintains
zero-shot clean accuracy on clean examples, gaining a favorable balance.

Limitations. We use a simple text-guided attention mechanism by multiplying the text embedding
and vision embedding which is effective against most attack types. However, for more challenging
attacks such as AutoAttack, the improvement remains limited. This indicates that while our approach
shows promise, it may require further refinement to enhance robustness under stronger adversarial
scenarios.

Border Impact. Large-scale pre-trained vision-language models (VLMs) like CLIP [48] integrate vi-
sual and textual data, revolutionizing applications such as image classification, semantic segmentation,
and vision question answering. While these models excel in zero-shot learning and transfer learning,
they are vulnerable to adversarial attacks, posing risks in critical applications like autonomous vehi-
cles and medical diagnosis. Adversarial training improves robustness but has practical challenges,
including increased computational overhead and potential overfitting. Exploring zero-shot adversarial
robustness is essential to ensure reliability.

Acknowledgement. This work was supported by National Science and Technology Major Project
under Grant 2021ZD0112200, in part by the National Natural Science Foundation of China under
Grants 62202331, U23A20387, 62036012, 62276118.
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A Appendix

A.1 Experiments on More Datasets.

Experiments on ImageNet_subset. We follow the state-of-the-art method PMG-AFT, which
was fine-tuned on Tiny-ImageNet. In addition to this, we further evaluate our method on the
ImageNet_subset (a random selection of 100 classes from the full ImageNet dataset). The results are
shown in Table 9 and Table 10. For adversarial robustness, our approach achieves optimal results on
several datasets and sub-optimal results on the remaining datasets, with an overall performance that
is approximately 1% higher than the previous state-of-the-art. In terms of clean accuracy, our method
performs worse than the generalization-focused FARE but outperforms other methods.

Table 9: Zero-shot robust accuracy on images attacked with 100 steps of PGD [36]. We performed
several different methods on ImageNet_subset and evaluated across 16 datasets. The optimal accuracy
is highlighted in bold, while the second-best accuracy is underlined.

Methods Ti
ny

-I
m

ag
eN

et

C
IF

A
R

-1
0

C
IF

A
R

-1
00

ST
L-

10

SU
N

39
7

Fo
od

10
1

O
xf

or
dp

et
s

Fl
ow

er
s1

02

D
TD

Eu
ro

SA
T

FG
V

C
-A

ir
cr

af
t

Im
ag

eN
et

C
al

te
ch

-1
01

C
al

te
ch

-2
56

St
an

fo
rd

C
ar

s

PC
A

M

Average
CLIP [48] 0.88 0.42 0.26 26.11 1.00 6.60 3.84 1.19 2.02 0.05 0.00 1.24 19.88 12.60 0.20 0.11 4.90

TeCoA [38] 7.83 19.23 7.30 51.76 16.38 10.06 32.03 25.00 13.67 11.13 3.51 17.92 45.19 33.45 8.76 23.59 20.42
FARE[51] 3.66 6.76 3.33 45.16 4.99 8.13 13.90 8.57 9.63 4.82 0.36 7.82 33.16 25.86 1.79 4.65 11.41

PMG-AFT[59] 12.16 24.75 12.06 57.13 20.68 15.13 40.47 29.62 13.67 11.40 3.84 21.62 51.48 39.24 11.70 17.88 23.93
TGA-ZSR(ours) 10.13 28.37 10.92 61.37 19.61 13.63 40.61 25.39 14.63 11.58 3.42 20.28 49.48 38.95 10.40 37.09 24.74

Table 10: Zero-shot clean accuracy. We performed several different methods on ImageNet_subset
and evaluated across 16 datasets.
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CLIP [48] 57.26 88.06 60.45 97.04 57.26 83.89 87.41 65.47 40.69 42.59 20.25 59.15 85.34 81.73 52.02 52.09 64.42

TeCoA [38] 22.21 48.78 21.00 78.41 40.86 29.56 67.95 44.15 24.26 11.69 10.74 38.19 69.93 58.15 31.00 54.03 40.68
FARE[51] 55.68 85.11 58.47 93.11 53.64 76.99 83.88 62.27 35.18 31.33 15.91 56.18 82.26 78.27 46.84 44.92 60.00

PMG-AFT[59] 28.02 53.66 26.95 80.58 43.70 36.96 70.51 47.61 22.66 13.65 10.23 40.66 74.17 61.27 31.70 47.27 43.10
TGA-ZSR(ours) 29.16 67.46 30.81 86.30 47.65 41.30 73.56 47.02 25.96 15.33 11.46 43.13 75.48 65.19 35.27 55.31 46.90

Results on Diverse Datasets. In addition to validate the method on 16 datasets following the
evaluation protocol of previous works, we also conduct evaluations on three additional datasets:
ImageNet-A (natural adversarial examples) [20], ImageNet-O (out-of-distribution data) [20], and
ImageNet-R (multiform art form) [19]. In Table 11 and Table 12, the clean accuracy on ImageNet-A
is notably lower compared to ImageNet-O and ImageNet-R . In general, other methods enhance
robust accuracy by around 2%, they also incur a steep 20% drop in clean accuracy. In contrast, our
approach achieves a notable 5% improvement in zero-shot robust accuracy, although with a 16%
decrease in clean accuracy, outperforming other methods. Although our method doesn’t excel in
zero-shot clean accuracy for ImageNet-O and ImageNet-R, it excels in optimizing zero-shot robust
accuracy. Overall, our method yields the best results across these three datasets, as demonstrated by
the Average.

Table 11: Zero-shot robust accuracy on images attacked with 100 steps of PGD [36]. We performed
different several methods on Tiny-ImageNet and evaluated in the following three additional datasets.
The optimal accuracy is highlighted in bold, while the second-best accuracy is underlined.

Methods ImageNet-A ImageNet-O ImageNet-R Average

CLIP [48] 0.08 0.60 5.57 2.08
FT-Clean 0.17 1.55 4.67 2.13
FT-Adv. 1.91 22.30 21.92 15.37

TeCoA [38] 1.67 23.55 23.85 16.36
FARE [51] 0.72 9.00 18.99 9.57

PMG-AFT [59] 2.35 27.70 27.61 19.22
TGA-ZSR (ours) 5.03 32.10 36.87 24.67
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Table 12: Zero-shot clean accuracy. We performed different several methods on Tiny-ImageNet and
evaluated in the following three additional datasets. The optimal accuracy is highlighted in bold,
while the second-best accuracy is underlined.

Methods ImageNet-A ImageNet-O ImageNet-R Average

CLIP [48] 29.49 46.05 63.61 46.38
FT-Clean 17.23 39.25 50.68 35.72
FT-Adv. 6.45 37.25 35.80 26.50

TeCoA [38] 6.04 42.50 40.65 29.73
FARE [51] 16.24 49.30 58.62 41.39

PMG-AFT [59] 6.19 42.55 40.81 29.85
TGA-ZSR (ours) 13.77 47.30 52.39 37.82

A.2 More Ablation Studies

Trade-off between α and β. Following the protocol of previous works (TeCoA [38], PMG-AFT [59],
FARE [51]), we fine-tuned the CLIP model on adversarial samples from a single dataset (Tiny-
ImageNet in our case) for ‘adversarial fine-tuning’ and subsequently evaluated its performance across
15 datasets, including Tiny-ImageNet itself. Thus we only need to tune hyperparameters on just
the training dataset. We randomly selected 80% of the training set for training and the remaining
20% for validation to choose the hyperparameters. The validation set results are shown in Table 13.
The final results on the test set were obtained by training on the entire training set using the optimal
hyperparameters (α=0.08, β=0.05) identified from the validation set.

Table 13: Results on validation set of Tiny-ImageNet dataset.

Hyper-parameters Robust Clean Average

α = 0.07, β = 0.05 64.32 75.92 70.12
α = 0.08, β = 0.04 47.25 76.20 61.72
α = 0.08, β = 0.06 58.28 76.08 67.18
α = 0.09, β = 0.05 46.20 76.10 61.15
α = 0.08, β = 0.05 64.01 77.79 70.90

After choosing the optimal hyper-parameter on the validation set of the Tiny-ImageNet dataset, we
proceeded to analyze the sensitivity of these hyper-parameters on the overall performance across 16
datasets, including the Tiny-ImageNet and 15 additional datasets. This step was crucial for evaluating
the robustness and generalizability of the model under different hyper-parameter settings. Table 14
and Table 15 demonstrate the results of different hyper-parameter of α and β in Eq. 8.

Table 14: Zero-shot robust accuracy on images attacked with 100 steps of PGD [36]. We compared
the results of different hyper-parameters on Tiny-ImageNet and evaluated across 16 datasets. The
optimal accuracy is highlighted in bold, while the second-best accuracy is underlined.
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α=0.07, β=0.05 62.27 57.87 33.48 82.61 30.95 31.89 54.87 33.23 22.50 13.37 4.56 27.35 68.70 58.05 18.52 46.63 40.43
α=0.09, β=0.05 48.43 40.68 22.51 73.75 23.16 19.34 42.27 25.87 18.25 12.47 3.12 21.39 59.83 48.87 12.29 44.71 32.31
α=0.08, β=0.03 49.62 40.72 22.81 72.09 21.69 16.75 40.72 23.39 17.18 11.64 3.18 20.39 58.33 46.83 11.40 48.54 31.58
α=0.08, β=0.04 57.40 53.00 30.49 79.44 26.75 26.07 49.58 30.09 20.90 13.26 3.93 24.17 66.61 54.96 15.14 44.67 37.28
α=0.08, β=0.06 61.01 57.29 32.29 81.94 31.12 31.52 55.17 33.00 21.60 13.84 4.41 27.17 69.39 58.05 17.55 47.22 40.16
α=0.08, β=0.05 63.97 61.82 35.25 83.99 32.78 34.13 56.91 34.20 21.92 14.20 4.44 28.62 70.53 59.70 21.15 47.75 41.96
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Table 15: Zero-shot clean accuracy. We compared the results of different hyper-parameters on
Tiny-ImageNet and evaluated across 16 datasets. The optimal accuracy is highlighted in bold, while
the second-best accuracy is underlined.
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α=0.07, β=0.05 76.91 86.64 57.14 93.39 51.87 58.84 77.46 48.97 29.89 25.24 11.82 48.45 80.85 75.14 37.46 49.67 56.86
α=0.09, β=0.05 76.05 85.04 55.46 92.48 47.36 52.50 74.63 45.37 30.59 24.69 10.83 44.98 77.85 72.35 34.01 49.98 54.63
α=0.08, β=0.03 76.97 80.71 49.49 91.33 45.02 42.62 70.16 41.15 26.92 18.97 9.93 41.16 77.26 68.24 30.36 49.91 51.26
α=0.08, β=0.04 77.20 85.60 56.03 93.16 51.06 56.55 77.19 46.04 29.47 23.97 11.64 47.33 81.37 74.14 35.23 49.34 55.96
α=0.08, β=0.06 76.67 86.75 56.80 93.33 51.77 58.76 77.62 49.10 29.79 26.24 11.43 48.63 81.09 75.28 37.11 49.64 56.88
α=0.08, β=0.05 76.85 86.23 56.55 93.28 51.71 57.72 77.08 48.32 29.15 23.99 12.03 48.10 80.82 74.58 37.72 49.60 56.48

Effect of Each Component. Due to space constraints, a detailed experiment on the effect of each
component was not provided in Table 7. Therefore, we present here a comprehensive experiment
detailing the effect of each component. To explore the impact of each component on the final model
performance, we conducted a series of ablation experiments to evaluate the effectiveness of each
component. From the experimental results Table 16 and Table 17, it’s clear that the inclusion of
our text-guided attention components enhances CLIP’s zero-shot robust accuracy and maintains its
zero-shot clean accuracy.

Table 16: Zero-shot robust accuracy on images attacked with 100 steps of PGD. After adversarial
fine-tuning the model using adversarial examples generated by PGD-2, we performed each component
and evaluated across 16 datasets. The optimal accuracy is highlighted in bold.
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LCE 52.88 40.36 22.59 70.23 19.53 13.66 37.64 19.79 16.76 11.79 2.64 18.11 55.55 42.45 8.89 38.32 29.45
+LAR 51.08 41.76 23.39 72.49 22.01 16.44 40.12 22.10 18.09 11.62 3.06 20.24 58.70 46.56 11.47 48.20 31.71
+LAMC 63.97 61.82 35.25 83.99 32.78 34.13 56.91 34.20 21.92 14.20 4.44 28.62 70.53 59.70 21.15 47.75 41.96

Table 17: Zero-shot clean accuracy. After adversarial fine-tuning the model using adversarial
examples generated by PGD-2, we verify the robustness of the model using adversarial examples
generated by PGD-100. The optimal accuracy is highlighted in bold.
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LCE 74.23 70.06 41.05 87.40 36.90 30.02 62.55 33.76 23.88 16.20 5.85 33.58 72.27 59.69 20.59 50.92 44.97
+LAR 76.71 77.91 47.67 90.21 44.17 39.46 69.26 39.29 26.28 18.14 8.04 39.55 76.76 66.98 29.00 49.95 49.96
+LAMC 76.85 96.23 56.55 93.28 51.71 57.72 77.08 48.32 29.15 23.99 12.03 48.10 80.82 74.58 37.72 49.60 56.48

Effect of Distance Metrics on Loss Function. Except l2, cosine and l1 are also frequently utilized
distance metrics. We compared the performance of our method using these distance metrics. The
results from Table 18 and Table 19 demonstrate that cosine and l1 exhibit similar performance
but are inferior to l2, except for the zero-shot clear accuracy on PCAM. l2 outperforms the other
two distance measures by enhancing zero-shot adversarial robustness and zero-shot clean accuracy
by approximately 12% and 11%, respectively. Thus we choose l2 distance to measure in our loss
function.

Effect of Learning Rate. Learning rate stands as a significant hyper-parameter in model training.
Here we validate the effect of the learning rate for the experiment in Table 20 and Table 21. When the
learning rate is set to 0.001, we observe the lowest values for both zero-shot robust accuracy and zero-
shot clean accuracy. And, when we reduce the learning rate to 0.00001, we note that CLIP’s zero-shot
clean accuracy remains relatively stable, demonstrating the highest performance in this experiment.
However, it affects CLIP’s zero-shot robust accuracy, resulting in a less favorable balance. Selecting
a learning rate of 0.0001 achieved a well-balanced improvement, with the average of zero-shot robust
accuracy and zero-shot clean accuracy increasing by 18.48% and 6.41%, respectively, compared to
the learning rates of 0.001 and 0.00001.
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Table 18: Zero-shot robust accuracy on images attacked with 100 steps of PGD [36]. We compared
the results of different distance metrics on Tiny-ImageNet and evaluated across 16 datasets. The
optimal accuracy is highlighted in bold.
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cos 52.87 40.34 22.82 70.40 19.55 13.63 37.59 19.63 16.81 11.77 2.70 18.11 55.72 42.45 8.83 39.02 29.57
l1 52.94 40.46 22.82 70.45 19.57 13.69 37.69 19.74 17.18 11.75 2.76 18.09 55.66 42.47 8.93 38.46 29.54

Ours (l2) 63.97 61.82 35.25 83.99 32.78 34.13 56.91 34.20 21.92 14.20 4.44 28.62 70.53 59.70 21.15 47.75 41.96

Table 19: Zero-shot clean accuracy. We compared the results of different distance metrics on Tiny-
ImageNet and evaluated across 16 datasets. The optimal accuracy is highlighted in bold.

Distance metrics Ti
ny

-I
m

ag
eN

et

C
IF

A
R

-1
0

C
IF

A
R

-1
00

ST
L-

10

SU
N

39
7

Fo
od

10
1

O
xf

or
dp

et
s

Fl
ow

er
s1

02

D
TD

Eu
ro

SA
T

FG
V

C
-A

ir
cr

af
t

Im
ag

eN
et

C
al

te
ch

-1
01

C
al

te
ch

-2
56

St
an

fo
rd

C
ar

s

PC
A

M

Average
cos 74.33 70.84 41.16 87.31 37.02 30.08 62.72 34.04 24.10 16.24 5.88 33.61 72.40 59.72 20.51 50.64 45.04
l1 74.38 71.03 41.32 87.38 37.06 30.12 62.55 33.99 23.83 16.23 5.76 33.60 72.33 59.71 20.68 50.88 45.05

Ours (l2) 76.85 86.23 56.55 93.28 51.71 57.72 77.08 48.32 29.15 23.99 12.03 48.10 80.82 74.58 37.72 49.60 56.48

Table 20: Zero-shot robust accuracy on images attacked with 100 steps of PGD [36]. We compared
the results of different learning rates on Tiny-ImageNet and evaluated across 16 datasets. The optimal
accuracy is highlighted in bold.
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0.001 52.19 37.27 18.10 61.36 12.21 8.42 26.74 10.41 11.28 2.26 1.26 12.96 40.27 29.64 2.95 39.72 22.94

0.00001 26.16 20.67 11.80 63.00 15.25 13.34 30.55 22.57 14.47 10.84 2.10 15.05 52.60 40.09 6.65 44.62 24.36
0.0001 63.97 61.82 35.25 83.99 32.78 34.13 56.91 34.20 21.92 14.20 4.44 28.62 70.53 59.70 21.15 47.75 41.96

Table 21: Zero-shot clean accuracy. We compared the results of different learning rates on Tiny-
ImageNet and evaluated across 16 datasets. The optimal accuracy is highlighted in bold.
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0.001 75.32 69.83 37.96 82.45 28.17 21.68 50.45 22.93 19.10 13.04 4.23 25.48 59.84 48.18 8.73 49.18 38.54

0.00001 68.58 87.49 60.14 94.68 56.97 72.92 81.55 58.55 33.94 35.09 16.26 54.89 83.15 80.07 46.60 49.32 61.26
0.0001 76.85 86.23 56.55 93.28 51.71 57.72 77.08 48.32 29.15 23.99 12.03 48.10 80.82 74.58 37.72 49.60 56.48
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: In the abstract and introduction, we provide a clear explanation of the mo-
tivation behind our approach. At the conclusion of the introduction, we enumerate the
contributions of this paper, etc. We provide details in Abstract and Introduction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Our approach entails certain limitations, which we acknowledge in Section 5
and commit to addressing through subsequent research.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: Our approach emphasizes applied aspects and does not need theory assump-
tions and proofs.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: In Section 3, we introduce our methodology, while in Section 4.1, we outline
the hyper-parameters employed for the experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We will provide open access to the code.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: In Section 4.1, we introduce the experimental setup, including the hyper-
parameters utilized in this paper. Furthermore, in section A, we present highly detailed
ablation experiments to enhance comprehension of the results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We conduct multiple experiments to report the error bars.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: In Section 4.5, we provide comprehensive details on the computational re-
sources used and the duration of the training process.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conducted in the paper adheres to the NeurIPS Code of Ethics in
all aspects.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We discuss both potential positive societal impacts and negative societal
impacts of the work performed in Section 5.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The model and dataset employed in our study are widely recognized and do
not exhibit any inherent issues.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The models, methodologies, datasets, and other elements used are appropriately
aligned and referenced throughout the paper.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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