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Abstract

Deep neural networks provide Reinforcement Learning (RL) powerful function
approximators to address large-scale decision-making problems. However, these
approximators introduce challenges due to the non-stationary nature of RL training.
One source of the challenges in RL is that output predictions can churn, leading
to uncontrolled changes after each batch update for states not included in the
batch. Although such a churn phenomenon exists in each step of network training,
how churn occurs and impacts RL remains under-explored. In this work, we start
by characterizing churn in a view of Generalized Policy Iteration with function
approximation, and we discover a chain effect of churn that leads to a cycle where
the churns in value estimation and policy improvement compound and bias the
learning dynamics throughout the iteration. Further, we concretize the study
and focus on the learning issues caused by the chain effect in different settings,
including greedy action deviation in value-based methods, trust region violation in
proximal policy optimization, and dual bias of policy value in actor-critic methods.
We then propose a method to reduce the chain effect across different settings, called
Churn Approximated ReductIoN (CHAIN), which can be easily plugged into most
existing DRL algorithms. Our experiments demonstrate the effectiveness of our
method in both reducing churn and improving learning performance across online
and offline, value-based and policy-based RL settings, as well as a scaling setting.

1 Introduction

One fundamental recipe for the success of Deep Reinforcement Learning (DRL) is powerful approxi-
mation and generalization provided by deep neural networks, which augments the ability of RL with
tabular or linear approximation to large state spaces. However, on the other side of this benefit is less
control over the function dynamics. Network outputs can change indirectly to unexpected values
after any random batch update for input data not included in the batch, called churn in this paper.
This change is particularly problematic for an RL agent due to its non-stationary nature, which can
exacerbate instability, suboptimality, and even collapse. Therefore, it is important to understand and
control these undesired dynamics to address learning issues and improve performance.

Consistent efforts have been devoted by the RL community to gain a better understanding of the
learning dynamics from different perspectives [Achiam et al., 2019, Kumar et al., 2022, Liu et al.,
2023, Lyle et al., 2022b]. Recently, Schaul et al. [2022] studied a novel churn phenomenon in the
learning process of typical value-based RL algorithms like DoubleDQN [van Hasselt et al., 2016].
The phenomenon reveals that the greedy actions of about 10% of states in the replay buffer change
after a single regular batch update. Such a dramatic churn can persist throughout the learning process
of DoubleDQN, causing instabilities.
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In this paper, we aim to take a step further to understand how churn occurs and influences learning in
different DRL settings beyond value-based RL, as well as to propose a method to control churn. We
start by formally characterizing churn in view of Generalized Policy Iteration (GPI) with function
approximation to best cover most DRL settings. The impact of churn is two-fold in this view: the
churn in policy improvement (called the policy churn) changes policy outputs on states that are
not directly updated, while the churn in value estimation (called the value churn) also changes the
action-value landscape, thus altering greedy action and action gradient. We then discover a chain
effect of churn that exhibits a cycle where the two types of churn compound and bias the learning
dynamics throughout the iteration. Further, we move on from the general analysis to concrete DRL
settings. We focus on the learning issues caused by the chain effect including greedy action deviation
in value-based methods, trust region violation in proximal policy optimization [Schulman et al., 2017]
and dual bias of policy value in actor-critic methods. The connection between the chain effect of
churn and the issues necessitates an explicit control of the churn.

To this end, we propose a method called Churn Approximated ReductIoN (CHAIN) to reduce the
chain effect of churn across different DRL settings. The main idea of CHAIN is to reduce the
undesirable changes to the outputs of the policy and value networks for states (and actions) outside
of the current batch of data for regular DRL training. This reduction is achieved by minimizing the
change in target values for a separate batch of data when optimizing the original policy or value
learning objective. CHAIN is easy to implement and plug in most existing DRL algorithms with only a
few lines of code1. In our experiments, we evaluate the efficacy of CHAIN in a range of environments,
including MinAtar [Young and Tian, 2019], OpenAI MuJoCo [Brockman et al., 2016], DeepMind
Control Suite [Tassa et al., 2018] and D4RL [Fu et al., 2020]. The results show that our method can
effectively reduce churn and mitigate the learning issues, thus improving sample efficiency or final
performance across online and offline, value-based and policy-based DRL settings. Moreover, our
results also show that our method helps to scale DRL agents up and achieves significantly better
learning performance when using wider or deeper networks.

The main contributions of this work are summarized as follows: (1) We study how churn occurs and
influences learning from the perspective of GPI with function approximation and present the chain
effect of churn. (2) We show how churn results in three learning issues in typical DRL settings. (3)
We propose a simple and general method and demonstrate its effectiveness in reducing churn and
improving learning performance across various DRL settings and environments.

2 Prior Work

In the past decade, a significant effort has been made to understand the learning issues of DRL
agents and propose improvements that make DRL more stable and effective. The early stage of
this effort studied bias control for value approximation with deep neural networks introducing
many improvements after DQN [Mnih et al., 2015] and DDPG [Lillicrap et al., 2015] to address
overestimation or underestimation for value-based methods [van Hasselt et al., 2016, Bellemare et al.,
2017, Hessel et al., 2018] and deep AC methods [Fujimoto et al., 2018, Haarnoja et al., 2018, Lan
et al., 2020, Kuznetsov et al., 2020, Chen et al., 2021] respectively. Additional works dig deeper
to diagnose the learning issues regarding instability and generalization, related to the Deadly Triad
in DRL [van Hasselt et al., 2018, Achiam et al., 2019], stabilizing effect of target network [Zhang
et al., 2021b, Chen et al., 2022, Piché et al., 2022], difficulty of experience replay [Schaul et al., 2016,
Kumar et al., 2020, Ostrovski et al., 2021], over-generalization [Ghiassian et al., 2020, Pan et al.,
2021, Yang et al., 2022], representations in DRL [Zhang et al., 2021a, Li et al., 2022, Tang et al.,
2022], delusional bias [Lu et al., 2018, Su et al., 2020], off-policy correction [Nachum et al., 2019,
Zhang et al., 2020, Lee et al., 2021], interference [Cobbe et al., 2021, Raileanu and Fergus, 2021,
Bengio et al., 2020] and architecture choices [Ota et al., 2020].

One notable thread is to understand the learning dynamics of DRL agents with a focus on the
non-stationary nature of RL. A prominent phenomenon of representation ability loss is studied
in [Dabney et al., 2021, Igl et al., 2021, Kumar et al., 2021, 2022, Ma et al., 2023], which reveals how
representations become less useful in later stages of learning, leading to myopic convergence. Further,
empirical studies in [Nikishin et al., 2022, D’Oro et al., 2023, Sokar et al., 2023, Nauman et al., 2024]
demonstrate that the loss of approximation ability becomes severe and leads to collapse when high

1https://github.com/bluecontra/CHAIN
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replay-ratios are adopted for better sample efficiency, while network resets and normalization methods
can be simple and effective remedies. This is further identified as plasticity loss in DRL [Lyle et al.,
2022a, Abbas et al., 2023, Dohare et al., 2023, Lyle et al., 2024, Xu et al., 2024].

Recently, it has been found that there is a dramatic change in the policy distribution where a large
portion of the greedy actions change after each batch update, called policy churn Schaul et al. [2022].
Although intuitively related to generalization [Bengio et al., 2020] and interference [Liu et al., 2023],
it presents a lack of understanding of churn’s effect on the learning behaviors of DRL agents regarding
stability, convergence, exploration, etc. Kapturowski et al. [2023] takes the inspiration and proposes
a method to robustify the agent’s behavior by adding an additional policy head to the value network
that fits the ϵ-greedy policy via policy distillation. In this work, we further the study of churn in a
more general formal framework, where churn occurs in both value and policy learning. In particular,
we focus on the dynamics of churn during the learning process and how it incurs issues in different
DRL algorithms and propose a practical method to reduce churn and improve learning performance.

3 Preliminaries

Reinforcement Learning (RL) is formulated within the framework of a Markov Decision Process
(MDP) ⟨S,A,P,R, γ, ρ0, T ⟩, defined with the state set S, the action set A, the transition function
P : S ×A → P (S), the reward functionR : S ×A → R, the discounted factor γ ∈ [0, 1), the initial
state distribution ρ0 and the horizon T . The agent interacts with the MDP by performing actions
from its policy at ∼ π(st) that defines the mapping from states to actions or action distributions. The
objective of an RL agent is to optimize its policy to maximize the expected discounted cumulative
reward J(π) = Eπ[

∑T
t=0 γ

trt], where s0 ∼ ρ0 (s0), st+1 ∼ P (st+1 | st, at) and rt = R (st, at).
The state-action value function qπ defines the expected cumulative discounted reward for all s, a ∈
S ×A and the policy π, i.e., qπ(s, a) = Eπ

[∑T
t=0 γ

trt | s0 = s, a0 = a
]
.

Policy and value functions are approximated with deep neural networks to cope with large and
continuous state-action space. Conventionally, qπ can be approximated by Qθ with parameters θ
typically through minimizing Temporal Difference (TD) loss [Sutton and Barto, 1988], i.e., L(θ) =
Es,a∼D δθ(s, a)

2 where D is a replay buffer and δθ(s, a) is a type of TD error. A parameterized policy
πϕ with parameters ϕ can be updated by taking the gradient of the objective, i.e., ϕ′ ← ϕ+α∇ϕJ(πϕ)
with a step size α. Value-based methods like Deep Q-Network (DQN) [Mnih et al., 2015] trains a
Q-network Qθ by minimizing L(θ) where δ(s, a) = Qθ(s, a)− (r + γmaxa′ Qθ−(s′, a′)) and θ−

denotes the target network. For policy-based methods, TD3 [Fujimoto et al., 2018] is often used to
update a deterministic policy with Deterministic Policy Gradient (DPG) theorem [Silver et al., 2014]:
∇ϕJ(πϕ) = Es∼D

[
∇ϕπϕ(s)∇aQθ(s, a)|a=πϕ(s)

]
; Soft Actor-Critic (SAC) [Haarnoja et al., 2018]

learns a stochastic policy with the gradient: ∇ϕĴ(πϕ) = Es∼D

[
∇ϕ log πϕ(a|s)+(∇a log πϕ(a|s))−

∇aQθ(s, a))∇ϕfϕ(ϵ; s))|a=fϕ(ϵ;s)

]
, with noise ϵ and implicit function fϕ for re-parameterization.

4 A Chain Effect of Value and Policy Churn

In this section, we present a formal study on value and policy churn and their impact on learning.
We first introduce an intuitive overview of how churn is involved in DRL (Section 4.1). Then, we
propose the definitions of the value and policy churn (Section 4.2), followed by a chain effect that
reveals how the churns interplay and bias parameter update (Section 4.3).

4.1 Generalized Policy Iteration under Churn

Generalized Policy Iteration (GPI) [Sutton and Barto, 1988] is widely used to refer to the general
principle of learning in an Evaluation-Improvement iteration manner, which applies to almost all RL
methods. In the context of DRL, i.e., with network representation and mini-batch training, the value
and policy networks’ outputs can have unexpected changes, i.e., the churn, after each mini-batch
training for the states not included in the batch. Such churns are neglected in most DRL methods, let
alone their influence on the practical learning process. In Figure 1, we extend the classic GPI diagram
by considering churn to show how it is involved in the learning process intuitively.

In the evaluation process, the parameterized Q-network Qθ approximates the value of the current
policy via repeated mini-batch training. Under the impact of churn, the Q-network is not likely to
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have output predictions the same as what was updated with explicit mini-batch training. For example,
let’s imagine we have a virtual network Q̄θ that only accepts the changes for the states updated by
mini-batch training directly and remains unchanged for the others.

Evaluation
Qθ ⇝ qπϕ

Improvement

πϕ ⇝ greedy(Qθ)

Value
Churn

Policy
Churn

πϕ Q̄θ

Qθπ̄ϕ

Figure 1: Generalized Policy Iteration
(GPI) under the value and policy churn.

Thus, the value churn, denoted by Q̄θ ⇝ Qθ, is an im-
plicit process that alters the virtual network Q̄θ to the
approximation Qθ we obtained in practice. Similarly, the
policy churn π̄ϕ ⇝ πϕ occurs in the improvement process.
As illustrated in Figure 1, the value churn and the pol-
icy churn are interwoven in the Evaluation-Improvement
process. Usually, we can assume that the churns make
non-negligible changes, i.e., Qθ ̸= Q̄θ and πϕ ̸= π̄ϕ.
Therefore, we delve into the cause of churn, its impact on
learning, and possible remedies to mitigate its negative
impact in the following sections.

4.2 Definition of Value and Policy Churn

A deep neural network can have the form fθ : X → Y with parameters θ. The network is optimized
for a set of input data Btrain = {xi} with a loss function, leading to a parameter update of θ → θ′.
Given a reference set of input data Bref = {x̄i} (where Bref ∩Btrain = ∅) and a metric d for the output
space, the churn is formally defined as:

Cf (θ, θ′, Bref) =
1

|Bref|
∑

x̄∈Bref

d(fθ′(x̄), fθ(x̄)).

Arguably, churn is an innate property of neural networks, and it is closely related to problems like
interference [Liu et al., 2020, 2023] and catastrophic forgetting [Lan et al., 2023] in different contexts.

In this paper, we focus on the churn in Q-value network Qθ and policy network πϕ. We then obtain
the definitions of the Q-value churn (CQ, w.r.t. θ → θ′) and the policy churn (Cπ , w.r.t. ϕ→ ϕ′, using
a deterministic policy for demonstration) for an arbitrary state-action pair s̄, ā ∈ Bref as follows:

cQ(θ, θ
′, s̄, ā) = Qθ′(s̄, ā)−Qθ(s̄, ā), cπ(ϕ, ϕ

′, s̄) = πϕ′(s̄)− πϕ(s̄). (1)

Then, the definitions regarding Bref can be generalized to the batch setting by aggregating data in
Bref: CQ(θ, θ′, Bref) =

1
|Bref|

∑
s̄,ā∈Bref

|cQ(θ, θ′, s̄, ā)|, Cπ(ϕ, ϕ′, Bref) =
1

|Bref|
∑

s̄∈Bref
|cπ(ϕ, ϕ′, s̄)|.

Without loss of generality, we carry out our analysis mainly regarding s̄, ā for clarity in the following.

(U.I) How the churns CQ, Cπ are caused by parameter updates First, we look into the relationship
between the Q-value churn CQ, the policy churn Cπ and the network parameter updates ∆θ =
θ′ − θ,∆ϕ = ϕ′ − ϕ. For ∆θ,∆ϕ, we use typical TD learning and DPG for demonstration: ∆θ =

α
|Btrain|

∑
s,a∈Btrain

∇θQθ(s, a)δθ(s, a), and ∆ϕ = α
|Btrain|

∑
s∈Btrain

∇ϕπϕ(s)∇aQθ(s, a)|a=πϕ(s).

Now we characterize CQ and Cπ as functions of ∆θ,∆ϕ with the help of Neural Tangent Kernel
(NTK) [Achiam et al., 2019]. For clarity, we use Btrain = {s, a} and Bref = {s̄, ā} and abbreviate
Btrain, Bref and step size α when context is clear. Concretely,

cQ(θ, θ
′) = ∇θQθ(s̄, ā)

⊤∆θ +O(∥∆θ∥2) ≈ ∇θQθ(s̄, ā)
⊤∇θQθ(s, a)︸ ︷︷ ︸

kθ(s̄,ā,s,a)

δθ(s, a)

cπ(ϕ, ϕ
′) = ∇ϕπϕ(s̄)

⊤∆ϕ +O(∥∆ϕ∥2) ≈ ∇ϕπϕ(s̄)
⊤∇ϕπϕ(s)︸ ︷︷ ︸

kϕ(s̄,s)

∇aQθ(s, a)|a=πϕ(s)

(2)

Eq. 2 shows that the value and policy churn are mainly determined by the kernels of the Q-network
kθ and the policy network kϕ, along with the TD error and the action gradient. This indicates that
churn is determined by both the network’s property itself and the learning we performed with the
network.

4.3 From Single-step Interplay to The Chain Effect of Churn

In addition to the first piece of understanding (U.I) that presents how parameter updates cause the
churns, we discuss how the churns affect parameter updates backward with two more pieces of
understanding (U.II) and (U.III), finally shedding light on a chain effect of churn.
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(U.II) How CQ, Cπ deviates action gradient and policy value First, we introduce two types of
deviation derived from the value and policy churn: (1) Action Gradient Deviation (DQ

∇a
), the change

of action gradient regarding the Q-network for states and actions that are affected by the Q-value
churn CQ; (2) Policy Value Deviation (Dπ

Q), the change of Q-value due to the action change for states
that are affected by policy churn Cπ . Formally, the two types of deviation are:

dQ∇a
(θ, θ′, s̄) =∇āQθ′(s̄, ā)|ā=π(s̄) −∇āQθ(s̄, ā)|ā=π(s̄).

dπQ(ϕ, ϕ
′, s̄) = Q(s̄, πϕ′(s̄))−Q(s̄, πϕ(s̄)).

(3)

One thing to note is the two types of deviation show the interplay between the value and policy churn,
as the value churn derives the deviation in policy (cQ

derive−−−→ dQ∇a
) and the policy churn derives the

deviation in value (cπ
derive−−−→ dπQ), as denoted by the superscripts. This interplay between the policy

and value can be shown better with the expressions below (derivation details in Appendix B):

dQ∇a
(θ, θ′) = ∇ācQ(θ, θ

′)|ā=π(s̄), dπQ(ϕ, ϕ
′) ≈ (∇āQθ(s̄, ā)|ā=πϕ(s̄))

⊤cπ(ϕ, ϕ
′) (4)

Since the action gradient and policy value play key roles in parameter updates, the deviations in them
naturally incur negative impacts on learning.

The discussion thus far is within a single parameter update. Now, we discuss the implications of these
single updates towards a chain of updates to shed light on the long-term effect of churn.

(U.III) How parameter updates are biased by CQ, Cπ and the deviations DQ
∇a

,Dπ
Q Let us

consider a segment of two consecutive updates, denoted by (θ−, ϕ−)→ (θ, ϕ)→ (θ′, ϕ′). The churns
occurred during the last update (θ−, ϕ−)→ (θ, ϕ) participate in the current update (θ, ϕ)→ (θ′, ϕ′)
about to perform. Concretely, the churns affect the following aspects: (1) Q-value estimate, (2) action
selection in both TD error and policy objective, and (3) the gradient of network parameters.

From these aspects, we can deduce the difference between the parameter updates under the impact of
the value and policy churn (denoted by ∆̃θ, ∆̃ϕ) and the conventional ones ∆θ,∆ϕ. As a result, we
can find that the value and policy churn, as well as the deviations derived, introduce biases in the
parameter updates. We provide the complete discussion and derivation in Appendix B.2.

The analysis on the update segment (θ−, ϕ−)→ (θ, ϕ)→ (θ′, ϕ′) can be forwarded, and taking the
three pieces of understanding together, we arrive at the chain effect of churn.

The Chain Effect of Churn: (U.I) Parameter updates cause the value and policy churn,
(U.II) which further leads to the deviations in the action gradient and policy value; (U.III) the
churns and the deviations then bias following parameter updates.

Parameter Update
of Q and Policy

Q-value and Policy Churn Deviation in Action Gradient and Policy Value

Cause

Derive

Influence

∆̃θt(Btrain), ∆̃ϕt(Btrain)

CQ(θt, θt+1, {s̄, ā})

Cπ(ϕt, ϕt+1, {s̄, ā})
DQ

∇a
(θt, θt+1, {s, πϕt(s)})

Dπ
Q(ϕt, ϕt+1, {s′, πϕt

(s′)})

Figure 2: Illustration of the logical cycle of the chain
effect of the value and policy churn.

As the cycle illustrated in Figure 2, the
value and policy churn and the parame-
ter update bias accumulate and can am-
plify each other throughout the learning
process. Intuitively, the parameter update
chain could derail and fluctuate under the
accumulating churns and biases, thus pre-
venting stable and effective learning. We
concretize our study on the consequences
in the next section.

5 Reducing Value and Policy Churn in Deep RL

In this section, we show concrete learning issues caused by churn in typical DRL scenarios (Sec-
tion 5.1), followed by a simple plug-in method to reduce churn and address the issues (Section 5.2).

5.1 Consequences of the Chain Effect of Churn in Different DRL Scenarios

Since churn is involved in most DRL methods, as illustrated by Figure 1, our study focuses on several
typical DRL scenarios below.
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Greedy action deviation in value-based methods Value-based methods like DQN train a Q-
network Qθ and compute the policy by choosing the greedy action of Qθ. A consequence of
computing the action greedily is that changes in the values will directly cause changes in the
action distribution [Schaul et al., 2022]. Similarly to Eq. 4, this deviation can be formalized as:
DQ

a∗(θ, θ′, Bref) = 1
|Bref|

∑
s̄∈Bref

IA\{argmaxa Qθ(s̄,a)}
(
argmaxā Qθ′(s̄, ā)

)
. We suspect that this

deviation introduces instability and hinders learning, and we focus on whether reducing churn can
improve the performance of value-based methods.

Trust region violation in policy gradient methods Trust region plays a critical role in many
policy gradient methods for reliable and efficient policy updates. Proximal Policy Optimization
(PPO) [Schulman et al., 2017] uses a clipping mechanism as a simple but effective surrogate of the trust
region for TRPO [Schulman et al., 2015]: Clip

(
r(ϕold, ϕ), 1− ϵ, 1 + ϵ

)
and r(ϕold, ϕ) =

πϕ(a|s)
πϕold (a|s)

.
With respect to policy churn, even though the PPO policy conforms to the trust region for the states in
the current training batch, it could silently violate the trust region for other states, including previously
updated ones. Consider the policy update ϕ→ ϕ′, it is highly likely to have r(ϕ, ϕ′) =

πϕ′ (ā|s̄)
πϕ(ā|s̄) ̸= 1

and thus r(ϕold, ϕ
′) =

πϕ′ (ā|s̄)
πϕold (ā|s̄)

= r(ϕold, ϕ)r(ϕ, ϕ
′) ̸= r(ϕold, ϕ). Since we have no information

about r(ϕ, ϕ′), there is no guarantee for the trust region 1− ϵ ≤ r(ϕold, ϕ
′) ≤ 1 + ϵ to be respected

after churn. Intuitively, this implicit violation is hazardous and detrimental to learning.

Dual bias of policy value in Actor-Critic methods Deep AC methods interleave the training
between the actor-network and the critic-network. Unlike the two scenarios above, where either
the value churn or the policy churn raises a learning stability issue, we present the dual bias of
policy value that stems from the bilateral effect of churn. The dual bias exists in the policy value
as Qθ′(s̄, πϕ′(s̄)) ̸= Qθ(s̄, πϕ(s̄)). In the context of AC methods, the policy value is used for the
target computation of the critic rt + γQθ′(st+1, πϕ′(st+1)) and the optimization objective of the
actor ∇ϕQθ′(s, πϕ′(s)). Thus, the dual bias steers the training of the actor and the critic.

Given these negative consequences of churn, a question is raised naturally: how can we control the
level of churn to mitigate the issues without introducing complex trust regions or constraints?

5.2 A Regularization Method for Churn Reduction

In this section, we propose a regularization method to reduce value and policy churn, called Churn
Approximated ReductIoN (CHAIN). To combat the prevalence of churn’s negative influence on DRL,
our method should be simple to implement and easy to use with different RL methods.

Based on the definitions of the value churn (CQ) and the policy churn (Cπ) in Section 4.2, we propose
two corresponding loss functions LQC and LPC for churn reduction. Formally, for parameterized
networks Qθt , πϕt at time t and a reference batch Bref sampled from replay buffer, we have:

LQC(θt, Bref) =
1

|Bref|
∑

s̄,ā∈Bref

(
Qθt(s̄, ā)−Qθt−1(s̄, ā)

)2 (5)

LPC(ϕt, Bref) =
1

|Bref|
∑

s̄∈Bref

dπ(πϕt(s̄), πϕt−1(s̄)) (6)

where dπ is a policy distance metric, and we use mean square error or KL divergence for deterministic
or stochastic policies. Ideally, the regularization should be imposed on the post-update network
parameters θt+1, ϕt+1. Since they are not available at time t, we regularize θt, ϕt and use θt−1, ϕt−1

as the targets for a convenient and effective surrogate.

By minimizing LQC and LPC, we can reduce the value and policy churn and suppress the chain
effect further. This allows us to use the churn reduction regularization terms along with standard RL
objectives and arrives at DRL with CHAIN finally:

minimizeθ L(θt, Btrain) + λQLQC(θt, Bref) (7)

maximizeϕ J(ϕt, Btrain)− λπLPC(ϕt, Bref) (8)
where Btrain, Bref are two separate batches randomly sampled from D, and λQ, λπ are coefficients that
control the degree of regularization. CHAIN serves as a plug-in component that can be implemented
with only a few lines of code modification in most DRL methods. The pseudocode is omitted here,
and we refer the readers to Algorithm 1 in the Appendix.
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Automatic adjustment of λQ, λπ To alleviate the difficulty of manually selecting the regularization
coefficients, we add a simple but effective method to adjust λQ, λπ adaptively during the learning
process. The key principle behind this is to keep a consistent relative scale (denoted by β) between the
churn reduction regularization terms and the original DRL objectives. More precisely, by maintaining
the running means of the absolute Q loss |L̄Q| and the VCR term |L̄QC|, λQ is computed dynamically
as λQ = β

|L̄Q|
|L̄QC|

, which is similar for λπ. This is inspired by our empirical observations and the
recent study on addressing the reward scale difference across different domains [Hafner et al., 2023].

Another thing worth noting is that CHAIN helps to mitigate the loss of plasticity via churn reduction.
This connection can be established by referring to the NTK expressions in Eq. 2: reducing churn
encourages kθ, kϕ to 0 and thus prevents the empirical NTK matrix from being low-rank, which is
shown to be a consistent indicator of plasticity loss [Lyle et al., 2024].

6 Experiments

In the experiments, we aim to answer the following questions: (1) How large is the value and policy
churn in practice, and can our method effectively reduce churn? (2) Does our method’s reduction of
churn address learning issues and improve performance in terms of efficiency and episode return? (3)
Does CHAIN also improve the scaling abilities of deep RL?

We organize our experiments into the four subsections below that correspond to the three DRL
scenarios discussed in Section 5.1 as well as a DRL scaling setting. Our experiments include 20
online RL tasks from MinAtar, MuJoCo, DMC, and 8 offline RL datasets from D4RL, as well as 6
popular algorithms, i.e., DoubleDQN, PPO, TD3, SAC, IQL, AWAC. We provide the experimental
details in Appendix C and more results in Appendix D.

6.1 Results for CHAIN DoubleDQN in MinAtar

We use DoubleDQN (DDQN) [van Hasselt et al., 2016] as the value-based method and Mi-
nAtar [Young and Tian, 2019] as the experiment environments. MinAtar is an Atari-inspired testbed
for convenient evaluation and reproduction. We build our DoubleDQN based on the official MinAtar
code with no change to the network structure and hyperparameters. We implement CHAIN DDQN by
adding a few lines of code to apply the value churn reduction regularization in the standard training
of the Q-network (Eq. 7). For CHAIN DDQN, λQ is set to 50 for Breakout and 100 for the other
tasks. For CHAIN DDQN with automatic adjustment of λQ (denoted by the suffix ‘Auto’), the target
relative loss scale β is set to 0.05 for all the tasks.
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Figure 3: The value churn (left) and the
greedy action deviation percentage (right) in
Breakout w/ and w/o CHAIN.

First, to answer Question (1), we report the value
churn and the greedy action deviation of DDQN
in Figure 3. Each point means the average metric
across randomly sampled states and the whole learn-
ing process. As expected, we can observe that the
value churn accumulates as more training updates
take place, leading to the growth of greedy action
deviation. With CHAIN, the churn and deviation are
reduced significantly. We refer the readers to Figure 9
for more statistics on the value churn.

Further, we show the learning curves of CHAIN DDQN regarding episode return in Figure 4. We
can see that CHAIN consistently achieves clear improvements over DDQN in terms of both sample
efficiency and final scores, especially for Asterix and Seaquest. Moreover, CHAIN (Auto) matches or
surpasses the results achieved by manual coefficients, which supports Question (2) positively. In the
next subsection, we evaluate how much CHAIN can improve policy gradient-based RL algorithms.

6.2 Results for CHAIN PPO in MuJoCo and DMC

Corresponding to the second DRL scenario discussed in Section 5.1, we focus on the policy churn in
Proximal Policy Optimization (PPO) [Schulman et al., 2017] and try to answer the first three questions
for policy gradient-based RL algorithms. We build the experiments on the public implementation
of PPO from CleanRL [Huang et al., 2022] and use the continuous control tasks in MuJoCo and
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Figure 4: The evaluation of CHAIN DoubleDQN in MinAtar regarding episode return. Curves and
shades denote means and standard errors over six random seeds.

DeepMind Control (DMC) as the environments for evaluation. Following the same principle, we
implement CHAIN PPO by adding the policy churn reduction regularization to the standard PPO
policy training (Eq. 6), with no other modification to the public PPO implementation.

First, to understand the level of churn, we compare PPO and CHAIN PPO with different choices of
λπ in terms of policy churn and episode return. In summary, we observed that PPO also exhibits clear
policy churn, and CHAIN significantly reduces it throughout learning, which answers Question (1).
Figure 10 shows the details for this analysis. Note that more policy churn makes it more likely to
violate the trust region as Cπ ∝ r(ϕ, ϕ′) discussed in Section 5.1. In turn, we also observed CHAIN
PPO consistently outperforms PPO in Ant-v4 and HalfCheetah-v4 across different choices of λπ .

Further, we aim to answer Question (2) and evaluate whether CHAIN can improve the learning
performance of PPO in terms of episode return. For CHAIN PPO (Auto), we set the target relative
loss scale β to 0.1 for MuJoCo tasks and 0.02 for DMC tasks. The results for MuJoCo and DMC
tasks are reported in Figure 5. The results show that CHAIN PPO outperforms PPO in most cases
with higher sample efficiency and final episode return, often significantly. We believe that our results
reveal a promising direction to improve more trust-region-based and constraint-based methods in
DRL by addressing the issues caused by churn.
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Figure 5: The evaluation of CHAIN PPO in MuJoCo and DeepMind Control (DMC) tasks regarding
episode return. Curves and shades denote means and standard errors over twelve random seeds.

6.3 Results for Deep Actor-Critic Methods with CHAIN in MuJoCo and D4RL

Next, we continue our empirical study and evaluate our method for deep actor-critic (AC) methods.
We separate our study into online and offline settings, as presented below.

Online AC methods We use TD3 [Fujimoto et al., 2018] and SAC [Haarnoja et al., 2018] and
MuJoCo environments based on the public implementation of TD3 and SAC from CleanRL. Since
AC methods are bilaterally affected by churn, we consider two variants of CHAIN, either of which
only applies the value churn reduction (VCR) or the policy churn reduction (PCR).
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For Question (1), we again find that both TD3 and SAC exhibit value and policy churn in all
environments, and CHAIN-VCR and CHAIN-PCR effectively reduce them respectively in Figure 11
and 12. For Question (2), Figure 6 shows the evaluation results regarding episode return. We can
see that CHAIN-PCR often improves the learning performance, especially for Ant-v4; in contrast,
CHAIN-VCR improves slightly. We hypothesize that this is because the policy interacts with the
environment directly, and the target critic-network also helps to reduce the value churn due to its
delayed synchronization with the online critic.

Due to the limitation of space, we refer the readers to Appendix D.3 for more results on churn
reduction, the influence of different choices of λQ, λπ, the results of combining VCR and PCR, as
well as the effect of auto-adjustment of the regularization coefficient for TD3 and SAC.
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Figure 6: The evaluation of CHAIN TD3 and CHAIN SAC in MuJoCo regarding episode return.

Offline AC methods In Offline RL, a policy is trained over a fixed dataset. We investigate if reducing
churn can also improve the convergence of Offline RL. We use IQL [Kostrikov et al., 2022] with D4RL
Antmaze dataset [Fu et al., 2020] and AWAC [Nair et al., 2020] with Adroit for our demonstration
due to their popularity and good performance in corresponding tasks. Concretely, we use the public
implementation and benchmark scores for IQL and AWAC from CORL2. To apply CHAIN to IQL and
AWAC, we implement the regularization for value churn reduction (VCR, Eq. 7) and policy churn
reduction (PCR, Eq. 8) separately by adding a couple of lines of code without any other modification.
We use λπ = 1e3 for both CHAIN IQL (PCR) and CHAIN AWAC (PCR); λQ = 0.01 for CHAIN
IQL (VCR) and 0.1 for CHAIN AWAC (VCR) across different tasks. The results are summarized in
Table 1 and 2.

Table 1: Results for CHAIN IQL in Antmaze, with means and standard errors over twelve seeds.

Task IQL CHAIN IQL (PCR) CHAIN IQL (VCR)

AM-umaze-v2 77.00 ± 5.52 84.44 ± 3.19 83.33 ± 2.72
AM-umaze-diverse-v2 54.25 ± 5.54 62.50 ± 3.75 71.67 ± 7.23
AM-medium-play-v2 65.75 ± 11.71 72.50 ± 2.92 70.00 ± 3.33

AM-medium-diverse-v2 73.75 ± 5.45 76.67 ± 4.51 66.67 ± 3.79
AM-large-play-v2 42.00 ± 4.53 50.00 ± 4.56 43.33 ± 4.14

AM-large-diverse-v2 30.25 ± 3.63 26.67 ± 3.96 31.67 ± 2.31

Table 2: Results for CHAIN AWAC in Adroit, with means and standard errors over twelve seeds.

Task AWAC CHAIN AWAC (PCR) CHAIN AWAC (VCR)

pen-human-v1 81.12 ± 13.47 99.72 ± 2.04 97.37 ± 3.51
pen-cloned-v1 89.56 ± 15.57 95.49 ± 2.34 96.66 ± 2.54

We observe that both CHAIN PCR and CHAIN VCR improve the scores for IQL and AWAC in most
Antmaze and Adroit tasks. We hypothesize that CHAIN suppresses churn in the training of value
and policy networks, thus reducing the bias caused by churn in parameter updates. One thing here
that differs from TD3 and SAC considered in the online setting is that the policy network of IQL has
no impact on the training of the value networks since the value networks (i.e., Q and V ) are trained
purely based on in-sample data without accessing a′ = πϕ(s

′). Thus, although IQL does not exhibit
a chain effect explicitly, the policy and value networks of IQL still have churns, which are reduced by
CHAIN in this case. We provide a further empirical study in Appendix D.4.

2https://github.com/tinkoff-ai/CORL
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6.4 Scaling DRL Agents with CHAIN

It is widely known that scaling DRL agents up is challenging. Naively scaling DRL agents by
widening or deepening the conventional MLP networks straightforwardly often fails and could even
lead to collapse. Here, we investigate the relationship between churn and scale for DRL agents, as
well as the effect of CHAIN on boosting scaling performance, to answer Question (3). We take
PPO and MuJoCo tasks as the exemplary setting and scale up both the policy and value networks
by a scale-up ratio within {2, 4, 8, 16} via widening or deepening. Note that the default network
architecture (i.e., when the scale-up ratio equals one) for both the policy and value networks is a
two-layer MLP with 256 neurons for each layer, followed by an output layer.

As expected, we observed that the performance of PPO degraded severely as the scale-up ratio
increased, as shown by the solid gray lines in Figure 7. Inspired by the prior study [Obando-Ceron
et al., 2024], we found using a decreased learning rate as lr / sqrt(scale-up ratio) alleviates
the degradation of PPO scaling to some degree (shown by the solid red lines). We then use the
learning rate setting below by default. From the perspective of churn, we also observed that scaling
PPO escalates the scale of the policy churn in PPO. More results can be found in Appendix D.5.
Therefore, we then evaluate the effect of CHAIN in this scaling setting. The results are shown in
Figure 7 with dashed lines. By comparing the lines in the same color, we found that CHAIN improves
the learning performance of PPO across almost all scale-up ratios and the two learning rate settings.
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Figure 7: The results regarding episode return for scaling PPO via widening. CHAIN helps to scale
almost across all the configurations. Similar results can be found for widening scaling in Figure 20.

In addition, we extend the training horizon from 2M to 10M for Ant, Humanoid, and Walker2d. The
results are reported in Table 3. For both widening or deepening cases, CHAIN helps to scale up
PPO and achieves clear improvement in terms of episode return. Comparatively, scaling by widening
slightly outperforms deepening, which echoes the observation in [Ota et al., 2020] to some extent.

Table 3: Scaling PPO with CHAIN. Means and standard errors of final episode return over six seeds.

Alg. (scale) Ant (10M) Human. (10M) Walker2d (10M)

PPO 2238.45 ± 256.07 1620.45 ± 212.10 3316.77 ± 269.42

PPO (4x wider) 3013.95 ± 223.77 2998.18 ± 237.95 3795.05 ± 208.17
CHAIN PPO (4x wider) 4916.66 ± 109.01 4830.58 ± 231.42 4668.16 ± 234.45

PPO (4x deeper) 2777.62 ± 136.78 3489.47 ± 166.28 2845.68 ± 260.02
CHAIN PPO (4x deeper) 3760.46 ± 158.29 4090.80 ± 187.01 3242.83 ± 173.54

PPO (8x wider) 4235.63 ± 209.68 3198.01 ± 344.71 4335.17 ± 123.12
CHAIN PPO (8x wider) 5592.94 ± 205.23 5246.15 ± 130.73 5161.42 ± 343.40

PPO (8x deeper) 3364.46 ± 173.25 2780.67 ± 304.10 3057.89 ± 299.61
CHAIN PPO (8x deeper) 4278.76 ± 122.61 4434.48 ± 144.92 3324.29 ± 255.88

Our results indicate that uncontrolled churn could be a possible reason for the scaling issue of DRL
agents, and CHAIN improves scaling by reducing churn effectively. Though appealing, CHAIN does
not fully address the scaling issue per se, and achieves sub-linear scaling on DRL agents.

7 Conclusion

In this paper, we conduct a formal study of churn in a general view and present the chain effect of
value and policy churn. The chain effect indicates a compounding cycle, which biases parameter
updates throughout learning. We propose an easy-to-implement method for value and policy churn
reduction. Our experimental results demonstrate the effectiveness of our method in reducing churn
and improving learning performance over a range of DRL environments and algorithms.
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A Limitations

Our work is limited in several directions below and we expect further studies on these points in the
future.

• First, the theoretical analysis of the chain effect under concrete assumptions remains to
be explored. Other perspectives that may influence churn, such as network structure,
representation learning, and experience replay are not considered in this work, which are
worthwhile to study in the future.

• Moreover, although we provided a simple method to adjust the regularization coefficients
dynamically throughout learning by keeping a consistent relative loss scale, it is not suffi-
cient for us to use the same hyperparameter for different domains. We believe that using
normalization techniques to unify the scales in different domains is necessary to address this
point, similar to the work in [Hafner et al., 2023].

• Besides, for algorithms that involve the learning of both policy and value (e.g., deep AC
methods), the implementation of CHAIN in different problems faces the question of choosing
the best option among PCR, VCR and DCR. For this, we expect to develop a better method
to integrate the effect of PCR and VCR in the future.

• Another remaining problem is the lack of an in-depth understanding of the positive and
negative effects of churn on the generalization of DRL agents, which could drive new
methods that better leverage the potential of churn.

B Additional Formal Analysis

B.1 The NTK Expressions of Two Types of Deviation

The NTK expression for the action gradient deviation DQ
∇a

is straightforward to obtain by plugging
in the NTK expression for the Q-value churn:

DQ
∇a

(θ, θ′) = ∇āQθ′(s̄, ā)|ā=π(s) −∇āQθ(s̄, ā)|ā=π(s̄)

= ∇ā(Qθ′(s̄, ā)−Qθ(s̄, ā)︸ ︷︷ ︸
CQ(θ,θ′)

)|ā=π(s̄)

≈ ∇ā(kθ(s̄, ā, s, a)δθ(s, a))|ā=π(s̄)

≈
(
∂2Qθ(s̄, ā)

∂θ∂ā

)
∆θ|ā=π(s̄)

And for the policy value deviation Dπ
Q, the NTK expression is obtained by performing Taylor

expansion of πϕ(s̄) and plugging in the NTK expression for the policy churn:

Dπ
Q(ϕ, ϕ

′) = (∇āQθ(s̄, ā)|ā=πϕ(s̄))
⊤(πϕ′(s̄)− πϕ(s̄)︸ ︷︷ ︸

Cπ(ϕ,ϕ′)

) +O(∥πϕ′(s̄)− πϕ(s̄)︸ ︷︷ ︸
Cπ(ϕ,ϕ′)

∥2)

≈ (∇āQθ(s̄, ā)|ā=πϕ(s̄))
⊤kϕ(s̄, s)∇aQθ(s, a)|a=πϕ(s)

≈ (∇ϕπϕ(s̄)∇āQθ(s̄, ā)|ā=πϕ(s̄)︸ ︷︷ ︸
DPG of πϕ at s̄

)⊤∆ϕ

The NTK expression of the two types of deviation above indicates that action gradient deviation
and policy value deviation are mainly influenced by the second-order partial derivatives of Qθ and
the deterministic policy gradient (DPG) of πϕ at the state s̄ considered, in addition to the parameter
update. An interesting observation here is, policy value deviation of policy churn has an implicit
optimization effect (while altered by ∆ϕ) for the reference states (i.e., s̄) although the parameter
update ϕ→ ϕ′ is performed for the training states (i.e., s). We observe that Dπ

Q is positive in overall
in our empirical investigation later (Appendix D). However, careful considerations are needed in the
future because the implicit optimization could be delusional as churn also occurs in Qθ through the
learning process.
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Figure 8: An illustration of the parameter update chain with the value and policy churn. Blue and
green arrows denote iterative updates of the value network and policy network. The value and policy
churn and their deviations are marked in red.

B.2 Complete Discussions and Derivations for Section 4.3

Recall conventional gradients ∆θ,∆ϕ of value network and policy network:

∆θ(s, a) = ∇θQθ(s, a)δθ(s, a)

∆ϕ(s) = ∇ϕπϕ(s)∇aQθ(s, a)|a=πϕ(s)

where δθ(s, a) = r + γQθ(s
′, πϕ(s

′)).

Now let us re-consider the gradients by taking into consideration the value and policy churn, denoted
by ∆̃θ, ∆̃ϕ. Our purpose is to formulate the difference between ∆̃θ, ∆̃ϕ and ∆θ,∆ϕ as functions of
the policy and value churns, as well as their derivatives.

More derivatives of CQ, Cπ Before looking into the gradients ∆̃θ, ∆̃ϕ, we need three more defini-
tions for network parameter gradient deviation caused by value and policy churn, and action gradient
deviation caused by policy churn, during parameter update θ → θ′, ϕ→ ϕ′.

• Q-network Gradient Deviation of Value Churn: DQ
∇θ

(θ, θ′, {s̄, ā}) = ∇θ′Qθ′(s̄, ā) −
∇θQθ(s̄, ā).

• Policy Network Gradient Deviation of Policy Churn: Dπ
∇ϕ

(ϕ, ϕ′, {s̄}) = ∇ϕ′πϕ′(s̄) −
∇ϕπϕ(s̄).

• Action Gradient Deviation of Policy Churn: Dπ
∇a

(ϕ, ϕ′, {s̄}) = ∇ā′Q(s̄, ā′)|ā′=πϕ′ (s̄) −
∇āQ(s̄, ā)ā=πϕ(s̄)

Note Dπ
∇a

(ϕ, ϕ′, {s}) denotes the action gradient caused by the policy churn for the Q function
affected by the churns Qθ

::
rather than Qθ. Dπ

∇a
is a further consequence of policy value deviation

caused by the policy churn Dπ
Q(ϕ

−, ϕ, {s}).
To shed light on the long-term effect of churn, we depict a typical iterative update scenario in Figure 8,
where the Q-network and policy network update with corresponding gradients in a chain. Different
from conventional analysis, we explicitly consider the value and policy churn and study how they
affect the chain of parameter updates.

As in Section 4.3, we focus on the segment (θ−, ϕ−)→ (θ, ϕ)→ (θ′, ϕ′) on the chain of update. The
churns occurred during the past update (θ−, ϕ−)→ (θ, ϕ), which should further affect the update
about to perform at present (θ, ϕ) → (θ′, ϕ′). Concretely, the churns and the deviations affect the
following aspects: (1) Q-value estimate and (2) action selection in both TD error and policy objective,
and (3) the gradient of network parameter. Now we are ready to deduce the parameter update under
the effect of the value and policy churn below. Note that we use

:
under the terms that are affected by
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value and policy churn:

∆̃θ(s, a) = ∇θQθ
:::::

(s, a)∆̃θ(s, a) = ∇θQθ
:::::

(s, a)(r + γQθ
::

(s′, a
:

′)−Qθ
::

(s, a))

=
(
∇θQθ(s, a) + (∇θQθ

:::::
(s, a)−∇θQθ(s, a))

)(
r + γ

[
Qθ(s

′, a′) + (Qθ
::

(s′, a
:

′)−Qθ
::

(s′, a′))

+ (Qθ
::

(s′, a′)−Qθ(s
′, a′))

]
−
[
Qθ(s, a) + (Qθ

::
(s, a)−Qθ(s, a))

])
=

(
∇θQθ(s, a) +DQ

∇θ
(θ−, θ, {s, a})

)(
δθ(s, a) + γ(Dπ

Q(ϕ
−, ϕ, {s′, πϕ

::
(s′)}) + CQ(θ−, θ, {s′, πϕ(s

′)}))

− CQ(θ−, θ, {s, a})
)

= ∇θQθ(s, a)δθ(s, a)

+ γ∇θQθ(s, a)(Dπ
Q(ϕ

−, ϕ, {s′, πϕ
::

(s′)}) + CQ(θ−, θ, {s′, πϕ(s
′)}))−∇θQθ(s, a)CQ(θ−, θ, {s, a})

+DQ
∇θ

(θ−, θ, {s, a})
(
δθ(s, a) + γ(Dπ

Q(ϕ
−, ϕ, {s′, πϕ

::
(s′)}) + CQ(θ−, θ, {s′, πϕ(s

′)}))− CQ(θ−, θ, {s, a})
)

∆̃ϕ(s) = ∇ϕπϕ
::::

(s)∇aQθ
:::::

(s, a
:
)|a=πϕ:::

(s)

=
(
∇ϕπϕ(s) + (∇ϕπϕ

::::
(s)−∇ϕπϕ(s))

)(
∇aQθ(s, a) + (∇aQθ

:::::
(s, a

:
)−∇aQθ

::
(s, a))

+ (∇aQθ
::

(s, a)−∇aQθ(s, a))
)
|a=πϕ:::

(s),a=πϕ(s)

=
(
∇ϕπϕ(s) +Dπ

∇ϕ
(ϕ−, ϕ)

)(
∇aQθ(s, a) +Dπ

∇a
(ϕ−, ϕ, {s}) +DQ

∇a
(θ−, θ, {s, a})

)
|a=πϕ(s)

= ∇ϕπϕ(s)∇aQθ(s, a)|a=πϕ(s) +∇ϕπϕ(s)
(
Dπ

∇a
(ϕ−, ϕ, {s}) +DQ

∇a
(θ−, θ, {s, a})

)
|a=πϕ(s)

+Dπ
∇ϕ

(ϕ−, ϕ)
(
∇aQθ(s, a) +Dπ

∇a
(ϕ−, ϕ, {s}) +DQ

∇a
(θ−, θ, {s, a})

)
|a=πϕ(s)

As a result, we can find that the value and policy churn, as well as the deviations derived, introduce
biases in the parameter updates.

Recall that the parameter updates cause the churns constantly, the analysis on the update segment
(θ−, ϕ−) → (θ, ϕ) → (θ′, ϕ′) can be forwarded and leads to the cycle illustrated in Figure 2: (1)
parameter update causes the value and policy churn CQ, Cπ, which (2) further deviates the action
gradient and policy value Dπ

Q,D
Q
∇a

(and the other deviations); (3) the churns and the deviations then
bias following parameter updates with ∆̃θ, ∆̃ϕ. Consequently, the value and policy churn and the
parameter update bias accumulate and can amplify each other throughout the learning process.

Apparently, the long-term chain effect is intricate as the training process is stochastic and the churns
are influenced by various factors, e.g., network structure, learning objective, and data distribution.
We leave theoretical studies under concrete assumptions in the future.

C Experimental Details

C.1 Compute Resources and Time Cost

We use Nvidia V100 GPU for our experiments. The additional computation introduced by CHAIN
lies in the sampling and training with a second batch of data for the churn reduction regularization.
In essence, it just increases the batch size by 2 to use CHAIN, resulting in a constant change in
complexity with respect to the default DRL algorithm. This is a small price to pay to reduce the
churn and increase policy performance. In practice, we also observe similar wall-clock time cost for
standard DRL methods and their CHAIN versions.

More importantly, since CHAIN often brings higher sample efficiency, i.e., achieving the same level
of score with fewer interaction steps, this implies that CHAIN accelerates learning and achieves good
performance earlier. Concrete examples can be found in our experimental results.
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C.2 Empirical Metrics for the Investigation of the Chain Effect

To investigate the extent of the value churn and the policy churn, we compare the output changes
between current networks (θt, ϕt) and past network versions (θ−, ϕ−) ∈ {(θt−i, ϕt−i)}Ni=1.

For policy-based methods, we study TD3 and SAC for MuJoCo. We compute the value churn
(ĈQsa , Ĉ|Qsa|), the policy churn (Ĉπ) and the value deviation of policy churn (D̂π

Q) throughout
learning.

For value-based methods, we compute the percentage of the greedy action deviation (D̂Q
a⋆), the

value churn of greedy action (ĈQa⋆ ) and the value churn of all actions (ĈQs
, Ĉ|Qs|) These metrics are

summarized in Table 4.

Table 4: Churn and deviation metrics used in our experiments. θt, ϕt and θ−, ϕ− are current networks
and previous networks. The metrics are averaged over s̄, ā in a reference buffer.

The Metrics for Policy-based Methods

ĈQsa
(θ−, θt) Qθt(s̄, ā)−Qθ−(s̄, ā) (for TD3, SAC)

Ĉ|Qsa|(θ
−, θt) |Qθt(s̄, ā)−Qθ−(s̄, ā)| (for TD3, SAC)

Ĉπ(ϕ−, ϕt)
∥πϕt(s̄)− πϕ−(s̄))∥1 (for TD3, PPO3)

KL(πϕt(·|s̄), πϕ−(·|s̄)) (for SAC)
D̂π

Q(ϕ
−, ϕt) Qθt(s̄, πϕt

(s̄))−Qθt(s̄, πϕ−(s̄))

The Metrics for Value-based Methods

Ĉ|Qs|(θ
−, θt)

1
|A|

∑
a∈A |Qθt(s̄, a)−Qθ−(s̄, a)|

ĈQa⋆ (θ
−, θt) maxa′ Qθt(s̄, a

′)−maxa Qθ−(s̄, a)

D̂Q
a⋆(θ−, θt) I{argmaxa Qθ− (s̄,a)}(argmaxa′ Qθt(s̄, a

′))

We use N = 50 and N = 20 for MuJoCo and MinAtar environments and compute the metrics
at an interval of 1k parameter updates. For each type of metric in Table 4 and update number
i ∈ {1, . . . , N}, we compute the mean of the quantities throughout learning. We refer the readers to
Figure 9, 11 and 12 for the results in Appendix D.

C.3 Code Implementation

We use the public implementations of PPO, TD3 and SAC in CleanRL4 as our codebase. The actor
and critic networks are two-layer MLPs with 256 units for each layer. For DoubleDQN, we modified
the DQN implementation provided in the official code of MinAtar paper5 with no change to the
network structure, recommended hyperparameter choices, etc. Hyperparameters are listed in Table 5,
Table 6 and Table 7. For the experiments in the offline RL setting, we use the public implementation
and benchmark scores for IQL and AWAC from CORL6.

One thing to note is that the data in the training batch and the regularization batch should be non-
overlapping in principle, but we found simply sampling two random batches from the replay buffer
independently works well. From the probabilistic perspective, the overlap could happen at a low
probability, which is determined by the batch size and the size of the replay buffer.

We make no change to the state/observation and reward of MuJoCo and MinAtar environments. No
additional tricks like state normalization, reward normalization are used in our experiments.

C.4 Other Discussions

Discussion on the Data Batches Used in Training and Anlysis We use separate sets of data for
churn reduction regularization (i.e., the regularization set) and churn investigation/evaluation (i.e.,
the actual reference set), and they are randomly sampled at each network update. In other words, if
count in the regular batch for training, we have three separate batches in total: (1) a regular training

4https://github.com/vwxyzjn/cleanrl
5https://github.com/kenjyoung/MinAtar
6https://github.com/tinkoff-ai/CORL
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batch for standard RL loss computation, (2) a regularization batch for churn reduction loss, and
(3) a reference batch for churn evaluation (optional) throughout the learning process. Note that the
reference batch is only used for churn evaluation and does not influence learning.

Table 5: Hyperparameters of DoubleDQN used in MinAtar environments. The values of conventional
hyperparameters are taken from the recommended values in [Young and Tian, 2019].

DoubleDQN Hyperparameters

Learning Rate 3e−4

Training Interval 1 step
Discount Factor (γ) 0.99

Hard Replacement Interval 1000 steps
Replay Buffer Size 0.5M

Batch Size 32
Initial ϵ 1.0
End ϵ 0.1

ϵ Decay Steps 0.5M
Initial Random Steps 10k

Value Churn Reduction Hyperparameter

Value Regularization Coefficient (λQ) 50 for Breakout
100 for others

Target Relative Loss β for Auto λQ 0.05

Table 6: Hyperparameters of PPO used in MuJoCo environments. The values of conventional
hyperparameters are taken from the recommended values in CleanRL.

PPO Hyperparameters

Learning Rate 3e−4

Training Interval 2048 steps
Discount Factor (γ) 0.99
GAE Parameter (λ) 0.95

Num. of Minibatches 32
Update Epoch 10

Clipping Range Parameter (ϵ) 0.1 for MuJoCo tasks
0.2 for DMC tasks

Policy Churn Reduction Hyperparameter

Policy Regularization Coefficient (λπ) 5000 for Ant-v4
50 for other MuJoCo tasks

Target Relative Loss β for Auto λπ
0.1 for MuJoCo tasks
0.02 for DMC tasks
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Table 7: Hyperparameters of TD3 and SAC used in MuJoCo environments. The values of conventional
hyperparameters are taken from the recommended values in CleanRL. ’-’ means ’not applicable’.

TD3 & SAC Hyperparameters

Hyperparameters TD3 SAC

Actor Learning Rate 3e−4 3e−4

Critic Learning Rate 3e−4 3e−4

Actor Training Interval 2 steps 1 step
Critic Training Interval 1 step 1 step

Exploration Noise N (0, 0.1) -
Target Action Noise N (0, 0.2) -

Target Action Noise Clip 0.5 -
Discount Factor (γ) 0.99 0.99

Soft Replacement Ratio 0.005 0.005
Initial Random Steps 5k 5k
Replay Buffer Size 1M 1M

Batch Size 256 256
Optimizer Adam Adam

Churn Reduction Hyperparameters (refer to the study in Fig. 6, 11, 12)

Policy Regularization Coefficient (λπ) {0.1, 1, 20} {1e−4, 5e−4, 1e−3}
Value Regularization Coefficient (λQ) {0.1, 0.5, 1.0}

Target Relative Loss β for Auto λπ 5e−5

Algorithm 1 Deep RL with Churn Approximated ReductIoN (CHAIN).
1: Initialize the policy network πϕ and the value network Qθ with parameters ϕ, θ if they exist
2: Initialize an empty buffer D
3: set churn reduction hyperparamters λQ, λπ

4: (Optional) Set target relative loss scale β for auto-adjustment of λQ, λπ

5: for iteration t = 1, 2, 3, ... do
6: // Interact with the environment and collect samples
7: Rollout the policy with πϕ or Qθ and store interaction data in D
8: // Perform value and policy network learning
9: if time to update then

10: Sample a training batch Btrain and a reference batch Bref from D
11: Update Qθ with L(θ,Btrain), LQC(θ,Bref) by Eq. 5, 7
12: Update πϕ with L(ϕ,Btrain), LPC(ϕ,Bref) by Eq. 6, 8
13: (Optional) Re-calculate λQ, λπ according to β (refer to Section 5.2)
14: end if
15: end for
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D Complete Results

D.1 More Empirical Analysis on the Value Churn in DoubleDQN

In Figure 9 shows the statistics of the three metrics defined in Table 4. Horizontal axes show the
number of parameter updates after which the statistics are computed. Each point is obtained by
averaging all the quantities throughout learning. Curves and shades denote means and standard errors
across six random seeds.

We can observe that the amount of value churn (Ĉ|Qs|) accumulates as the update number increases.
Although there does not exist an explicit policy network, the percentage of greedy action deviation
(ĈQa⋆ ) goes up to over 20%. However, different from the case for TD3 and SAC, the value of greedy
action (D̂Q

a⋆ ) decreases and the value churn (ĈQs
) exhibits a similar trend.
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Figure 9: Different statistics on value churn of DoubleDQN in MinAtar. Horizontal axes are numbers
of parameter updates after which the statistics are computed. Each point is obtained by averaging all
the quantities throughout learning. Curves and shades denote means and standard errors across six
random seeds.

D.2 More Results of CHAIN PPO

Figure 10 provides the learning performance of CHAIN PPO on four MuJoCo tasks. Moreover, we
also report the conventional PPO policy loss and the regularization loss LPC(ϕ) during the learning
process. Figure 10 also shows the results for different choices of the hyperparameter λπ .

From the results, we can observe: (1) PPO exhibits clear policy churn (the second column). One thing
to note is that the fading of the policy churn is due to the decay of the learning rate in CleanRL’s PPO
implementation. CHAIN (2) reduces the policy churn of PPO effectively, and (3) shows performance
improvement in Ant and HalfCheetah and comparable performance in Hopper and Walker2d. For the
hyperparameter choice, in practice, we found the churn reduction coefficient between 1e3 and 1e4
works well for Ant, while 50 works best in HalfCheetah.

We hypothesize that the choice of λπ is likely to be related to the scale difference between policy
loss −J(ϕ) (the third column) and regularization term LPC(ϕ) (the fourth column). This motivates
the proposal of our method for automatic adjustment of the regularization coefficient presented in
Section 5.2.

21



0 5 10 15 20 25 30 35 40
Timestep (5e4)

0

500

1000

1500

2000

2500

3000

3500

Ep
iso

de
 R

et
ur

n
PPO
CHAIN PPO (λπ = 2000)
CHAIN PPO (λπ = 5000)
CHAIN PPO (λπ = 10000)

0 5 10 15 20 25 30 35 40
Timestep (5e4)

0.000

0.002

0.004

0.006

0.008

0.010

0.012

Po
lic

y 
Ch

ur
n 

Am
ou

nt

0 5 10 15 20 25 30 35 40
Timestep (5e4)

−0.09

−0.08

−0.07

−0.06

−0.05

−0.04

−0.03

−0.02

Po
lic

y 
Lo

ss

0 5 10 15 20 25 30 35 40
Timestep (5e4)

0.000

0.001

0.002

0.003

0.004

0.005

0.006

0.007

Re
gu

la
riz

at
io

n 
Lo

ss
 (1

e-
4)

(a) Ant
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(b) HalfCheetah
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(c) Walker2d
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(d) Hopper

Figure 10: Results for CHAIN PPO, including the learning performance, the amount of the policy
churn, the loss of conventional policy training, and the loss of regularization.

D.3 More Results of CHAIN for Deep AC Methods

We refer the readers to the following figures and tables for concrete additional results:

• Figure 11 and Figure 12 show how the value churn reduction (VCR) and policy churn
reduction (PCR) take effect during the learning process of TD3 and SAC. The four metrics
defined in Table 4 are used.

• Figure 13 and Figure 14 show the results of different choices of λQ and λπ when VCR,
PCR, or VCR+PCR (i.e., denoted by DCR) in CHAIN TD3 and CHAIN SAC.

• Figure 15 shows an overall comparison among VCR, PCR, DCR when using either of
them in CHAIN TD3 and CHAIN SAC. We also provide the comparison with Reliable
Metrics7 [Agarwal et al., 2021] in Figure 17 and Figure 18.

• Figure 16 shows the evaluation of the automatic adjustment method of λπ for CHAIN TD3
in four MuJoCo tasks.

The Effect of CHAIN-VCR and CHAIN-PCR in Reducing Churn For TD3 and SAC, the
amount of value churn (Ĉ|Qsa|) and policy churn (Ĉπ) increases as the update number i increases.
This is expected as the chain effect indicates the accumulation of churn and deviation. Besides, the
churn saturates after a sufficient number of updates on the networks. We hypothesize the target
network helps cap the amount of churn.

Moreover, we observe a positive policy value deviation of action churn (D̂π
Q), which matches our

discussion on implicit optimization effect of the policy churn in Appendix B; in contrast, the value
churn (ĈQsa ) fluctuates above and below 0.

7https://github.com/google-research/rliable

22

https://github.com/google-research/rliable


According to the relative scale, TD3 and SAC show less value and policy churn than DoubleDQN.
This is due to the structure independence of actor and critic networks. Another possible reason is that
MuJoCo locomotion may have smoother underlying problem dynamics than the MinAtar.
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(a) HalfCheetah-v4
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(b) Hopper-v4
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(c) Walker2d-v4
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(d) Ant-v4

Figure 11: Churn reduction of TD3 in MuJoCo. The 2nd-4th columns report the value of the four
metrics defined in Table 4. Horizontal axes are numbers of parameter updates after which the statistics
are computed. Each point is obtained by averaging all the quantities throughout learning.

Discussion on the Effect of CHAIN-VCR, -PCR, -DCR in Improving Episode Return In
addition to the two variants of CHAIN introduced in the main body of this paper, we introduce the
third one, i.e., Double Churn Reduction (DCR), which corresponds to applying VCR and PCR at the
same time. The related results are reported in Figure 13, 14, 15.

For CHAIN-VCR and CHAIN-PCR, we found that CHAIN-PCR often improves the learning per-
formance, especially for Ant-v4. In contrast, CHAIN-VCR improves slightly. We hypothesize that
this is because policy interacts with the environment directly and the target critic-network also helps
to cap the value churn. Between TD3 and SAC, CHAIN-PCR works better for TD3 rather than
SAC. We hypothesize that the variation (regarding the scale and range) is higher in optimizing the
Maximum-Entropy objective and KL-based PCR term together for SAC than in optimizing the Q
objective and L2-based PCR term for TD3. Another hypothesis is that the Maximum-Entropy nature
of SAC prefers the encouragement of more stochasticity in policy.

For CHAIN-DCR, we found that it is not easy to gain an immediate additive improvement regarding
episode return when using the same hyperparameter choices λQ, λπ from both sides. We suggest that
this reflects the intricate nature of the chain effect. As mentioned in Section 7, this points out the
limitation of this work in aspects like the in-depth theoretical analysis of the long-term chain effect,
the lack of automatic coefficient adjustment, and the finer-grained understanding of the positive and
negative effects of churn. We leave these directions for future work.
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(a) HalfCheetah-v4
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(b) Hopper-v4
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(c) Walker2d-v4
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Figure 12: Churn reduction of SAC in MuJoCo. The 2nd-4th columns report the value of the four
metrics defined in Table 4. Horizontal axes are numbers of parameter update after which the statistics
are computed. Each point is obtained by averaging all the quantities throughout learning.
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(c) Double Churn Reduction (DCR = VCR + PCR)

Figure 13: Hyperparameter choices for the value and policy churn reduction regularization for TD3
in MuJoCo. Curves and shades denote means and standard errors across six random seeds.
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(c) Double Churn Reduction (DCR = VCR + PCR)

Figure 14: Hyperparameter choices for the value and policy churn reduction regularization for SAC
in MuJoCo. Curves and shades denote means and standard errors across six random seeds.
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Figure 15: An overall comparison among using value churn reduction, using policy churn reduction,
and using them both for TD3 and SAC.
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Figure 16: The results for auto-adjustment of λπ for CHAIN TD3 in four MuJoCo tasks, with means
and standard errors across six seeds. The target relative loss scale β is set to 5e-5. CHAIN (Auto)
achieves comparable performance with manually selected coefficients and improves TD3.
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The Effect of Automatic Adjustment of λπ Figure 16 shows the evaluation of the automatic
adjustment method of λπ for CHAIN TD3 in four MuJoCo tasks. We can observe that CHAIN (Auto)
achieves comparable performance with manually selected coefficients and improves TD3, similarly
to the conclusions we found in Figure 4 and 5.
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Figure 17: Reliable [Agarwal et al., 2021] metrics for TD3 with different churn reduction options.
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Figure 18: Reliable [Agarwal et al., 2021] metrics for SAC with different churn reduction options.
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D.4 More Results of CHAIN for IQL with Sequential Training

As mentioned in Section 6.3, the policy network of IQL has no impact on the training of the value
networks, since the value networks (i.e., Q and V ) are trained purely based on in-sample data without
accessing a′ = πϕ(s

′). Thus, although the policy and value networks of IQL still have churns, the
chain effect of churn does not apply in this case.

The default implementation of IQL follows the fashion of iterative training between the policy
network and the value network(s). Since the training of the value networks of IQL is independent of
the policy, one natural idea is to first fully train the value networks for a sufficient budget and then
train the policy value with the well-trained and frozen value networks. We call this actor-trained-
against-final-frozen-critic fashion as sequential training of IQL.

We slightly modified the training process of the CORL implementation of IQL to realize the sequential
training of IQL: (1) First train the value network and Q network for 1M steps; (2) Then train the
policy network for 1M steps with the value network and Q network frozen; (3) We do not modify any
other implementation detail and use the same hyperparameters; (4) We check the learning curves of
the policy network and the final scores. We call this variation IQL (sequential). The total number of
gradient step is the same as the default IQL implementation where the critic and actor are trained
iteratively.

We report the final scores of IQL (sequential) with means and standard errors over 12 seeds in Table 8.
The results show that IQL (sequential) performs worse than IQL in 5 of 6 tasks. The difference
between IQL (sequential) and IQL can be fully attributed to the difference in the training dynamics,
mainly on the policy network. This also means exposing the actor network to the training process of
the Q network is helpful compared to training the actor based on a sufficiently trained and frozen Q
network. To provide some possible explanation, we guess that this is because the final Q network
is a product of accumulated value churns, and the difference in the training dynamics of the policy
network of IQL results in a further difference in the policy output on out-of-sample states. However,
it is somewhat tricky to explain the difference between IQL (sequential) and IQL. The dynamics is
beyond the scope of the chain effect of churn mechanism studied in our work.

Table 8: Results for IQL, IQL (sequential) and CHAIN IQL in Antmaze.

Task IQL IQL (sequential) CHAIN IQL (PCR) CHAIN IQL (VCR)

AM-umaze-v2 77.00 ± 5.52 60.00 ± 3.91 84.44 ± 3.19 83.33 ± 2.72
AM-umaze-diverse-v2 54.25 ± 5.54 55.00 ± 5.46 62.50 ± 3.75 71.67 ± 7.23
AM-medium-play-v2 65.75 ± 11.71 52.50 ± 3.36 72.50 ± 2.92 70.00 ± 3.33

AM-medium-diverse-v2 73.75 ± 5.45 53.33 ± 5.93 76.67 ± 4.51 66.67 ± 3.79
AM-large-play-v2 42.00 ± 4.53 17.5 ± 4.10 50.00 ± 4.56 43.33 ± 4.14

AM-large-diverse-v2 30.25 ± 3.63 5.83 ± 2.19 26.67 ± 3.96 31.67 ± 2.31

D.5 More Results for Scaling PPO with CHAIN

We take PPO and MuJoCo tasks as the exemplary setting and widen both the policy and value
networks by a scale-up ratio within {2, 4, 8, 16}. Note that the default network architecture (i.e.,
when the scale-up ratio equals one) for both the policy and value networks is a two-layer MLP with
256 neurons for each layer, followed by an output layer.

Inspired by the prior study [Obando-Ceron et al., 2024], in addition to directly scaling PPO up
(‘direct’), we use two variants that use different learning rate settings for comparison: (1) ‘linear’
means using a decreased learning rate as lr / scale-up ratio, and (2) ‘sqrt’ means using lr /
sqrt(scale-up ratio). The results of scaling PPO with different learning rate settings are shown
in Figure 19 by different colors.

As expected, we observed that the performance of PPO degrades as the increase of the scale-up ratio
severely. We found using a decreased learning rate with ‘linear’ or ‘sqrt’ alleviates the degradation of
PPO scaling to some degree.

The evaluation results of the effect of CHAIN in this scaling setting are shown in Figure 7, Figure ??
and Table 3 as discussed in the main body of this paper.
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Figure 19: The results for PPO scaling by widening with different learning rate settings. ‘direct’ means
using the default learning rate, ‘linear’ means using a decreased learning rate as lr / scale-up
ratio, and ‘sqrt’ means using lr / sqrt(scale-up ratio).
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(b) PPO Scaling by Deepening

Figure 20: The results in terms of episode return for scaling PPO with CHAIN. CHAIN helps to scale
almost across all the configurations.

D.6 More Results for CHAIN v.s. Slowing Down Learning

Since churn accompanies each time mini-batch training performed for the networks, a natural question
is: whether slowing down learning can alleviate the issue of churn. In principle, using smaller learning
rates or target network replacement rates should lead to less churn. This is because churn is positively
related to the parameter update amount (as shown by the NTK expressions in Eq. 2) and a slower
target network also slows the churn that occurs instantly in each training more when computing the
target value to fit for the critic-network.

Empirically, we ran DDQN in Asterix and Freeway and TD3 in Walker2d and Ant, with different
learning rates and target network replacement rates. The results are summarized in Table 9. We can
observe that either reducing learning rate or target network replacement rate often leads to worse
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performance, especially for TD3. To some extent, this also matches the common knowledge in the
RL community.

Table 9: Different learning rates (lr) and target network replacement rates (trr), e.g., "/ 2" means
"divided by 2". Mean final episode returns over six seeds are reported.

Alg. - Task Walker2d Ant Alg. - Task Asterix Freeway

TD3 4059.45 3069.14 DDQN 15.05 49.21

TD3 (lr / 2) 2774.87 2408.75 DDQN (lr / 2) 19.26 55.83
TD3 (lr / 10) 1314.12 1023.78 DDQN (lr / 10) 16.20 49.20

TD3 (trr / 5) 3170.18 3375.33 DDQN (trr / 5) 11.36 50.76
TD3 (trr * 5) 4057.33 2743.25 DDQN (trr * 5) 18.26 54.33

This indicates that the issue of churn cannot be addressed by reducing learning rate or target network
replacement rate (which usually slows down the learning process). Churn is a “by-product” of the
training of DRL agents and should be addressed separately.
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of the paper (regardless of whether the code and data are provided or not)?
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well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
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to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
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appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
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(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
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authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
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public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
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versions (if applicable).
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Answer: [Yes]
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• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
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societal impacts of the work performed?

Answer: [NA]
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to particular applications, let alone deployments. However, if there is a direct path to
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mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
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release of data or models that have a high risk for misuse (e.g., pretrained language models,
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Answer: [NA]
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• For existing datasets that are re-packaged, both the original license and the license of
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