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Abstract

Obtaining large-scale, high-quality datasets for document001
understanding tasks such as optical character recogni-002
tion, key information extraction, and layout analysis is003
costly and time-consuming. Synthetic document genera-004
tion offers a scalable alternative, but achieving visual re-005
alism, structural coherence, and semantic alignment re-006
mains a challenge. This work presents DocGenie, a frame-007
work for generating high-fidelity, domain-adaptable syn-008
thetic business documents using a frontier multimodal large009
language model (MLLM). DocGenie leverages seed exam-010
ples to guide HTML-based document generation, align-011
ing outputs with domain-specific content and layout con-012
ventions. To evaluate quality and similarity, DocGenie013
introduces Layout-FID, a document-aware adaptation of014
Fréchet Inception Distance that replaces InceptionV3 with015
LayoutLMv3 embeddings. Layout-FID better captures tex-016
tual, structural, and visual features, yielding more reliable017
scores across various business document categories: in-018
voices, receipts, forms, and budgets. To enhance the visual019
realism of the generated documents, two post-processing020
strategies are explored: distortions derived from seed doc-021
uments via (i) human inspection and (ii) MLLM-based pre-022
diction. This comparative study assesses their effectiveness023
across document categories with varying realistic distortion024
profiles. DocGenie thus offers a practical and extensible so-025
lution for realistic synthetic document generation and eval-026
uation tailored for document AI workflows.027

1. Introduction028

Document understanding plays a central role in various029
AI applications, including optical character recognition030
(OCR), key information extraction, layout analysis, and031
classification. Visual document understanding (VDU) mod-032
els [17, 19, 20, 30] have demonstrated that extensive pre-033
training with document corpora is essential for state-of-the-034
art performance. However, acquiring and annotating real-035

world documents is costly, labor intensive and constrained 036
by privacy concerns [8]. 037

Synthetic document generation has emerged as a scal- 038
able alternative to real-world data collection. However, gen- 039
erating realistic and diverse documents remains a challeng- 040
ing task. Existing approaches such as rule-based templates 041
[31], GAN-based synthesis [3], diffusion model-based gen- 042
eration [28], and LLM-driven generation [4] - have been 043
largely developed and evaluated on datasets like PubLayNet 044
[31], which primarily consist of scientific articles with 045
structured layouts. Also, they often lack visual realism, 046
structural coherence, or adaptability to specific document 047
domains. 048

To address the limitations of existing synthetic docu- 049
ment generation methods, this work introduces DocGenie, 050
a framework for generating high-fidelity, domain-adaptable 051
synthetic business documents using a multimodal large lan- 052
guage model (MLLM). Here, high-fidelity refers to the gen- 053
eration of documents that are visually realistic, structurally 054
coherent, and semantically aligned with the target domain 055
[23, 24]. These properties are critical for training docu- 056
ment understanding models that rely on synthetic data to 057
generalize effectively to real-world scenarios. DocGenie 058
supports seed-guided generation to enhance domain align- 059
ment and structural consistency. It targets the synthesis of 060
business documents such as invoices, receipts, forms, and 061
budgets, which are typically semi-structured and require se- 062
mantically rich, domain-specific content along with coher- 063
ent layout and visual realism. The framework also adapts 064
the Fréchet Inception Distance (FID) [9] for document eval- 065
uation by replacing InceptionV3 with LayoutLMv3 embed- 066
dings [10], resulting in Layout-FID, a metric better suited 067
to capture the structural, textual, and visual properties of 068
documents. 069

In addition, to investigate how document visual real- 070
ism could be effectively incorporated within the DocGe- 071
nie framework, a comparative study is conducted in which 072
two document distortion selection strategies are explored: 073
(i) distortions manually identified through human inspec- 074
tion of real seed documents, and (ii) distortions dynami- 075
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cally predicted by an MLLM based on the same seed in-076
puts. The study reveals that while the MLLM-driven strat-077
egy performs reasonably well when seed documents contain078
significant noise, it tends to hallucinate distortions when079
seed samples are clean. In contrast, human-curated dis-080
tortions yield more reliable and consistent improvements081
across document categories.082

To the best of our knowledge, this is the first work to pro-083
pose a unified framework for generating high-fidelity syn-084
thetic business documents across diverse formats. Although085
prior work has addressed synthetic generation in structured086
domains such as scientific articles or webpages to some ex-087
tent, no existing baselines target the visual, structural, and088
semantic variability found in business documents.089
The key contributions of DocGenie are as follows:090
• A scalable framework for MLLM-driven generation of091

structured HTML-based documents, capable of capturing092
both content and layout. The framework supports seed-093
guided generation, which enhances domain adaptability094
by aligning outputs with specific formats, styles, and vo-095
cabulary.096

• A document-specific evaluation strategy based on a mod-097
ified FID, referred to as Layout-FID, which replaces the098
InceptionV3 backbone with LayoutLMv3 [10] embed-099
dings. This metric jointly captures textual, visual, and100
spatial properties, offering a more meaningful measure of101
document similarity than conventional image-based FID.102

• A comparative study of visual realism enhancement103
strategies applied on generated documents, evaluating104
both human-curated distortions and distortions dynami-105
cally predicted by an MLLM. The analysis reveals limita-106
tions in the MLLM-based approach when seed documents107
lack significant noise, highlighting the need for further108
research into adaptive and content-aware realism mecha-109
nisms for synthetic document generation.110

2. Related Works111

Synthetic document generation has emerged as an effi-112
cient alternative to labor-intensive real-world data collec-113
tion. Traditional approaches rely on rule-based template114
generation, where textual elements are arranged in prede-115
fined layouts [6, 17, 26, 31]. While these methods offer116
structural consistency and control, they often lack semantic117
diversity and visual variability, making them less suitable118
for modeling the wide range of layouts and content found119
in real-world business documents.120

To improve diversity and realism, deep generative mod-121
els such as GANs [3, 7] and diffusion-based methods122
[12, 29] have been explored. These approaches typically123
focus on layout generation, often requiring additional mod-124
ules for text infilling and complex training pipelines. Fur-125
thermore, most of them are evaluated on datasets like Pub-126
LayNet [31], which predominantly contain scientific or aca-127

demic documents with rigid structured layouts limiting their 128
applicability to semi-structured business documents such as 129
invoices, receipts, and forms. 130

Recent LLM-powered approaches treat document lay- 131
out generation as a structured code generation task. Works 132
like LAYOUTNUWA [27] and PosterLlama [25] leverage 133
instruction tuning to produce layout code but fall short of 134
full document synthesis. DocSynth2 [4] moves closer to 135
end-to-end generation by modeling both layout and content 136
jointly through a GPT-2-based decoder. However, it is pri- 137
marily evaluated on structured academic layouts and lacks 138
domain adaptability. In contrast, DocGenie targets business 139
document generation using a frontier multimodal LLM, en- 140
abling end-to-end HTML-based content and layout genera- 141
tion without fine-tuning. Furthermore, seed samples can be 142
optionally provided to guide domain-specific structure and 143
language, improving alignment and diversity across docu- 144
ment types. 145

Evaluating synthetic document quality remains a funda- 146
mental challenge. Fréchet Inception Distance (FID) [9] is 147
widely used but is designed for natural images and fails to 148
capture the multimodal characteristics of documents [15]. 149
Metrics like mIoU and overlap scores [13] evaluate lay- 150
out alignment but do not account for text or visual realism. 151
OCR-based accuracy measures [16] provide indirect signals 152
but lack holistic assessment. To address this, DocGenie in- 153
troduces Layout-FID, an FID adaptation that replaces the 154
InceptionV3 embedding model with LayoutLMv3 [10], en- 155
abling a more robust similarity comparison that jointly re- 156
flects layout structure, text content, and visual features. This 157
document-specific adaptation bridges a critical gap in syn- 158
thetic document evaluation. 159

A key challenge in synthetic document generation is en- 160
suring that generated samples not only preserve structural 161
and semantic fidelity but also reflect the visual realism of 162
real-world documents. Realism is particularly important 163
for downstream tasks such as OCR and information extrac- 164
tion, where model performance can be sensitive to surface- 165
level artifacts. To this end, several prior works have ap- 166
plied image-based techniques to simulate real-world imper- 167
fections. Methods such as [16, 17, 26] use hand-crafted 168
visual effects that include font deformation, background 169
blending, and scanning noise to increase authenticity. How- 170
ever, these effects are typically applied statically, without 171
regard for whether such imperfections are present in the 172
target domain or seed samples, often resulting in realism 173
cues that are misaligned with the expected document style. 174
GAN-based methods [5] attempt to learn visual degrada- 175
tions such as blur, compression, and lighting variation, but 176
require additional training and lack controllability. Despite 177
growing interest, few existing works have systematically 178
studied how visual realism should be introduced in syn- 179
thetic document generation pipelines. To address this, Doc- 180

2



CVPR
#*****

CVPR
#*****

CVPR 2025 Submission #*****. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Genie conducts a comparative study of two strategies for181
enhancing visual realism in synthetic documents, informed182
by characteristics observed in seed examples: (i) manually183
identified realism cues derived through domain-specific in-184
spection of real documents, and (ii) realistic effects dynami-185
cally suggested by a MLLM conditioned on the seed inputs.186
This analysis underscores the importance of a document-187
aware, content-driven realism layer moving beyond static188
augmentation recipes toward adaptive techniques that re-189
flect domain-specific visual characteristics.190

3. DocGenie Framework: Seed-Guided Gener-191

ation and Document-Aware Evaluation192

3.1. Overview of DocGenie193

DocGenie is a modular framework for high-fidelity syn-194
thetic document generation, designed to produce visually195
realistic, structurally coherent, and semantically aligned196
business documents across multiple domains. It consists197
of three core components: (1) seed-guided HTML-based198
document generation using a frontier multimodal large lan-199
guage model (MLLM), (2) document-specific quality evalu-200
ation using a novel metric called Layout-FID, and (3) an op-201
tional visual realism enhancement module to explore strate-202
gies to further improve visual realistic aspects.203

The key novelty of DocGenie lies in its seed-guided204
generation mechanism, where a small set of real docu-205
ments is used to guide the MLLM in producing domain-206
aligned, culturally appropriate, and layout-consistent syn-207
thetic samples. Unlike template-based or layout-only meth-208
ods, DocGenie generates semantically rich and structurally209
diverse HTML documents in a single step. Another210
major contribution is the introduction of Layout-FID, a211
document-aware adaptation of the Fréchet Inception Dis-212
tance (FID), to better capture textual, visual, and spatial213
structure making it more suitable for document generation214
evaluation tasks.215

Additionally, we explore the role of post-hoc visual re-216
alism enhancement through a comparative study of two217
distortion selection strategies: (i) human-guided and (ii)218
MLLM-guided. This component is not part of the core219
generation-evaluation loop, but serves to investigate how re-220
alism artifacts can be introduced to bridge the synthetic-real221
gap in visually noisy domains. Regardless of whether real-222
ism is applied, the Layout-FID metric consistently evaluates223
the alignment between the generated and seed documents.224

An overview of the DocGenie framework is shown in225
Figure 1.226

3.2. Synthetic Document Generation with MLLM227

At the core of DocGenie is a frontier MLLM that generates228
documents in structured HTML code format. The model229
is conditioned on a user-specified document category (e.g.,230

receipts, invoices, forms) and a set of seed samples of the 231
same category, which serve as reference points for aligning 232
the style, structure, content type, and domain-specific pat- 233
terns in the output. Seed samples are a critical component 234
of the generation process, guiding the MLLM to produce 235
semantically and culturally aligned outputs that reflect real- 236
world document conventions. 237

Let: 238
• S = {s1, s2, ..., sm} be the set of seed document sam- 239

ples, each si representing a real document instance. 240
• C be the target document category (e.g., invoice, budget). 241
• N be the desired number of synthetic documents. 242
• Φ be the multimodal LLM that maps the seed set and cat- 243

egory to structured outputs. 244
The generation process yields a set of synthetic HTML- 245

based documents D̂ = {d̂1, d̂2, ..., d̂N}, defined as: 246

D̂ = Φ(S,C,N) (1) 247

The underlying conditional probability is modeled as: 248

P (D̂|S,C) =

N∏
i=1

P (d̂i|S,C) (2) 249

This setup enables the MLLM to generate documents 250
that are diverse in layout and content but anchored in the 251
structure and semantics of the seed samples. The HTML 252
outputs are subsequently rendered as PDFs to simulate re- 253
alistic document appearances. 254

3.3. Layout-FID: A Document-Centric Adaptation 255
of FID 256

To evaluate the quality, similarity and alignment of the 257
generated documents with the seed samples, DocGenie 258
uses Layout-FID, a modification of the Fréchet Inception 259
Distance (FID) that replaces the InceptionV3 backbone 260
with LayoutLMv3 embeddings [10]. FID has been widely 261
adopted for evaluating generative models due to its ability 262
to quantify both fidelity and diversity on unlabeled data, its 263
robustness to visual corruption, and its strong correlation 264
with perceptual quality [24, 28]. A lower value indicates 265
that the generated images are more similar to the real im- 266
ages. However, its reliance on natural image embeddings 267
makes it unsuitable for document specific evaluation. 268

LayoutLMv3, by contrast, is pre-trained on large-scale 269
document corpora and produces unified embeddings that 270
jointly capture textual content, visual features, and spatial 271
layout. Its effectiveness has led to its adoption in recent 272
document understanding frameworks, such as LayoutLLM 273
[21], where it serves as the encoder backbone. Leveraging 274
these properties, Layout-FID offers a more appropriate and 275
domain aligned metric for assessing the structural, seman- 276
tic, and stylistic fidelity of synthetic documents. Layout- 277
FID is computed between the LayoutLMv3 embeddings of 278
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(a) (b)

Figure 1. Overview of the DocGenie Framework: (a) Seed-guided MLLM-based generation and optional realism enhancement, (b) Lay-
outLMv3 based evaluation comparing seed and generated documents.

the generated documents and their corresponding seed sam-279
ples, enabling a document-specific evaluation grounded in280
domain-relevant characteristics.281

Formally, the Layout-FID is calculated as:282

Layout-FID = ||µr−µg||2+Tr(Σr+Σg−2
√
ΣrΣg) (3)283

where:284

• µr,Σr: mean and covariance of LayoutLMv3 embed-285
dings from the seed documents.286

• µg,Σg: mean and covariance of LayoutLMv3 embed-287
dings from the generated documents.288

This evaluation strategy offers a robust, multimodal289
comparison mechanism, distinguishing it from conventional290
FID, mIOU, or OCR-only metrics that fail to capture the full291
structural and semantic richness of documents.292

3.4. Evaluating Visual Realism Strategies for DoC-293
Genie294

In addition to its core generation and evaluation modules,295
this work presents a comparative study on enhancing the296
visual realism of synthetic documents, examining post-297
processing strategies that can optionally complement the298
DocGenie framework. While the HTML-rendered outputs299
are structurally coherent, they may lack the natural imper-300
fections typically present in real scanned or photographed301
documents. To determine effective strategies for incorpo-302
rating realism, a comparative analysis is conducted using303
a predefined set of common visual artifacts such as blur,304
compression, background noise, shadowing, etc as outlined305
in the Donut paper [17]. This list serves as a reference tax-306
onomy of visual effects frequently found in real documents.307
Following are the list of visual distortions considered.308

• Background Blending – Adds blurred textures to elimi-309
nate artificial white space.310

• Paper Texturing – Overlays natural paper textures for 311
realistic surfaces. 312

• Visual Distortions & Noise – Applies Gaussian noise, 313
Salt and Pepper noise, elastic deformations, and perspec- 314
tive shifts. 315

• Compression Artifacts & Blurring – Simulates JPEG 316
compression, motion blur, and scan imperfections. 317

• Shadow & Vignetting – Introduces lighting variations 318
through radial, linear, or irregular shadows. 319

Given this reference set, two strategies are used to select 320
which realism effects to apply to the synthetic outputs: 321

1. Human-Curated Realism: Human annotators inspect 322
the seed samples to identify which of the listed artifacts 323
are present in the given document category. Only the 324
matched effects are then applied to the generated docu- 325
ments. 326

2. MLLM-Predicted Realism: A multimodal LLM is 327
prompted with the same seed documents and the artifact 328
list, and asked to identify which visual effects are appro- 329
priate to add based on the observed characteristics of the 330
seeds. 331

The selected visual effects are applied to the rendered 332
synthetic documents as a post-processing step. To evaluate 333
the impact of realism addition, Layout-FID is computed be- 334
tween the seed documents and both the original and realism 335
enhanced synthetic documents. 336

4. Experiments 337

4.1. Experimental Setup 338

To assess the effectiveness and generalizability of DocGe- 339
nie, experiments are conducted across five structurally and 340
visually diverse business document categories: CORD re- 341
ceipts [22], SROIE receipts [11], budgets from the RVL- 342
CDIP dataset [8], forms from the Doc-UFC competition 343
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[14], and electronic invoices from a publicly available344
Mendeley repository [18]. These categories capture a spec-345
trum of real-world document complexity, layout variation,346
and visual degradation. The visual quality varies across347
types, with degradation approximately increasing in the fol-348
lowing order: Invoice → Form → Budget → SROIE Re-349
ceipt → CORD Receipt.350

Document Generation with Claude-Sonnet 3.7.351
Claude-Sonnet 3.7 [2] is employed as the underlying352
MLLM for HTML-based document generation. For each353
document category, a set of S = 10 real documents is354
selected as seed samples to guide the generation process.355
The MLLM is prompted with the seed samples and docu-356
ment category to generate N = 10 synthetic documents per357
category. Each model call generates 4 HTML-based docu-358
ments per iteration, repeated until the total target is reached.359
All generated HTML documents are rendered into high-360
resolution PDF format using a rendering engine [1]. This361
ensures the preservation of layout, font styling, and spacing362
necessary for reliable evaluation.363

Seed-Free Baseline. To evaluate the influence of seed364
guidance, synthetic documents are also generated without365
providing seed samples (i.e., zero-shot generation). This366
enables a direct comparison of domain alignment and struc-367
ture between seed-guided and seed-free generations.368

Seed-vs-Seed Baseline. To establish an upper-bound369
reference score for similarity within the same domain, FID370
is also computed between two disjoint subsets of the seed371
documents themselves. This provides a sanity check for372
intra-domain variation and helps contextualize how closely373
synthetic documents approach the distribution of real ones.374

Evaluation Protocol. We compute both Inception-375
FID and Layout-FID to compare traditional image-based376
evaluation with our proposed document-specific metric.377
Inception-FID uses InceptionV3 embeddings and serves378
as a baseline, while Layout-FID, calculated using Lay-379
outLMv3 embeddings [10] captures textual, visual and380
structural alignment relevant to document tasks. This setup381
allows us to assess the effectiveness of Layout-FID in mea-382
suring the quality of synthetic documents.383

Evaluation Stages. All FID scores are reported in two384
settings:385

1. Raw Output: Synthetic documents directly rendered386
from the MLLM’s HTML outputs.387

2. Realistic Output: Synthetic documents post-processed388
using visual realism strategies (described in Section 4.3).389

4.2. Seed-Guided vs. Seed-Free Generation390

To evaluate the impact of seed guidance on the quality of391
synthetic document generation, we compare outputs gener-392
ated with and without seed samples across all five document393
categories. The goal is to measure how reference samples394
affect structural alignment, semantic fidelity, and domain395

specificity in generated documents.

Table 1. Inception-FID and Layout-FID scores across five docu-
ment categories for seed-free and seed-guided generation, along
with the baseline computed between real seed samples (Seed vs.
Seed). Lower scores indicate higher similarity.

Setting Inception-FID ↓ Layout-FID ↓

CORD
Seed vs. Seed 160.062 6.120
Seed-Free Generation 207.615 53.242
Seed-Guided Generation 155.335 31.299

SROIE
Seed vs. Seed 70.284 3.483
Seed-Free Generation 147.463 7.059
Seed-Guided Generation 109.307 3.524

Invoice
Seed vs. Seed 8.509 0.875
Seed-Free Generation 51.444 9.171
Seed-Guided Generation 40.842 5.614

Form604
Seed vs. Seed 26.029 1.460
Seed-Free Generation 84.616 10.881
Seed-Guided Generation 44.748 3.448

Budget
Seed vs. Seed 90.948 11.125
Seed-Free Generation 137.279 15.289
Seed-Guided Generation 87.152 8.757

396
For each document type, a fixed set of S = 10 seed sam- 397

ples is selected. Using Claude-Sonnet 3.7, we perform three 398
independent generation runs to produce N = 10 synthetic 399
documents per category in both seed-guided and seed-free 400
modes. This setup accounts for the stochastic nature of 401
LLM output while keeping the seed set constant. All gener- 402
ated documents are rendered into PDFs and evaluated using 403
both Inception-FID and Layout-FID. 404

We also compute a baseline FID score by comparing two 405
non-overlapping subsets of the seed samples (seed-vs-seed). 406
This score reflects the inherent intra-domain variation and 407
acts as an upper-bound reference to assess how closely the 408
synthetic outputs resemble real documents from the same 409
distribution. 410

As shown in Table 1, seed-guided generation consis- 411
tently yields lower Layout-FID scores across all document 412
categories, indicating stronger alignment with the structural 413
and semantic characteristics of the seed domain. In doc- 414
ument types like Form604 and Invoice (Figure 2 column 415
3,4), where the layout is highly consistent and only textual 416
content varies, the seed-guided Layout-FID scores (3.448 417
and 5.614) approach the seed-vs-seed baselines (1.460 and 418
0.875), reflecting strong alignment. In contrast, domains 419
with higher intra-category variation—such as Budgets and 420
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Figure 2. Qualitative comparison across document types. Columns correspond to document categories: CORD, SROIE, Form604, Invoice,
and Budget. Each row shows a real seed sample (top), a seed-free synthetic generation (middle), and a seed-guided generation (bottom).
All document types show notable improvements in structure and fidelity with seed guidance.

Receipts (CORD) show larger absolute Layout-FID val-421
ues, but still exhibit a substantial improvement when seeds422
are used. The qualitative examples in Figure 2 support423
these observations, showing that seed-guided outputs main-424
tain domain-specific layout and semantic conventions more425
faithfully.426

These results also underscore the limitations of427
Inception-FID for document-level evaluation. While the428
relative trend of score reduction across settings (e.g., seed-429
free vs. seed-guided) appears directionally consistent with430
Layout-FID, the absolute values of Inception-FID remain431
disproportionately high even for visually clean and struc-432
turally consistent categories like Invoice and Form604. This433
suggests that Inception embeddings fail to capture fine-434
grained textual, layout, and structural similarities that are435
critical to document understanding. In contrast, Layout-436
FID built on LayoutLMv3, a document-pretrained encoder437
offers a more reliable and interpretable metric. Its lower438

absolute scores reflect a higher degree of semantic, struc- 439
tural, and visual alignment with the seed samples, support- 440
ing its suitability for evaluating synthetic document fidelity 441
beyond what natural image-based metrics can offer. The 442
rise in Layout-FID scores under seed-free generation clearly 443
indicates a lack of alignment with cultural, linguistic, and 444
domain-specific conventions. Without access to representa- 445
tive examples, the MLLM generates structurally reasonable 446
but semantically generic documents that deviate from the 447
stylistic norms of each domain. However, the performance 448
gap observed typically within 5-15 Layout-FID points also 449
shows that DocGenie retains a strong intrinsic prior, en- 450
abling it to generate coherent outputs even in the absence 451
of explicit seed samples. This highlights the framework’s 452
applicability in zero-shot settings where real seed data are 453
unavailable while reinforcing the added value of seed guid- 454
ance for precise domain adaptation. 455
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4.3. Visual Realism Enhancement Study456

This experiment evaluates the impact of post-processing457
strategies for adding visual realism to synthetic documents.458
The goal is to assess whether guided realism based on dis-459
tortions observed in real seed samples improves alignment460
with real documents as measured by Layout-FID.461

We compare two strategies: (i) Human-Guided Real-462
ism Enhancement, where distortions are manually identi-463
fied based on visual inspection of the seed documents, and464
(ii) MLLM-Guided Realism Enhancement, where distor-465
tions are predicted by Claude-Sonnet 3.7 based on the same466
visual inputs.467

For each document category, we select a set of 10 seed468
samples. We reference the list of visual artifacts from the469
Donut paper, including background blending, compression470
artifacts, Gaussian noise, motion blur, shadowing, and per-471
spective shifts. Each distortion type is assessed indepen-472
dently.473

Three independent human experts were tasked with474
grading the presence of each distortion as high, medium, or475
low. The final severity level per distortion type was decided476
via majority vote. The same process was replicated us-477
ing Claude-Sonnet 3.7, which received the seed documents478
and the predefined distortion list and returned its predicted479
severity levels.480

Based on the chosen severity levels, OpenCV based481
functions were used to apply each distortion to the synthetic482
documents. Each severity level maps to a numeric param-483
eter range (e.g., blur kernel size, noise standard deviation,484
compression quality). Once a severity level is selected, the485
final distortion parameters are randomly sampled from that486
range. This preserves consistency with human or MLLM487
annotations while introducing realistic variability.488

We then compute Layout-FID between the real seed doc-489
uments and synthetic documents under three conditions: (1)490
raw output with no realism, (2) realism added based on hu-491
man annotations, and (3) realism added based on MLLM492
predictions.493

Table 2. Layout-FID scores between seed samples and synthetic
documents across three settings: raw output, human-guided re-
alism, and MLLM-guided realism. Lower scores indicate higher
similarity.

Dataset Raw Human-Guided ↓ MLLM-Guided ↓

CORD 31.299 18.706 20.446
SROIE 3.524 3.157 9.411
Invoice 5.614 6.240 12.229
Form604 3.448 5.017 9.137
Budget 8.757 10.001 14.351

As shown in Table 2, the impact of visual realism en-494
hancement varies significantly across document categories495

and strategies. In noisy domains such as CORD, where 496
seed samples often contain strong real-world artifacts like 497
blur, compression, or shadowing, both human-guided and 498
MLLM-guided realism improve alignment with the seed 499
distribution. Human-guided distortions reduce Layout-FID 500
from 31.299 to 18.706, and MLLM-guided realism also 501
lowers the score to 20.446, validating that realism artifacts 502
can be effectively identified and applied when the seed sam- 503
ples exhibit such features. 504

However, for relatively cleaner domains such as SROIE, 505
Budget, Form604, and Invoice the benefits of realism ad- 506
dition vary. Human-guided realism generally maintains or 507
slightly improves alignment, as seen in SROIE (3.524 → 508
3.157), and causes only minor degradation in Form604 and 509
Invoice, indicating its conservative and seed-aligned behav- 510
ior. In contrast, MLLM-guided realism degrades perfor- 511
mance in all these domains, significantly increasing Layout- 512
FID due to over-application of distortions. For instance, in 513
SROIE, Layout-FID rises to 9.411, in Invoice from 5.614 to 514
12.229, and in Budget, it jumps to 14.351, indicating that 515
the MLLM tends to hallucinate non-existent artifacts when 516
seed samples are relatively clean. 517

Overall, these findings reinforce that while MLLM- 518
guided realism can be beneficial in highly degraded do- 519
mains, it lacks robustness in structured and cleaner doc- 520
ument categories. Human-guided realism, despite being 521
labor-intensive, proves more stable across domains. These 522
results highlight the need for improved, distortion-aware 523
realism strategies that can dynamically adapt to the visual 524
characteristics of the seed data. 525

Qualitative visual comparisons across document cate- 526
gories—showing outputs with no realism, human-guided 527
realism, and MLLM-guided realism—are provided in Ap- 528
pendix 9. 529

5. Insights, Limitations, and Future Directions 530

The experiments presented with DocGenie highlight sev- 531
eral key strengths and challenges in scalable synthetic doc- 532
ument generation. First, seed-guided generation clearly en- 533
hances alignment with real-world documents across layout, 534
linguistic structure, and cultural conventions. Layout-FID 535
scores consistently improved with seed usage, and quali- 536
tative examples demonstrated better domain conformity in 537
receipts, invoices, and forms. However, DocGenie also 538
demonstrated the ability to generate reasonably aligned out- 539
puts even in seed-free scenarios, showcasing its robustness 540
when real seed data is unavailable. 541

Layout-FID emerged as a more sensitive and document- 542
aware evaluation metric than traditional Inception-FID. Its 543
ability to capture multimodal structure textual content, spa- 544
tial layout, and visual cues makes it well-suited for tasks in 545
document understanding. 546

In studying visual realism strategies, human-guided en- 547

7
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hancements reliably improved similarity scores across all548
domains. In contrast, MLLM-guided realism showed mixed549
results: while effective on noisy domains like CORD, it of-550
ten hallucinated artifacts in clean domains, leading to worse551
Layout-FID.552

Despite its strengths, the use of MLLMs for multi-553
sample HTML generation introduces practical constraints.554
Given the token-intensive nature of HTML and typical con-555
text length limits of large language models (e.g., 8k–16k556
tokens), only a limited number of documents can be gen-557
erated per call in the current setup. To generate the tar-558
get of ten samples per category, multiple independent calls559
are made without memory of previously generated content.560
This stateless approach occasionally results in layout repe-561
tition or content redundancy, especially in structurally rigid562
domains. As a future enhancement, integrating a feed-563
back mechanism where previously generated samples are564
included in subsequent prompts could encourage greater di-565
versity while preserving domain alignment. Qualitative ex-566
amples of such layout repetition are shown in Appendix 10.567

Additionally, while Layout-FID provides a robust way to568
assess structural and semantic alignment with seed samples,569
it is currently used in a post-hoc manner. A natural next570
step is to close the loop by integrating this metric into the571
generation pipeline enabling real-time scoring and iterative572
optimization during generation. For instance, low Layout-573
FID could be used as a reward signal in a reinforcement574
learning setup to promote higher fidelity outputs.575

Similarly, the visual realism study shows that MLLM-576
guided distortions tend to hallucinate artifacts on cleaner577
domains, which elevates Layout-FID scores. This suggests578
an avenue to use Layout-FID not just for evaluation, but579
also as a diagnostic tool to guide selective realism applica-580
tion i.e., apply realism enhancements only when they yield581
meaningful improvements.582

Overall, these findings motivate the development of:583
• Diversity-aware generation modules that reduce redun-584

dancy across LLM calls.585
• Feedback loops that use document-aware metrics to in-586

form and refine generation.587
• Realism modules that dynamically adapt based on the588

structure and noise profile of seed documents.589
• Optimization strategies that integrate quality metrics as590

part of a training or fine-tuning signal.591
Such advances are essential to evolve DocGenie from a592
generation-evaluation framework to a self-improving doc-593
ument synthesis system, making it more aligned with the594
needs of real-world document AI pipelines.595

6. Conclusion596

This work introduced DocGenie, a scalable framework for597
generating high-fidelity synthetic business documents to598
support document understanding tasks such as OCR, in-599

formation extraction, and layout analysis. Unlike prior 600
efforts that focus primarily on academic or structured re- 601
search article datasets, DocGenie targets real-world busi- 602
ness documents including invoices, receipts, forms, and 603
budgets which are often semi-structured, visually diverse, 604
and domain-specific. By leveraging a frontier multi- 605
modal LLM and seed-guided generation, DocGenie pro- 606
duces structured HTML documents that align with the lin- 607
guistic, cultural, and visual characteristics of real business 608
domains. A document-specific adaptation of the FID metric 609
Layout-FID is proposed, using LayoutLMv3 embeddings 610
to more effectively capture semantic, structural, and lay- 611
out similarity than traditional image-based alternatives. Ex- 612
periments across five business document categories demon- 613
strate the framework’s generalizability and document align- 614
ment capabilities. A comparative study of realism strategies 615
highlights the strengths of human-guided enhancements and 616
the limitations of current LLM automated approaches. Doc- 617
Genie establishes a practical and extensible foundation for 618
scalable synthetic document generation in business settings. 619
Future work will explore feedback-aware generation, adap- 620
tive realism strategies, and expansion to multilingual and 621
multimodal document domains. 622
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DocGenie: A Framework for High-Fidelity Synthetic Document Generation via
Seed-Guided Multimodal LLM and Document-Aware Evaluation

Supplementary Material

8. Prompt Templates for Document Genera-767

tion768

To clarify the prompting strategies used for synthetic docu-769
ment creation, this section presents the exact templates em-770
ployed during seed-free and seed-guided generation using771
Claude-Sonnet 3.7. These prompts reflect how the MLLM772
was conditioned to produce HTML-based business docu-773
ments across various categories. The seed-guided version774
includes additional context in the form of real document ex-775
amples, enabling stronger domain alignment and structural776
consistency. Both prompt variants were designed to elicit777
diverse yet semantically coherent outputs aligned with busi-778
ness document standards.779

8.1. Seed-Free Generation Prompt780

You are an AI specialized in generating multiple unique
HTML documents in one response. Please create
{num solutions} unique HTML documents representing
{doc type}.
Each solution must:
1. Include all mandatory fields: {sections}.
2. Be formatted so it could print on A4 (e.g., use @page

{{ size: A4; }} in your CSS).
3. Show a significantly different layout, styling, and tex-

tual content from every other solution.
4. Maintain a {background requirements}.
5. Avoid copy-pasting or reusing large chunks of HTML,

CSS, or disclaimers—each document must be at least
70% different in code and text than the others.

6. Wrap each complete document between <HTML>
and </HTML> tags, labeled as:

1. <HTML>...Solution #1...</HTML>
2. <HTML>...Solution #2...</HTML>
...
{num solutions}. <HTML>...Solution
#{num solutions}...</HTML>

Do not provide additional commentary or references to the
other solutions within each HTML.
Now generate the {num solutions} distinct {doc type}
documents.

781

8.2. Seed-Guided Generation Prompt 782

You are an AI specialized in generating unique HTML
documents based on multiple scanned images of real-
world examples. You have been provided with distinct
sample images, each from a different cultural or regional
background. You have been provided seed images of
{doc type}, each originating from different cultural or re-
gional contexts. For example, some might feature:
• Local languages or regional disclaimers
• Different date formats (e.g., dd/mm/yyyy vs. mm/d-

d/yyyy)
• Unique currency or numbering formats
• Varying layout norms (positions of key fields, dis-

claimers, official stamps, etc.)
Now, please generate {num solutions} unique HTML
documents that:
1. Strictly reflect the overall style, layout, and cultural

cues found in these samples, but do NOT copy any text,
disclaimers, or layout verbatim from the samples.

2. Include any essential mandatory fields: {sections}.
3. Maintain an A4 size format for printing (using @page

{{ size: A4; }} or similar CSS).
4. Maintain a {background requirements}.
5. Avoid copy-pasting or reusing large chunks of HTML,

CSS, or disclaimers—each document must be at least
70% different in code and text than the others.

6. Strictly wrap each new document in
<HTML>...</HTML> tags, for example:

1. <HTML>...Solution #1...</HTML>
2. <HTML>...Solution #2...</HTML>
...
{num solutions}. <HTML>...Solution
#{num solutions}...</HTML>

Additional Requirements: {user descriptions}
Notes:
• Pay close attention to cultural/regional differences seen

in the seed images (e.g., language, format, disclaimers).
• Feel free to creatively adapt or combine stylistic cues

from the seeds, as long as the end result looks authentic
for that cultural context.

• Do NOT directly copy-paste text or entire code blocks
from any single seed image or across these new solu-
tions.

Now please generate the {num solutions} distinct
{doc type} documents.

783

9. Visual Examples of Realism Enhancement 784

To complement the quantitative Layout-FID analysis, this 785
section presents qualitative comparisons of synthetic docu- 786
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ments before and after realism enhancement across all five787
document categories. Each column in Figure 3 corresponds788
to a document type: CORD, SROIE, Invoice, Form604, and789
Budget. Four versions of each sample are shown in rows:790

• Real Seed Sample: A real seed sample, used as a refer-791
ence.792

• Raw (No Realism): Synthetic document generated by793
DocGenie without any post-processing.794

• Human-Guided Realism: Post-processed using distor-795
tions selected through manual inspection of seed docu-796
ments, based on common artifacts identified in the Donut797
paper.798

• MLLM-Guided Realism: Post-processed using dis-799
tortions dynamically predicted by Claude-Sonnet 3.7,800
guided by visual cues from seed documents.801

Both the human and MLLM-guided approaches are ef-802
fective at identifying realism components present in noisy803
document categories like CORD, where distortions are vi-804
sually prominent in the seed samples. However, while the805
human-guided method continues to perform reliably across806
cleaner domains such as Form604, Invoice, and Budget, the807
MLLM-guided strategy tends to hallucinate distortions not808
present in the originals. This leads to the introduction of un-809
realistic artifacts such as perspective warping in Form604,810
excessive blur in Invoice, and artificial shadows or noise in811
Budget, ultimately reducing alignment with the seed dis-812
tribution This supports the quantitative findings discussed813
in Section 4.3 and reinforces the importance of distortion-814
aware realism pipelines tailored to domain characteristics.815

10. Repetition in MLLM-Based Document816

Generation817

Due to the context length limitation of Claude-Sonnet 3.7818
(8192 tokens), DocGenie generates a maximum of four819
HTML-based documents per LLM call. To construct a full820
set of ten synthetic samples per document category, this pro-821
cess is repeated across multiple independent calls. How-822
ever, since the MLLM lacks memory of previously gen-823
erated outputs, it may occasionally reproduce similar lay-824
outs or field structures across calls—particularly in domains825
with semi-structured or repetitive patterns.826

This section presents qualitative examples illustrating827
such layout-level repetition in receipt and budget docu-828
ments. In both cases, some synthetic samples generated829
in separate LLM calls exhibit near-identical layout struc-830
tures and content flow. While not a pervasive issue across831
all document types, this highlights a potential limitation in832
generating highly diverse samples at scale without tracking833
prior generations.834

A future enhancement could involve incorporating feed-835
back loops that feed earlier generations back into the LLM836
context to encourage greater inter-sample variation.837
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Figure 3. Visual comparison of realism enhancement strategies across document types. Each column shows a different document category:
CORD, SROIE, Form604, Invoice, and Budget. Rows represent: (1) real seed samples, (2) synthetic documents without realism enhance-
ment, (3) human-guided realism, and (4) MLLM-guided realism. Seed samples serve as visual references. Both human and MLLM-guided
strategies accurately identify realism components in noisy domains like CORD and SROIE. However, human-guided realism remains con-
sistent across cleaner domains, while the MLLM-guided method tends to hallucinate artifacts introducing exaggerated perspective warping
in Form604, excessive blur in Invoice, and artificial shadows and Gaussian noise in Budget.
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Figure 4. Layout repetition observed in the first sample generated from each of three separate LLM calls (corresponding to indices 1, 5,
and 9) for two document categories: CORD receipts and Budget documents. Although the documents were generated independently across
iterations, their layouts and content structure appear highly similar. This illustrates a potential limitation of DocGenie without memory of
prior outputs.
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