Causal discovery with endogenous context variables

Wiebke Giinther''>*  Oana-Iuliana Popescu''>*  Martin Rabel'-3:4*
Urmi Ninad'>  Andreas Gerhardus' Jakob Runge!:?:3*
!German Aerospace Center (DLR), Institute of Data Science, Jena, Germany
2Technische Universitit Berlin, Institute of Computer Engineering
and Microelectronics, Berlin, Germany
3Center for Scalable Data Analytics and Artificial Intelligence (ScaDS.AI)
Dresden/Leipzig, Germany
4Technische Universitit Dresden, Faculty of Computer Science, Dresden, Germany
oana-iulia.popescu@dlr.de
*equal contribution

Abstract

Causal systems often exhibit variations of the underlying causal mechanisms
between the variables of the system. Often, these changes are driven by different
environments or internal states in which the system operates, and we refer to
context variables as those variables that indicate this change in causal mechanisms.
An example are the causal relations in soil moisture-temperature interactions and
their dependence on soil moisture regimes: Dry soil triggers a dependence of soil
moisture on latent heat, while environments with wet soil do not feature such a
feedback, making it a context-specific property. Crucially, a regime or context
variable such as soil moisture need not be exogenous and can be influenced by the
dynamical system variables — precipitation can make a dry soil wet — leading to
joint systems with endogenous context variables. In this work we investigate the
assumptions for constraint-based causal discovery of context-specific information
in systems with endogenous context variables. We show that naive approaches
such as learning different regime graphs on masked data, or pooling all data, can
lead to uninformative results. We propose an adaptive constraint-based discovery
algorithm and give a detailed discussion on the connection to structural causal
models, including sufficiency assumptions, which allow to prove the soundness
of our algorithm and to interpret the results causally. Numerical experiments
demonstrate the performance of the proposed method over alternative baselines,
but they also unveil current limitations of our method.

1 Introduction

In recent years, causal discovery (CD), that is, learning cause-effect relationships from observational
data, has garnered significant interest across various domains, from Earth sciences and genomics to
industrial settings (115265 27;[1). Such complex systems often exhibit a change of causal mechanisms
over time or across different environments, including changes in the associated causal graph. An
example are the causal relations between surface heat and latent heat and their dependence on soil
moisture regimes: When the soil is dry, it triggers a dependence of soil moisture on latent heat due
to the dry soil reflecting heat, while environments with wet soil do not feature such a feedback.
These changing causal mechanisms can be represented using so-called contexts, where the causal
mechanisms and structures vary depending on the states of one or more context variables that augment
the assumed underlying structural causal model (7} 175 15). Both time-series (29) and non-time-series
data can exhibit such behavior. Context-dependent systems have been widely studied; see Mooij et al.
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(15) for a review. Context variables (155 34; [18) have also been called selection variables (17) or
regime indicators (23 29) in the literature.

Causal discovery on such systems is challenging (7; [15) and methods for CD in case of systems
with changing causal mechanisms typically assume that the context variable is exogenous, as will
be discussed below and in Sec. Yet there exist many real-world examples where the context
indicators are endogenous. A regime/context variable such as soil moisture can be influenced by the
dynamical system variables — precipitation can make a dry soil wet — leading to joint systems with
endogenous context variables, as illustrated in Fig.[T| where we show a hypothesized causal model
of the drivers of soil moisture (SM). Understanding context-specific causal relationships is crucial
for applications such as extreme event forecasting and for enhancing our general understanding of
dynamical systems.

Figure 1: In this strongly simplified example, the variable soil moisture (SM) is
TP | an endogenous context variable influenced by variables such as precipitation (TP)

and latent heat flux (LH) in both wet and dry regimes of SM, represented by solid
l edges. In dry conditions only, a feedback loop from the latent heat flux to the

soil moisture is created because the soil additionally reflects the heat, represented
by the dashed edge (a feedback loop is a time-delayed cycle, leading to a cyclic
summary graph representation while the underlying time-series graph remains
acyclic).

~— i
LH <---- SM

Our work investigates the assumptions for constraint-based CD on such systems. A core difficulty in
treating endogenous context indicators is that context-specific CD methods which resort to masking,
i.e., conditioning on the context of interest and ignoring data from other contexts, e.g., (7;[29), can
introduce selection bias if the assumption of exogenous context variables is violated. For example,
applying CD only on samples from the dry context in the soil moisture problem of Fig. [T would
introduce a spurious correlation between the precipitation and latent heat flux. Other methods
apply CD on the pooled data, i.e., the concatenated dataset containing all contexts. Then allowing
for endogenous variables is possible (15), but does not yield context-specific information, i.e., no
distinction between solid and dashed edges in Fig. [T|can be made. We propose an adaptive constraint-
based discovery algorithm that allows to distinguish context-specific causal graphs and give a detailed
discussion of the connection to structural causal models, including sufficiency assumptions, which
allow to prove the soundness of our algorithm and to interpret the results causally.

Context-specific graphs contain more information than union graphs on pooled data, i.e., the dashed
edges in in Fig. [I] This information can under suitable assumptions be discovered by additionally
taking context-specific independencies (CSIs) into account. CSIs are independence relations that are
only present when data of a single context is viewed in isolation. Naively searching through all CSIs
would lead to an inflated search space of available independence tests. Further CSIs necessarily use
only a reduced sample size which can also increase error rates. Indeed, a simple baseline method we
compare against suffers from an increased error rate, whereas our proposed method is able to avoid
an inflation of required tests. This is achieved by an easy-to-implement decision rule which allows to
adaptively decide for one and only one test to be executed per separating set. Whenever consistent,
tests are further executed on the pooled dataset, thus on all available data.

We now summarize our contributions: (1) We propose a general framework for adapting existing
constraint-based CD algorithms to extract context-specific information, in addition to joint infor-
mation, about skeleton graphs when contexts are (potentially) endogenous without inflating the
number of required independence tests. (2) We give an SCM-based interpretation of this additional
information and unveil interesting and little-studied difficulties whose understanding we consider
essential to the problem. (3) We work out the theoretical assumptions under which our proposed
method soundly recovers the context-specific skeletons despite these difficulties. (4) We conduct a
simulation study to numerically evaluate the performance of the proposed method and understand the
failure modes of current approaches.

2 Related work

The problem of CD from heterogeneous data sources has gained interest in recent years. Mooij et al.
(14)) offers a broad overview of the topic and groups recent works on CD for heterogeneous data



into two categories: Works that do CD separately on each context-specific dataset (the data points
belonging to a specific context) and works that use the pooled datasets (all data points). Works that
obtain context-specific graphs apply CD on the context-specific dataset, where the assignment to
contexts is either known (8 24), identified before applying CD (12} [36), or iteratively learned (29).
The information from the context-specific graphs can then be summarized in a single graph, the
so-called union graph.

Mooij et al. (14) propose the Joint Causal Inference (JCI) framework to deal with multi-context CD
by modeling the context variable and using CD on the pooled datasets to uncover the relationships
between the context and system variables, where the context can also be endogenous. Several CD
methods can be extended for JCI, e.g., FCI (32). FCI is also applied in (28} [10) on the pooled
data to discover causal relationships among all variables. Zhang et al. (39) test for conditional
independence between system and context variables on the pooled dataset under the assumption of
exogenous context variables. Constraint-based CD for the multi-context case has also been studied
specifically for the time-series case, e.g., (2951335 15). Among non-constraint-based methods, Peters
et al. (19); Heinze-Deml et al. (6) exploit the invariance of the conditional distribution of a target
variable given its direct causes across multiple contexts, while Zhou et al. (41) find causal structure
by modeling the direct causal effects as functions of the context variables. Although not directly
methodically related, CD for cyclical graphs is also relevant to our problem, as cycles can appear
between the different contexts (8} [3). Most above-mentioned methods using both context-specific
and pooled data assume, either implicitly or explicitly, that the context variable is exogenous. This
is possibly due to the fact that, for context-specific approaches, endogenous variables might lead to
selection bias, while for methods that use pooled data it suffices to treat endogenous variables as any
other variable in the graph. In our work, we discover context-specific causal graphs for the case of
endogenous context variables. Assuming access to the context variable, we obtain information from
the pooled and context-specific graphs. We focus on the non-time-series case and leave the extension
to time-series for future work.

Labeled Directed Acyclic Graphs (LDAGs) (18) are conceptually closest to our work. LDAGs
summarize context-specific information in graphical form by assigning a label to each edge according
to the context in which dependence arises. Hyttinen et al. (9) propose a constraint-based method
to discover LDAGs from data similar to our approach: A variant of the PC algorithm that tests
conditional independence of X Il Y|R = r within each context R = r instead of testing X Il Y|R
on the pooled data. We discuss how our definitions of context-specific graphs fundamentally differ
from CSIs in Sec. [3.]and delimit our work from LDAGs in App.[Al

3 Formal description

We first briefly outline preliminary definitions (see, e.g., (16)) for detailed definitions). We then point
out an unexpected difficulty of our approach in the connection to SCMs and its remedy.

Preliminaries We work within the framework of structural causal models (SCM) (16). We define
the set of observed endogenous variables { X, };c;, which take values in X;, with finite index set 1.
Let V := {X, | i € I} represent the set of all endogenous variables. The set of (hidden) exogenous
noises {7; };c;, taking values in N is denoted U := {n; | ¢ € I}. For any subset A C V, let
Xy = HjeA X;. We denote X := Xy and N := N

A set of structural equations F := {f;|i € I} is a set of parent sets {Pa(i) C V|i € I'} together
with functions f; : Xpas) xN; — X;. Anintervention F;, 4—,) onasubset A C V is a replacement
of f; — g; for j € A. We will only need hard interventions, g; = x; = const below.

Given a distribution P, of the noises U = {ni}icr, a collection of random variables V = { X, }i¢r
satisfies the structural equations 7 on U if X; = f;((X;);epa(i),n:). An SCM M is a triple
M = (V,U,F), where V solves the structural equations F given U. The intervened model
Mao(a=g) is thfﬂ SCM Myo(a=g) = (V',U, Fao(a=g))- A causal graph describes qualitative
relations between variables; given a collection of parent-sets {Pa; };<r, on the nodes I add a directed
edge p — i forall i € I and all p € Pa,. See next section Sec. [3.1]

'We assume all SCMs are uniquely solvable, i.e. given F and U, there is a unique V' solving these structural
equations. This is not a restriction for the per-regime acyclic models considered later.



We observe data from a system with multiple, slightly different SCMs, corresponding to contexts and
indicated by a categorical context indicator / variable, as illustrated in example[3.1] This variable
R € V is a variable whose value indicates the context, i.e., the dataset to which the data point belongs.
Therefore, the value-space of R defines all datasets, and its values associate data points to datasets.

Example 3.1. Given a binary context indicator variable R and a multivariate mechanism of the form
Y= fY(X7 R7 77Y) = ]l(R)g(X) + Ny,

the dependence X — Y is present in the context R = 1, but absent for R = 0. This entails a
context-specific independence (CSI) X Il Y|[R=0and X L Y|R=1.

3.1 SCMs for endogenous contexts and their associated graphs

In order to create a connection between CSIs and SCMs, we define multiple graphical objects. We
motivate their necessity and exemplify them in Sec.[3.2]

Given a set of structural equations, F, we define the mechanism graph G[F], constructed via parent
sets Pa; specified via F (see "causal graphs" above). Given a pair consisting of a set of structural
equations F, and the (support of) a distribution of the observables P(V') we define the observable
graph G[F, P], constructed via parent sets Pa; C Pa; (of X;), such that j ¢ Pa; if and only if for
all values pa of Pa; —{j} the mapping 2; — fi|supp P(Pa;) (2}, D, ;) is constant (where defined).

The union graph of an SCM M = (VM UM FM) where VM is distributed according to Py, is
the observable graph

Gunion[M] = G[]:-]V[7 PM]

which consolidates the information from multiple contexts into a unified graphical representation.
If F = F™" satisfies standard minimality assumptions (2, Def. 2.6), then G[F™"] = G"™°"[M]
(given faithfulness, Sec.[4.2)) thus corresponds to the causal graph in the standard sense. Given an
SCM M with a context indicator R, there are multiple meaningful sets of structural equations and
multiple meaningful associated distributions on observables, which result in multiple observable
graphs associated to the SCM M ; an overview is provided in Table[I)in the appendix, see also Fig.
and the next subsection. We thus distinguish multiple context-specific graphs. The descriptive graph

GREIM] = GIFio(rer), Pu(VIR = 1)),

captures relations present in the infervened model’s mechanisms F (% (R=r) (the SCM in the context
r) and encountered in observational data together with this context; the last point is formalized
by restricting our attention to the support of Pys(V|R = r). For edges not involving R, the same
information is contained in G[F*, Py;(V|R = r)] using the unintervened F, which supports the
intuition that the context-specific graph captures the overlap of observations and the context of interest.
Since R is a constant per-context, we add edges involving R from the union graph to G¥* [M]
and denote the result G [M]. The result is very different from an independence graph of the
conditional distribution: There are no edges induced by selection bias in G§*T [M].

The physical graph encodes the differences from the union graph necessary to describe the context
consistently and describes the intuitive notion of R introducing physical changes in mechanisms:

G = GFM ey P (V)]

Importantly, the context-specific graphs defined above depend only on the SCM, without making
explicit or implicit reference to independence. This sets them apart from graphical representations of
independence structure like LDAGs (18): LDAGS are graphical independence models describing
context-specific independence (CSI) structure of a dataset. However, a causal analysis requires an
understanding of interventional properties, which, in turn, requires inferring knowledge about the
causal model properties. In the single-context case, under the faithfulness assumption, knowledge
about the causal properties of models is directly connected to the independence structure. As will be
explored in Sec.[3.2] this direct connection cannot generally hold in the multi-context case. Thus, an
important open problem is the connection of CSI structure to the underlying causal model. Such a
relation is given in Sec.d.2] connecting properties of the underlying causal model represented by
context-specific graphs to CSI structure.



3.2 Two problems of CD with endogenous context variables

In this section, we describe two main problems encountered with context-specific causal discovery
and illustrate them by two examples. In the columns of Fig. [2] we show the different graphs of
systems with the following SCMs:

Example 3.2. The mechanisms X := nx,T := nr and the binary threshold exceedence R :=
(X +T +ngr) > t] € {0,1} agree for both systems. (i) For the system depicted in the left column
of Fig.2l Y := R - g(T') + ny is a function of R with the dependence on T" explicitly disabled for
R = 0. (ii) On the right-hand side, Y := max(T,Ty) + 7y, is not a function of R, but assume
P(T > Ty|R = 0) < ¢, such that given R = 0 automatically max(T,Ty) ~ T and hence the
dependence of Y on T' becomes negligible for R = 0.

Selection bias Endogenous context variables can pose a
problem for context-specific CD if the context variable is
driven by multiple other variables, and is thus a collider.
As described in Sec. [2] methods to obtain context-specific
graphs typically apply CD on the context-specific dataset,
thus essentially conditioning on the context variable. If
the context variable is a collider or a descendant thereof,
this approach leads to selection bias (red edge in Fig. [2).
This is a subtle issue: From an independence structure
viewpoint, the dependence between X and T exists yet
does not seem to make any intuitive sense and does not
admit causal semantics. A formal description in which the
absence of this edge is considered correct — as it should be
for a causal analysis — requires the underlying model as a
starting point. Indeed the graphs defined above from the
SCM directly (also shown in Fig. [2)) consider the absence
of this edge correct.
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Figure 2: Left: An example of an
SCM where the physical and descriptive
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The support problem A second problem is encountered,
because CSI can arise in two different ways from a given
model: Either by an explicitly disabled dependence as
in the first example, or indirectly through the lack of ob-
servational support in a specific context. Note that, in
Fig.[2] our graphical models capture this difference: Once
Gdeset — Gphys (Jeft-hand side), while in the other case
Géeser o£ GPMYS (right-hand side).

Concerning the second example in Ex. [3.2]in particular, we
make the following observations: (a) There is no evidence
for the absence of the link 7" — Y, e. g. when considering

graphs are the same. Right: an example
of an SCM where the physical and de-
scriptive graphs differ, c.f. the "support
problem". For G™ask R is not shown, as
it is a constant per dataset, and links with
other variables will not be found. Con-
text specific graphs depend on the value
r of R and are summarized in a single di-
agram containing a solid edge for edges
that are present in both contexts, and a
dashed edge for edges that are present

interventional questions. (b) The absence of the link does
correctly describe an independence, e. g. edge orientations,
cycle resolution, or function fitting on the respective data.
Thus, for these problems, the link 7' — Y is not required for a meaningful description in the context
R = 0. (¢) Risadjacent to T', but we could add an intermediate node ' — M — R without changing
the problem, so adjacency of R to the changing link is not guaranteed. (d) We lack observations of
another context variable R/, which indicates whether T > T}, and would suffice to fully describe the
qualitative structure of the mechanism at Y. Observations (a) and (b) demonstrate that there is not a
single "correct" graph to learn, and the additional flexibility of observable graphs introduced above is
necessary. (a) and (b) also make it clear, that it should be carefully specified what should be learned
for a particular application and what could be learned (see Sec.[3.T), and what a specific algorithm
will learn (see Sec.[.2). Finally, CD heavily relies on restricting the search space for separating sets
to adjacencies, which becomes non-trivial in sight of (c). We will return to (d) momentarily.

for exactly one of the two contexts.

In our setup, the context indicator is given by the user. The context indicator can either arise naturally
from the problem setting, or it can be the result of preprocessing using anomaly or regime detection
methods (see also Sec. . Since the indicator is chosen, it becomes important to understand
which context indicator makes for a good choice in view of the problems illustrated above. A core
contribution of our work is to understand which assumptions about the model, including the choice



of context indicator, prevent drawing wrong conclusions. We give suitable assumptions to make the
problem tractable and the result interpretable (in terms of SCMs) in Sec. @]based on observation (d).

3.3 Assumptions

We now define the assumptions that a proper context indicator must fulfill such that our causal
discovery method yields meaningful results. These regime sufficiency assumptions are described
below and further formalized in Sec. [C} the general approach and the naming are inspired by
observation (d) made above and its resemblance to causal sufficiency.

Sufficiency assumptions regarding the context indicator The support problems in Example [3.2(ii)
occur if the qualitative change in the causal mechanisms does not involve the observed context indi-
cator R directly, cf. (d). Therefore, we define the strong context-sufficiency assumption (Def. [C.),
which enforces that the qualitative changes in the graph involve R directly as displayed in Example[3.1}
We also define single-graph-sufficiency (Def.[C.2), which enforces that certain context-specific
graphs collapse to the same graph. This is a weaker assumption than the strong sufficiency above,
see Cor. but still suffices to proof soundness of our algorithm and even allows for a strong
interpretation of results as encoding physical changes; this is thus a technically better, albeit less
intuitive and potentially harder to verify directly, assumption.

The reduced search space for CSI, cf. (c) in Sec[3.2] happens already under the assumption of weak
context-sufficiency (Def. [C.3), which formalizes dependence on R in the weak sense of being
adjacent in the graph. This is yet a weaker assumption, see Cor. still ensures useful output from
our algorithm (Rmk. [D.Z)), but does not allow for a strong (physical) interpretation of the results
anymore. These assumptions mirror the causal sufficiency assumption: They exclude hidden contexts
and lead to fewer CITs and a stronger interpretation of results as physical changes. We further discuss
the hierarchy of these assumptions in Sec.[C.1]

Additional assumptions We assume causal sufficiency (Def. no hidden confounders). Fur-
thermore, we require at least weak (descriptive) context-acyclicity (Def. , ie., G‘}g:ﬁ is a
DAG (acyclic) for all r. In practice, we assume strong (descriptive) context-acyclicity (Def.[C.5),
meaning there are further no cycles involving any ancestors of R (including R itself) in the union
graph. Efficient discovery with our method requires directed cycles of length < 2, as discussed in
Sec. Sec. We assume that R is a categorical variable which takes finitely many values r
with P(R=1r) > 0.

4 Causal discovery with endogenous context variables

We propose a method to discover context-specific graphs and their corresponding union graph which
extends the PC(-stable) algorithm (31;4) with a novel adaptive testing strategy. In Sec 4.2 we will
connect the output of our method to the graphical objects defined in In particular, under suitable
sufficiency assumptions the output is precisely G'}?fr. The approach is not specific to PC but could
also be used with other constraint-based algorithms.

4.1 Method

Formal details are given in Sec. First observe that for physical changes (edges in G""" not

in G%‘fr) or under weak context-sufficiency (Def. , the only changes in Gg’;?fr relative to the
union graph occur downstream of the context indicator, more precisely in the adjacencies of its
children (lemma|C.4). On the other hand, spurious links due to selection bias occur upstream of the
context indicator (cf. Sec[3.2)). By either of the context-acyclicity assumptions introduced above,
these two cases are mutually exclusive. Skeleton discovery has to find a valid separating set Z to
remove any edge X to Y which is not in the context-specific G‘Efr. By assuming an appropriate
version of faithfulness, the decision between independence testing on the context-specific data or on
the pooled data does not matter for all other candidates S for Z, as long as we decide correctly for
(one) valid S. On the other hand, under causal sufficiency a valid Sy C Pa(Y") exists by a suitable
Markov-property. Thus R € Sy implies R is a parent of Y and we are in the first case, thus should
test on the context-specific data. By mutual exclusiveness, we can consistently do so without the risk
of selection bias. Conversely R ¢ Sy implies R is not a parent of Y, and there is no context-specific



information to be obtained here; thus testing on the pooled data is consistent (it does not loose
information), avoids selection-bias (X and Y could be ancestors of R) and uses all available data.
Thus for the valid Sy we will by this decision rule always use the correct test.

Algorithm 1 Adaptive CD for Discovering Context-Specific Graphs with Endogenous Context
Variables

1: Input: Context indicator R, Samples for X1, ..., Xp, Xr = R

2: Output: Context-specific graphs Gr—,, Vr € {1,...,n,}

3. forr = 1ton, do

4: Initialize G r—, as fully connected graph

5 for sepsets;.e =0to D — 1do

6: foreach j € {1,...,D, R} do

7: for each ¢ € Adj(X;) and S C Adj(X;) — {¢} with #:S = sepset ;.. do

8: Test X; 1L X;|S\R,R=rif R € S, elsetest X; 1l X;|S on pooled data
9: if independence is found then
10: Remove edge X; — X; from G

11: Orient edges as in PC algorithm
12: return {Gr—, | r € {1,...,n,}}

Discovering context-specific graphs First, we discover G g—, which, under the assumptions of
Thm. |1} agrees with both the descriptive and the physical graph. For a fixed context value R = r,
we adapt the skeleton phase of the standard PC algorithm described in (4) to test on the pooled data
whenever R is not in the conditioning set. Whenever R is in the conditioning set, the algorithm tests
X 1L Y|Z,R =rinstead of X 1 Y|Z, R, as described in Algorithm I}

Obtaining the union graph To obtain the union graph, we combine the information about the
edges in all context-specific graphs as follows: If the edge from X to Y is found in none of the
context-specific graphs, then no edge is added to the union graph. If an edge X — Y was found in
any of the context-specific graphs, then the directed edge is added to the union graph. The resulting
graph may contain both the edge X — Y and the edge X <+ Y. See also Sec.[D.14

Scaling properties We study univariate context indicators, but our approach allows multiple indicators.
A discussion on the time complexity of our algorithm for this case can be found in Sec.[D.9]

4.2 Theoretical results

Markov properties The Markov property ensures that links that should be removed, are removed
from suitable independence relations.

Lemma 4.1. Assume strong context-acyclicity, causal sufficiency and single-graph-sufficiency. If X
andY, both X, Y # R, with Y ¢ Anci (X) (this is not a restriction by context-acyclicity, rather
fixes notation), are not adjacent in G‘}‘%SZCL, then there is Z C Adj%eg (Y) such that: If Y is neither

part of a directed cycle in the union graph (union cycle) nor a child of R in the union graph (union
child), then (a) X 1L Y|Z, otherwise (b) X 1L Y|Z, R =r.

Remark 4.1. If either X = R or Y = R, then there is no per-context test available. In this case,
we fall back to the standard result: If X and Y are not adjacent in ACycl(G"™°"), then there is

Z C Adj% (V) or Z C Adj% (X) such that X 1L Y|Z (see Sec.|D.4).

The full proof can be found in Sec.[D.3] The idea is as follows: Case (a) is relatively standard and
follows by a "path-blocking" argument (37). We focus on case (b), proved in three steps:

(i) Assuming single-graph-sufficiency, G5 agrees with the graph that would have been observed
if R had been intervened to r. This graph is, in a standard way, associated to the intervened SCM.
Thus, the usual Markov property holds (20, Prop. 6.31 (p. 105)), and independence in that SCM,
see (iii), is reduced to d-separation in the context-specific graph. (ii) For the cases excluded by
case (a), Pa% (V) U {R} is always a valid d-separating set . (iii) The intervened model
observed under the noises 7); of the original SCM, has a counterfactual distribution (Sec. and
by standard results (16 cor. 7.3.2 (p. 229)), the counterfactual independence X, I Y,.|Z,, R, =r
implies X Il Y|Z,R=r.



Faithfulness properties The faithfulness property ensures that links that should remain in the graph,
do remain in the graph and are not erroneously deleted due to ill-suited independence relations.
A probability distribution P is faithful to a DAG G if independence X 1l p Y|Z with respect to
P implies d-separation X Il ¢ Y'|Z with respect to G. This means that, if G’ C G is (strictly)
sparser, then faithfulness to G’ is (strictly) weaker than faithfulness to G. Now, Gﬂgg; C @Gunion gq
"Pa(...) is faithful to G5 " is weaker than the standard assumption " Py (. . .) is faithful to GUmion",
Similarly (excluding links involving R), G%" is sparser than what one would expect for a graph
of the conditional model (there are no edges induced by selection bias Gf};:;), so"Py(...|R=1)
is faithful to G“};S’;C;” is also weaker than expected. The hypothesis of the following lemma is thus
unconventional but not particularly strong. This lemma is proved in Sec.[D.3]

Lemma 4.2. Given r, assume both Pyy is faithful to G and Py(. .. |R = r) is faithful to GE"
(we will refer to this condition as r-faithfulness, or R-faithfulness if it holds for all r). Then:

X 1 Y|Z or . : descr
7 s.t. XY £ Rand X ILY|Z R=r = X and Y are not adjacent in Gx,..
Soundness of the algorithm The proposed algorithm recovers a meaningful graph. Our algorithm
is (descriptively) sound (Rmk. [D.2) but would not be complete without the sufficiency assumptions
introduced in Sec. Moreover, the strong- or single-graph-sufficiency makes our algorithm
discover the physical graph soundly.

Theorem 1. Assume causal sufficiency, single-graph-sufficiency, r-faithfulness and strong context-
acyclicity with minimal union cycles of length < 2 (edge-flips). In the oracle case (if there are no finite-

sample errors during independence testing), algorithm recovers the skeleton of G‘}%eszci, = G%lfr.

The detailed proof is in Sec.[D.6] Restricting cycles to edge flips is necessary to avoid the problems
discussed in Sec. and Sec. Together with the context-acyclicity assumption, it ensures that
all nodes involved in union cycles are union children of R, and thus all edges pointing at union cycles
are tested on context-specific data, avoiding problems with acyclifications (see Rmk. 4.1 and (2)).
The proof itself consists of three parts: (i) Testing all subsets Z C Adj(Y") as separating sets finds all
missing links by the Lemmal4.1] This follows from context-sufficiency and the restricted form of
cycles. (ii) The algorithm actually does test all such subsets Z C Adj(Y"). Identical to the argument
for the PC algorithm. (iii) We do not remove too many edges. This follows directly from Lemma4.2]

5 Simulation study

5.1 Experimental setup

Data generation Our data models are created by first randomly generating a linear acyclic SCM with
up to D + 1 nodes (base graph) of the form X* = ZJDH ai; X9 +cjn?, wherei =1,...,D + 1, at
a desired sparsity level s. One of the nodes is randomly selected as the context indicator R. To obtain
categorical context indicators for the neoneexs — 1 context-specific SCMs, thresholding is applied by
taking the n¢onexts — 1 quantiles of the continuous values of R, adjusted using a data imbalance factor
b. To generate a context-specific SCM, nchange links of the base graphs are edited sequentially by
selecting a variable randomly (excluding the context indicator), adding, removing, or flipping an edge
to this variable and ensuring it is a child of R by adding an edge from R to it (and in the case of edge
flips, also to the node at the other end of the edge). These operations lead to a non-linear relationship
between the context indicator and the other variables. We enforce the presence or absence of cycles
in the union graph. The data generation approach is detailed in Sec.

Evaluated methods We compare our method, named PC-AC (AC is short from "adaptive context"), to
a variant where PC-stable is applied on each context-specific dataset separately by masking, denoted
by PC-M. We expect PC-M to have a higher false positive rate (FPR) due to selection bias, and a
lower true positive rate (TPR), as links involving the context indicator cannot be found using the
masked data. We also compare our algorithm to PC-stable applied on the pooled dataset, named PC-P,
which only recovers joint information, i.e., union graphs. We expect PC-P to have a slightly higher
TPR, as it tests all links on all data points. PC-P should not suffer from selection bias, thus, the FPR
of PC-P should be lower than that of PC-M for acyclic union graphs. For cyclic union graphs, PC-P
only finds the acyclification, thus, the FPR should asymptotically remain finite. We also compare to a



baseline method, named PC-B: For each context, we compute the intersection of the links found by
PC-M and PC-P and then add the links found using PC-P for R. PC-B should converge asymptotically
toward the true graph (see Sec. m However, as PC-B runs more tests overall, PC-AC should have
better finite-sample properties. As we do not control for cycle length, the performance of PC-AC
might be affected by large cycles, as discussed in Sec.[D.7]and Sec.[D-8] We obtain union graphs for
PC-M and PC-B using the unionization approach from Sec.[d We also compare union graphs from
two methods which test on pooled data: FCI-JCIO (32;15)) and CD-NOD (39). We do not compare to
other methods that obtain context-specific graphs, as they assume exogenous context indicators. A
fair comparison to our algorithm is hard to realize due to our assumptions and a lack of available
methods suitable to this problem. We compare computational runtimes in App.[E-4]

We present results where D + 1 = 8 and density s = 0.4. For all j, 7 ~ N(0,1). We draw the
non-zero a; ; randomly from {1.8,1.5,1.2,—1.2,—1.5,—1.8}, and set ¢; = 1 for all j. For the
context indicator R, we set cg = 0.2. We discuss results with and without enforced cycles. For
the configurations without cycles, we apply only the remove operation (see Sec. [E.I). The dataset
presented here is balanced in the number of samples for each 7, i.e., b = 1. A challenge of our
experimental setup is that non-linear relationships between continuous variables and the categorical
R must be tested (see also App [D.T1). Non-parametric permutation-based tests for mixed-type
data with non-linear relationships exist (13 |38;21)), but are computationally expensive. Therefore,
we apply a parametric mixed-type data test (35) for most experiments. For a fair comparison, we
run versions of the algorithms with so-called link assumptions, where the adjacencies of R are
either partially or fully known, i.e., we input the (directed) links to or from R (adj. R-all), or
the (directed) links from R to its children (adj. R-ch.), or test without known links (adj. none).
For all tests involving only continuous variables, we use partial correlation. When testing pooled
data, the link from a regressed-out variable might be missing in one of the contexts, but partial
correlation tests should still work, as discussed in Sec.|D.12] We show results for "adj. R-ch." and
"adj. none" and postpone results with "adj. R-all" to Sec.|E.3| Here, we discuss the TPR and FPR
for the union and context-specific graphs (averaged across contexts) but also evaluate edgemark
precision and recall in Sec.[E3] Error bars are generated using Bootstrap with 200 iterations. We
repeat each experiment 100 times, however, the graph generation is not always successful. We
evaluate how well our method scales, e.g., with different D, s and b in Sec. The code, based on
causal-learn (40) and Tigramite (25)), and details for replication (random seeds) can be found here:
https://github.com/oanaipopescu/adaptive_endogenous_contexts|

5.2 Results

Nodes: 8, Contexts: 2, Changed Links: 1, Density: 0.4, Nodes: 8, Contexts: 2, Changed Links: 1, Density: 0.4,
Cycles: False, Op.: Remove Cycles: False, Op.: Remove
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Figure 3: Results for our algorithm PC-AC (adaptive context, our method), PC-M (masking), PC-B
(baseline), and PC-P (pooled) on the setup described in Sec. @ Dotted lines indicate settings where
links from the context indicator R to its children are fixed/known (adj. R-ch.), solid lines indicate
no prior knowledge about links (adj. none). The left panel shows results using a parametric CIT, the
right panel shows results for the same setting with "adj. none" using a non-parametric CIT.


https://github.com/oanaipopescu/adaptive_endogenous_contexts

The left plot of Fig. [3|shows results for the experimental setup described in Sec. without cycles.
For individual contexts, our method outperforms PC-M in terms of FPR for both link assumption
cases. Without any link assumptions, the FPR for both PC-B and PC-AC increase significantly. We
test whether this is due to the testing problem (Sec.[D.TT) by using a non-parametric CIT (21)). Results
in the right plot of Fig. [3]show that the FPR is significantly lowered for all methods. For PC-M, the
union graph FPR is high compared to the context-specific FPR, as, for the individual context graphs,
the links between context indicator and system variables cannot be found (as R is a constant). Still,
false positives can appear in the union graph due to selection bias. Our method performs best in terms
of TPR and FPR on union and context-specific graphs with context children link assumptions and
without link assumptions. PC-B performs slightly worse due to its finite-sample properties. However,
with fully known context-system links (Fig.fin Sec. [E.3.T)), masking finds more links overall, having
the best TPR, but also higher FPR, followed by PC-AC, PC-B, and PC-P. Results for the same setup
as in Sec. [5.1) with enforced cycles in the union graph (Fig. [6]in Sec.[E.3.2)) show similar behavior of
the TPR and FPR, albeit some differences are less pronounced, possibly since the complexity of the
problem increases. As expected, the FPR for PC-P, which detects only the acyclification, increases.
We observe that for all versions without link assumptions, the FPR increases significantly compared
to the setup without cycles. Larger differences in FPR between PC-M and PC-AC can be seen for
samples up to 2000. Regarding TPR, PC-AC and PC-B perform best for the context-specific graphs,
especially without any link assumptions. Results for the comparison with FCI and CD-NOD for the
union graphs, detailed in Sec. [E.3.3] show that our method slightly outperforms CD-NOD, which
assumes acyclicity. Our method outperforms FCI in terms of TPR, but FPR is lower for FCI.

6 Discussion and conclusion

In this work, we have introduced a novel method for causal discovery (CD) of context-specific graphs
and their union in the presence of a (possibly) endogenous context indicator. We propose a simple
modification of the PC algorithm, but our method can be combined with any other constraint-based
CD algorithm. Our approach provides an elegant and efficient solution to the problem of selection bias.
Further, we discuss how to formally link context-specific independence (CSI) relations to structural
causal models (SCMs); to this end we introduce novel graphical objects and assumptions and prove
the soundness of our algorithm. We discuss the theoretical and practical limitations to recovering the
true graphs, e. g. in presence of large cycles (D.7). Our method has a lower FPR than applying CD
on each context individually, which can suffer from selection bias; it displays better finite-sample
performance than a proposed baseline method. Our method is comparable with CD-NOD (39) and
FCI (28) on the union graphs, but additionally provides context-specific information.

Limitations Our method requires that the context indicator R is observed and chosen appropriately,
as discussed in Sec. it can handle some union cycles, but not reliably so for large union cycles, see
Sec.[D.8] Without prior knowledge about adjacencies of R, our method has difficulties to significantly
outperform pooled methods and to keep up with the baseline in numerical tests; this is likely due
to the CIT problem discussed in Sec.[5.2] an interpretation supported by a smaller experiment with
a non-parametric CIT (Fig. [3] right panel). We thus believe that the problem can be solved using
appropriate CITs. Finite sample errors incur further propagated errors similar to standard CD; errors
involving links to R additionally lead to a regression to standard CD concerning context-specific
information (see App @]) In this work, we have assumed causal sufficiency, however, real-world
data often contains hidden confounders.

Future work We have mainly focused on skeleton discovery and omitted a detailed study of
orientation rules. Algorithms such as FCI and CD-NOD already perform well for edge orientations
of the union graph, as small experiments in Sec. [E.3.3|indicate. But there also seem to be additional
edge orientations available only by combining per-context information (see Sec. [F.1]for an example),
a possibility also mentioned in (9); these orientations can be beyond what can be concluded even with
JCI arguments. In practice, contexts are often assigned by thresholding, so an extension to contexts
given as deterministic functions of observed variables (see Sec.[F.2)is of interest. Similar remarks
apply to anomaly-detection outputs, defining normal and anomalous contexts. The assumption
of causal sufficiency simplifies the arguments, but does not seem strictly necessary; it likely can
be relaxed in future work. Finally, our method is in principle extendable to the time-series case.
Particularly when allowing for contemporaneous relations of the context indicator, selection bias is a
non-trivial problem for time-series.
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A Delimitation from LDAGs

LDAGS (18;19) are conceptually closest to our work. We thus delimit our work from LDAGs as
follows: First, we derive a connection from context-specific graphs to SCMs; also for identification
from data, only CSIs are insufficient in our case, a combination of CSIs and independence-statements
on the pooled data is required. Second, LDAGs have been studied only under the assumption of
acyclicity, while we allow for cycles in the union graph. Third, the method of Hyttinen et al. (9)
only accepts categorical variables, while we enable continuous and discrete variables. Fourth, our
method reduces the number of tests compared to Hyttinen et al. (9), as we do not test each CI relation
conditioned on the context. Instead, we adaptively select whether to test on the context-specific
or the pooled data. Finally, we distinguish system variables from the context indicator, whereas in
LDAGs every variable is treated as a potential context indicator. From a theoretical perspective, this is
advantageous, as it increases information content. However, from a practical perspective, the LDAG
approach increases the number of required tests.

B Context variables and F-variables

As described near the end of Sec[3.2] in our case, the context variable is chosen from the set of
variables. This choice is primarily guided the regime-sufficiency assumptions. This allows for a
lot of flexibility: The context variable can be selected from or introduced into the dataset by expert
knowledge or any regime detection algorithm; it simply has to behave like a random variables from
the perspective of the CD-algorithm.

Such flexibility may remind the reader of what Pearl (16)) calls F-variables (see below) and while the
relation is very indirect, there is indeed an interesting perspective via F-variables. F-variables are
functional variables (taking values in function spaces) that allow writing any (hard or soft) interven-
tions implicitly: If fy (z) is the mechanism at x, depending on parents x (possibly multivariate), one
can add a parent Fy taking a function (e. g. the original fy) as value, and replace the mechanism
at Y by the evaluation map eval(f,z) := f(x). Since Fy can take a value for f that represents an
intervention (e. g. a constant function for a hard intervention) this generalizes interventions. Example
[3.T)can indeed be regarded as a kind of soft intervention on Y.

Context variables as such are an orthogonal concept: Given multiple distinct datasets over the same
set of variables, the context injects the information about the specific associations in each dataset to
the analysis by appending a pseudo-variable to the dataset. The value of this pseudo-variable typically
is simply a dataset index. This context could be functional but in general both contexts and functional
nodes co-exist independently of each other.

Now, we are interested in context-specific changes similar to Example [3.1] which (see above) can
be represented as soft interventions, thus as F-variables. This means, we can formally describe
these as context-variables which are F-variables. This allows a different interpretation of the strong
regime-sufficiency assumption (cf. App|C): It demands, that the context variable belongs to a specific
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class of functional nodes, which implement a soft intervention removing some of the parents’ effects
on certain variables.

In comparison to JCI (15), our method reveals not only the position of this context F-variable in the
graph; it also reveals some of the internal structure of some functional nodes (those satisfying the
reformulated strong sufficiency assumption): It additionally uncovers the graphical changes induced
by the implemented soft intervention.

Finally, temporal regimes were an important motivation for our study of context-specific behavior. To
make the connection to non-stationary time series, these can be formulated using context variables.
For the context to be categorical (which we and others assume), the non-stationarity cannot be a drift
etc. but must be driven by a regime change, i.e., there must be temporal regions sharing a model
or context. By finding the contexts in which the time series is stationary and describing the causal
relationships for those stationary parts of the time series, we can describe the non-stationarity system
as a multi-context system.

C Details on sufficiency conditions

Here, we provide details on the three context-sufficiency assumptions discussed in Sec.[3.3in the
main text. Then, we show that these are indeed hierarchical: Strong context-sufficiency = single-
graph-sufficiency = weak context-sufficiency. Finally, we give examples of when the other direction
is violated.

First, we quickly summarize the problem to solve and the ideas behind the different conditions:
If the observational support given R = r of, say, X, is restricted to a region where a mechanism
fy(X,...) is constant in X, then this can make the link from X to Y disappear in independence
testing. Excluding CSIs arising like this requires a way of saying what "constant in a region" means.

The single-graph-sufficiency assumption will capture this requirement on a graphical level. This is
powerful for proofs, but does not provide much in terms of explanation and might be hard to verify
given a specific model. Example [3.1]shows that there clearly is a rather large and intuitive class of
models which look like fy (X, R,...) = 1(R)g(X,...) + h(...). Clearly, one still has to ensure
that g or h are "constant in a region", so that only the indicator function can remove links. The strong
sufficiency condition will capture this intuitive notion, however, we note that this is only one possible
formalization (see Rmk. [C.1).

As indicated above, the strong sufficiency condition requires a formal way of saying a map is not
constant on any region. One possible way to do so is to require it to be injective (in every argument,
after fixing other arguments):

Definition C.1. We call an indicator R strongly context-sufficient for an SCM M, if both
(a) the f; are continuous, such that:

(1) If R ¢ Pa(X;) in the mechanism graph, then f; injective in each argument, after fixing
the other arguments to an arbitrary value.
(ii) If R € Pa(X;) in the mechanism graph, then f; is of the form
fi(X7 X/a Rv ni) = ]I(R € A) X gi(X7 leRv ni) + ]l(R ¢ A) X g;(X? R7 771')9
with A C Xy and g, ¢, injective in each argument, after fixing the other arguments

to an arbitrary value. This could also be generalized to a sum over multiple indicator
functions without changing the results.

(b) for every set of variables V' not containing R, the distributions P(V'), P(V|R = r) and
P(V|do(R = r)) have continuous densities.

Remark C.1. The notion of "non-constant on any region" could be formalized differently, for
example through smooth mechanisms and a requirement on gradients. Further, this is not supposed to
be particularly general, but rather to be intuitive. More general conditions to ensure that detected
changes are physical is single-graph-sufficiency or that results are (descriptively) complete is weak
context-sufficiency (see below).

Example C.1. A model with continuous densities of noise-distributions, and mechanisms depending
on R only through indicator functions and such that for each value R = r the model My, (p—r) is
linear, is strongly regime sufficient. This includes Example
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Definition C.2. We call a context indicator R single-graph-sufficient for an SCM M, if
escr h
GRs) = G2, = GRL,.

with the graphs G4 | G}I’?g, GS-_, defined as in Sec.

Remark C.2. Under this condition, descriptive results can be interpreted as physical mechanism
changes.

The efficiency of the algorithm proposed in Sec. ] comes from the restriction that context-specific
changes must occur in children of the context R. This requires a weaker condition which we formally
describe as weak regime-sufficiency. In this case, the difficult and interesting question to ask is:
How should the output of the algorithm be interpreted under this assumption? This is discussed in
Rmk.[D.2] which can be interpreted as a robustness result: Even when violating the context-sufficiency
conditions, the output of the algorithm is descriptively correct, and, given weak context-sufficiency, it
is still complete.

Definition C.3. We call a context indicator R weakly context-sufficient for an SCM M, if
R¢Pa™(Y) = PagZ(Y)="Pa""(Y).

Remark C.3. Under this condition, changes may be descriptive only, but the results are complete
(all edge removals are found), see Rmk.

C.1 Hierarchy of assumptions

Here, we show that above-mentioned assumptions are indeed hierarchical: Strong context-sufficiency
= single-graph-sufficiency = weak context-sufficiency. We will start from Def. The underlying
idea for requiring (a) is rather direct:

Lemma C.1. If X € Pa(Y) in G|.F), and fy € F isinjective in X after fixing all other arguments,
then given S C Xp,(y) with x # x' € Xx and pa~ € Xpyry)—(x3 such that (x,pa~), (z',pa”) €
S, then fy|s is non-constant in X.

Proof. fy isinjective in X after fixing its other arguments to pa~, thus fy |g is injective in X after
fixing its other arguments to pa~, so (z,pa~) # (2, pa™) implies fy|s(z,pa~) # fy|s(z’,pa™).
O

Thus, as long as the support S is never singular, i.e., as long as = # z’ as above exists, restricting to
S does not change the parent sets. The continuous densities required in (b) are an intuitive possibility
to ensure this:

Lemma C.2. If X € Pa(Y) in G[F] and a distribution Q is given with Q(X) and Q(Pa(Y))
possessing continuous densities, then 3x # x' € Xx and pa~ € Xpa(y)—{x} such that
(z,pa”), (¢',pa”) € supp(P(Pa(Y)|R =r)).

Proof. If Q(X) has a continuous density ¢, it is not a point measure, thus there are z # z’
with ¢, (z) # 0 and g¢,(z') # 0. With X € Pa(Y) and Q(Pa(Y)) possessing a continu-

ous density gpa, we know g, = Pa(y)—{X} gpa(pa~,—)dpa” is the marginalization, so 0 #

gz (x) = fPa(Y)_{X} dpa(pPa~, x), which implies 3 pa’ with gpa(pa™, z) # 0. By continuity thus
(z,pa”), (2',pa”) € supp(P(Pa(Y)|R =r)). O

Requiring strong context-sufficiency ensures that the only non-injectivities come from R, such that
after fixing R in Fy,(r=r) and ignoring edges involving R (i. e., using the barred G versions):

Lemma C.3. If M = (F,U, V) is strongly context-sufficient and R = r fixed, then the following are
equivalent for X # R #Y:

(i) X e Pa(Y) in G[]:do(R:r)]
(ii) X € Pa(Y) in GI* [M]

(iii) X € Pa(Y) in G [M]
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(iv) X € Pa(Y) in G, [M]
Corollary C.1. If M is strongly context-sufficient, then it is single-graph-sufficient.

Proof of the Corollary. By the lemma, G = G* = GSF_  The unbarred versions insert the

same links involving R from the union graph, thus also G4 = GP** — G Recall that this is
the definition of single-graph-sufficiency. O

Proof of the Lemma. First note that (ii) = (i), (iii) = (i) and (iv) = (i) are trivial (if a restriction of
fi is non-constant in X, then f; is non-constant in X).

Further, f; which do not depend on R are already injective, and f; which depend on R are of the
form f;(X, X', R,m;) = L(R € A) x ¢;(X, X", R,m;) + L(R ¢ A) x g.(X, R,n;), such that the
gi» g; are injective. Thus, depending on the value r of R we fixed, either f; = g; or f; = g} is in
Fao(R=r)» both of which are injective. So all f; € Fy,(r—r) are injective.

"(i) = (ii)": Apply lemma to @ = P(V|R = r) (as a distribution over V), to get = # 2/ € Xx
and pa~ € Xp,yv)—qx} With (z,pa™), (z',pa”) € S := supp(P(Pa(Y)|R = r)). Thus lemma
applies to yield fy | is non-constant in X, thus by definition of GI$** [M], also X € Pa%™" (V).

"(i) = (iii)": As (i) = (ii) above, but use @ = P(V') in lemma|C.2]
"(i) = (iv)": As (i) = (ii) above, but use @ = P(V|do(R = r)) in lemma|C.2] O

Next, recall that we had deﬁned R to be (weakly) context-sufficient: if Y is a not a child of R, then
X ¢ PafT (V) = X ¢ Pa"™°"(Y). The reason why this is implied by single-graph-sufficiency
((f}"}g:cﬁ, = G%‘fr = GSL_,) is that physical changes are caused by R, and thus only happen in children
of R:

Lemma C4. IfY # R with R ¢ Pa"™*"(Y), then
Pal (V) = Pa™(Y).

Proof. By definition, G™°"[M] = G[F, Py] and G%’fr [M] = G[Fao(r=r), Prm]. By definition,
F and Fyo(r=r differ only in fr and (by setting R = r) for f; with R € Pa™"(X;). For Y,
by hypothesis, neither of these two applies, so the same fy is in F and Fyo(r=r). Since both
graph definitions further use the same support (that of P,;), their parent definitions for Y agree:
Pal;gii« (Y) _ Paunion(y). O

Corollary C.2. If M is single-graph-sufficiency (for R), then M is weakly context-sufficient.

Proof. This is a reformulation of the statement of the lemma, i. e. it holds by definition of these
terms. O

C.2 Strictness: Examples violating the ''backwards-direction"

Part (a) of strong context-sufficiency: The injectivity assumption is e. g. violated in Example|3.2]
if fy is not injective.

Part (b) of strong context-sufficiency: The assumption about distributions seems, especially in
light of Lemma [C.2] (which is the only implication of this assumption that is needed), relatively weak.
However, there are some intuitive examples where we observe that it can be easily violated, and why
this is a problem:

Example C.2. Assume a root variable X has a noise term, i.e., mechanism kernel (fx).nx, with
randomness arising (within measurement precision) from a process involving sunlight, e. g., X might
be the photosynthesis rate or the solar power provided. Further, assume that R indicates whether it
is day or night. Then P(X|R = r) is, for some values of R during the night, singular at a specific
value, violating part (b) of the strong sufficiency assumption.

On the pooled data, this may not pose an issue. However, on the night-time values of R, nothing
will depend on X. This is descriptively correct, but it holds for all children Y of X, irrespective of
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whether Y are also children of R. Therefore, R is not even weakly context-sufficient. Our algorithm,
which relies on weak context-sufficiency, may not remove these links.

This kind of problem may be less severe than a violation of part (a) of strong context-sufficiency
because it may be testable beforehand.

Single-graph-sufficient, but not strongly context-sufficient: Part (b), as stated cf. Lemma|C.2]
however, can be violated simply by constructing densities with "jumps," which does not interfere
with any of the other conditions. More interesting seem violations of part (a). However, this can also
easily be done because the f; need not be injective, only "sufficiently injective" to be non-constant
on the supports. For example, Y = X2 + 7y is non-injective but is unlikely to be constant (indeed,
this would only happen for P(X) having singular support exactly at two points xy and —z, thus
violating part (b)).

Weakly context-sufficient, but not single-graph-sufficient: ~Say we take Example[3.2]and add a
quantitative dependence of Y on R, e.g.,addaterm Y = ...+ X R with v # 0 to the definition of
Y. Now, R is a cause of Y, turning Y into a child of the context indicator, making the model weakly
context-sufficient. However, fy still depends on T in the support of Py, such that T € Pa‘l’gfr(Y)
(as before), while (also as before) T' ¢ Pafss" (V).

In the intuitive sense, weak context-sufficiency means that descriptive changes only occur at mech-
anisms that involve R, but R may, as in the example above, not directly cause the change of the
mechanism.

C.3 Additional assumptions

Definition C.4 (Causal Sufficiency). A set of variables V' is causally sufficient relative to an SCM
if, within the model, every common cause of any pair of variables in V' is included in V, i.e., there
are no hidden common causes or confounders outside V' that affect any pair of variables in V.
Definition C.5 (Weak (Descriptive) Context-Acyclicity). For each context value r of R, the context-
specific graph G&*" is weakly (descriptive) context-acyclic if GE*" is a DAG, i.e., there are no
directed cycles in any G .

Definition C.6 (Strong (Descriptive) Context-Acyclicity). For each context value r of R, the context-
specific graph G¥" is strongly (descriptive) context-acyclic if G is a DAG, i.e., there are no
directed cycles in any G$", and, additionally, no cycles involving any ancestors of R, including R
itself, are in GUmMon,

D Theoretical properties of the proposed algorithm

Here, we give proofs and additional information concerning the theoretical properties of the algorithm
proposed in Sec. 4]

D.1 Additional graphs

As a systematic overview over the graphical objects introduced in Sec. [3.1] these objects are summa-
rized and compared in Table

The proof of the Markov property in Sec. [D.3] will require an additional graphical object, the
counterfactual graph. As it is only needed as formal objects, it is introduced here rather than in the
main text. Furthermore, the proof of the Markov property should be comprehensible without detailed
knowledge of these graphical objects beyond the understanding that there is, in general, more than
one (cf. points (a) and (b) in Sec. . We advise the reader to first read Sec. and refer here for
formal details if required.

The counterfactual graph, defined as follows:
GR—r[M] := GIFio(rer)> Pu (V] do(R = r))] = G*"™ [Muo(r=r)]

The counterfactual graph describes relations that we would have observed had R been set to r under
the same noises. Refer to Sec. for a more detailed discussion.
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Table 1: Comparison of different observable graphs G[M, P], highlighting their key features and
contexts in relation to system and model.

| Observable Graphs G[F, P]

Symbol GIsser G'j%‘ii Gunion
Name Descriptive Physical Union (Standard)
Mechanisms F For Fyo Fao F
Observational Support P Py(...][R=7) Puy(..) Py(..)
Captured Information Directly Observed | Altered Mechanisms Union Model
Context-Specific (R-dependent) Yes Yes No
Edge Sets Active in Context r C Present in Context  C In Any Context

Remark D.1. This should not be confused with what is sometimes called the "intervened" or
"amputated" graph Gq,(g)[M]; this is obtained from G'"™"°"[M] by removing edges pointing into R.
Generally G yo(r)[M] # G[]—"ég(R:T), Py (V| do(R = 7))], even for edges not involving R. This is
because the support of Py (V| do(R = r)) may be different (potentially even larger) than for Py,.

D.2 Connection to counterfactuals

The definition of the intervened model in Sec. is the SCM Myo(a=g) := (V', U, Fao(a=g)) With U
distributed according to P, of M. Ata per-sample level, i.e., drawing a value 7] from P, and running it
through both M and My, (r—) to obtain X;(77) and (X;),(77) yields exactly the definition of potential
responses given in (16, Def.7.1.4 (p. 204)). Often, the joint distribution P(X;, (X;),) (induced from
P, by the procedure described above) is of interest. This would mean counterfactually observing
both M and Mgy,(r=r) at the same time. Here we only need X; or (X;), variables separately, so
the "distribution-level" observables (defining M and My,(r—,) on the same P, but not on the same
realizations 7) suffice.

From the definition of X (7) and (X;),(77) the consistency property defined in (16} cor.7.3.2 (p. 229))
is relatively easy to see: If, for a particular 77, one obtains R(7j) = r from M, then solving the
equations of Mg,(r—y) yields the same result (they only replace the equation for R(7j) by R, = 7,
which for this 77 makes no difference). So P((X;),|R. =r) = P(X;|R =r).

D.3 Proof of the Markov property

Lemma D.1. Given an SCM M and its visible graph G = G"™°"[M|, conditional o-separation
(d-separation if G is a DAG) with respect to G implies conditional independence in Py;.

Proof. The visible graph G'°"[M] is the causal graph in the standard sense, i.e. G[F™"] with a
suitably minimal set of mechanisms (see Sec.[3.T). So the standard results (20, Prop. 6.31 (p. 105))
(for cyclic graphs see e. g. (2) and Sec. apply to relate o-separation (d-separation if G is a DAG)
to independence. O

Lemma [d.1} Assuming strong context-acyclicity, causal sufficiency and single-graph-sufficiency.
If X and Y, both X,Y # R, with Y ¢ Anc (X) are not adjacent in G, then there is Z C
Adj‘;gszc;(Y) such that: If Y is neither part of a directed cycle in the union graph (union cycle) nor a
child of R in the union graph (union child), then (a) X 1L Y|Z, otherwise (b) X \L Y|Z,R =r.

Proof of lemma[d.1] We distinguish the cases corresponding to (a) and (b):

Case (a) [(1) Y is not part of a directed union cycle and (ii) R is not a parent of Y]:

Single-graph-sufficiency implies context regime-sufficiency (cor. . Y ¢ Anci (X) (by hypoth-
esis) and (i) Y is not part of a directed union cycle imply Y ¢ Pa"™"(X). Thus, if there is a link
between X and Y in the union graph, then it is oriented as X — Y. By weak context-sufficiency,
and (ii) R is not a parent of Y this is excluded. So X and Y are also not adjacent in the union graph.

Since (i) Y is not part of a directed cycle in GMion a standard path-blocking argument (lemma
Sec. [D.2) works to show Z = Pa"™ (V) in G"" g-separates X and Y. With GU"[M] =
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G""n[M] being a causal graph in the standard sense (lemma [D.1), o-separation in G*"°" implies
X 1Y|Z

Case (b): W.Lo.g., (¥) Y ¢ Anc™°"(R), otherwise we are in case 1, because if Y were an ancestor
of R, neither (i) could Y be part of a directed cycle by strong context-acyclicity nor (ii) could R be a
parent, thus ancestor, of Y, also by strong context-acyclicity.

Define Z' = Pa$ (Y') U { R}. Using a standard path-blocking argument, this time in GS_ works:
Lemma is applicable with Z’, showing it d-separates X from Y, because Z’' N Desc"™"(Y) = (),
as R is not a union-descendant of Y by (x), and G%F:T = G‘}S;C; is a DAG (by weak context-acyclicity)
so parents of Y are also not descendants.

Other than G%5T, the counterfactual graph G, = GUnon [Mao(r=r)] is a causal graph in the
standard sense (lemma mi of the SCM Mg, (r=r). Thus d-separation on the DAG G%F:T implies
independence X, Il Y,.|Z], writing V,. for a variable that would have been observed in Myo(r=r)

under the same exogenous noises as in M. This notation is justified because their distributions are
potential responses in the sense of (16), Def.7.1.4 (p.204)) (see Sec.[D.2).

By definition R € Z’, so we can rewrite this as Z’ = Z U {R} with R ¢ Z. Now this reads
X, 1L Y.|Z., R,. Generally, P(X,.|R = ') is not identifiable, however, if » = 7’ it is simply
P(X|R = r) by the consistency property of potential responses (L6l cor.7.3.2 (p.229)) (intuitively,
under conditions which lead to R = r anyway, if we had intervened to set R = 7, that would not
have resulted in any changes in the values of the other variables, and therefore, the conditional
independencies). Thus

X, LY,|Z R, = X, Y, |Z,R,=r = XIY|ZR=r

D.4 Path blocking

We use the definitions of o-separation (2, A.16) and the induced Markov property (note that in the
reference Markov property refers to o-separation implying independence, while our definition refers
to non-adjacency implying independence or CSI) (2, A.21). The following path-blocking argument is
rather standard (see e. g. (37))), however, we formulate the hypothesis slightly different for ease of
application.

Lemma D.2. Given a directed graph G and the non-adjacent (in G) nodes X,Y withY ¢ Ancg(X),
andY not part of a directed cycle, then any Z with Pag(Y') C Z and ZNDescg(Y) = 0 d-separates
and o-separates X fromY in G.

Proof. Let vy be an arbitrary path from X to Y in G. If the last node W,, along y before reaching Y
itself is in Z, then + is blocked, because the last edge is then the edge W,, — Y from a parent W, to
Y pointing at Y, such that WW,, is not a collider along ~y. Thus + is blocked in the d-separation sense,
but W,, also points at Y along v with Y in a different strongly connected component as W,, (because
Y is not part of a directed cycle, its strongly connected component is sc(Y') = {Y'}), so it is also
blocked in the o-separation sense.

Otherwise (if the last node W,, ¢ Z), W,, must be a child of Y, and yendsas v = [X ... W,, «+ Y.
Since Y ¢ Ancg(X), the edges along v cannot all point towards X . Let W}, be the node to the right
of the last (closest to Y) arrow pointing to the right y = [X ... = W), + ... < Y], then Wy is a
collider along ~.

But the part of v between W), and Y is a directed path from Y to W, (because W), was chosen
after the last arrow pointing to the right), so W}, € Descg(Y') and so are all descendants of W,
Descg(Wy) C Descg(Y). Thus, Descg (W) N Z = ) and ~ is blocked both in the d-separation
and o-separation sense. O

D.5 Proof of the Faithfulness statement

The hypothesis of the following lemma is motivated in the main text in Sec.
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Lemman Given 1, assume both Py is faithful to G and Py(...|R = r) is faithful to G5,
Then:

XUY|Z or
37 s.t

X Y descr
X,Y#£Rand X L Y|Z,R=r } = and Y are not adjacent in Gz=

We will refer to this condition as r-faithfulness, or R-faithfulness if it holds for all r.

Proof. The statement is symmetric under exchange of X and Y, so it is enough to show X ¢
Pa%" (V). We do so by contradiction: Assume X € Pa%*" (V') and let Z be arbitrary. Z can never
block the direct path X — Y, so they are never d- separated X U Gleser Y'|Z. By (the contra-position
of) the faithfulness assumptions, X U pY'|Z and if X,Y # R also X A pY|Z, R = r (the second
statement is by definition the same as X J p(_ | R_T)Y|Z ). O]

D.6 Proof of Soundness of the algorithm

Thm. [} Assume causal sufficiency, single-graph-sufficiency, r-faithfulness and strong context-
acyclicity with minimal union cycles of length < 2 (edge-flips). In the oracle case (if there are no

finite-sample errors during independence testing), the algorithm recovers G&" = G

Proof. (i) We show: If X and Y are not adjacent in G‘}’gg, w.l.o.g. by weak context-acyclicity,
Y ¢ AncET(X), then an algorithm deletes the edge between X and Y if it tests all subsets
Z C Adjg deqcr > (Y), on context-specific data if R € Z, on the pooled data otherwise.

Since each G‘}S;C; is acyclic, at least one of the edges in a cycle must vanish for each context. Because
each edge must appear in at least one context to appear in G, for a cycle of length < 2, each
directed edge in the cycle must vanish in some context. Thus, already by weak context-sufficiency
(implied by the hypothesis, Cor. [C.2)), all (i.e. both) nodes in the cycle are (union-)children of
R. Thus, under the restriction to "small" cycles in the hypothesis, part (a) of the Markov property
(Lemmal4.T)) applies if R is not a parent of Y.

If part (a) applies for a Z with R € Z, then writing Z' := Z — {R} by X 1L Y|Z',R = Vr
X L Y|Z' R = r, and the tests we do suffice to delete the link. If part (a) does not apply, then (see
above) R is a parent of Y. Further, at least one of (a) or (b) applies, so (b) applies. With R a parent
of (thus adjacent to) Y, we test (b).

(i1) We show: The proposed algorithm runs at least all tests required for (i).

The PC-algorithm (and its derivatives like PC-stable or conservative PC) tests for a link X — Y in an
efficient way, i.e., at least all conditional independencies X Il Y|Z with Z C Pax or Z C Pay
and deletes an edge (starting from the fully connected graph) if this independence cannot be rejected.
By the same argument, our proposed algorithm tests at least all the conditioning sets required for (i).

(iii)) We show: If X and Y are adjacent in G(};:;, then the edge between X and Y remains in the
graph.

By faithfulness (Lemma[4.2)), whenever we find a such an independence, the edge is not in G&=" |
i. e. irrespective of which (context-specific) independence tests we actually perform, we never delete
an edge that is in G . O

Remark D.2. Using the argument of (22, Sec. 4) one can supplement the result of Thm. [T|showing
robustness against assumption-violations:

Replacing the assumption of "single-graph-sufficient" by "weakly context-sufficient", the algorithm
still recovers all descriptive information G5 .

Irrespective of any context-sufficiency assumptions, the algorithm recovers a graph G‘}g‘:ecr‘ with

Geeser C Gt C G‘l’%’fr, i.e. all edge removals are descriptively correct, and at least all physically
changlng hnks are removed.

Proof. The arguments in (i) for showing that we only have to test on context-specific data if R is
adjacent still apply (they only use weak context-sufficiency). Further, by weak context-acyclicity
together with strong context-acyclicity, links that are in the G*™°" but not in G‘}gi; are never between
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two ancestors of R in the union graph (union-ancestors). So by the Markov property (22| Prop. 4.3),
also the remainder of (i) still works. Part (ii) is still as in the standard PC-case. Part (iii) still works,
because our faithfulness result (Lemma4.?) is already sufficiently general. O

D.7 Large cycles

In this section, we discuss how large cycles, which involve more than two edges, i.e. not arising
directly from an edge flip, can lead to problems, as exemplified below. However, this problem may
not occur directly as discussed in Sec.[D.§).

Context R = 0: A valid separating set for X and Y is {W5} (the only parent of Y), so X Il
Y |W5, R = 0. But R is not adjacent to Y (in the union-graph, see below), so this would not be tested
by our algorithm (however, see Sec. [D.8]for a discussion): Candidates for separating sets are the
subsets of adjacencies, and context-specific tests are only considered if R is in the candidate set.

— O

G—A") ()
/
|
@\@/

Context R = 1: A valid separating set for X and Y is {W;} (the only parent of X), so X 1L
Y |W1, R = 1. But R is not adjacent (see Sec. however) to X, so this would not be tested by our

/@\
") ()

[
Q

@\ @/ 2

Ground-truth labeled union graph Note: o-separation implies d-separation. So it is enough to
exclude d-separation.

21



Evidently the empty set is not a separating set X I Y. The parents of either X or Y would only
work in one context, in the other they become dependent, so X Y Y'|W5 and X L Y|W; on the
pooled data. For this simple example (without Z, Z’), it seems like conditioning on all adjacencies
could work. However, this would lead to other problems. For example, with the additional variable Z
conditioning on Adj(X) = {W7, W3} would open the path [X — W3 + Z — Wy — W5 — Y] in
context R = 0. (Similar for Y and Z’.)

— O

D.8 Union cycles involving context children

There is another problem with larger union cycles: Links from R to a union cycle cannot be tested
using context-specific data (because links involving R cannot be tested for R = r, as R is in that case
a constant), but tests performed on the pooled data will only delete edges not in the acyclification of
the union graph. Thus, if there is a child of R in a union cycle — which is always the case given weak
context-acyclicity and weak context-sufficiency — then the edges from R to all nodes in the cycle
cannot be deleted. Thus, R will always point at (be adjacent to, for skeleton discovery) all nodes in a
union cycle, irrespective of whether or not they are children of R in the ground truth.

While this is a problem in itself, it seemingly removes the problem of Sec.[D.7] so one might be
inclined to claim soundness for larger cycles. While this is not entirely wrong, we strongly advise
against it, for the following reasons:

(i) Adding correct constraints (e. g. from expert knowledge) about missing edges from R to
system nodes could break the output.

(ii) In practise (on final data) error-propagation behavior is poor.

(iii) Large cycles can be treated consistently (if they are likely to occur) with the intersection
graph method described in Sec. [D.10] at the cost of requiring more tests and therefore
generally worse finite-sample performance.

It might be possible that (iii) can be used "sparingly": One may observe that the above problem
should leave a suspicious trace in discovered graphs: There should be many edges from R to the
region of the graph containing the cycle, and all nodes in this region not adjacent to R should be
heavily interconnected (because they are not tested on context-specific data, so only the acyclification
is found). Thus encountering such a structure may be an indication to test the edges of this region
again using the intersection graph method.

D.9 Complexity

Pairwise tests are always run on the pool in our algorithm, and all context-specific test are "localized"
to near the indicator. This means, our algorithm scales like standard PC for increasing variable
count but fixed context-variable count. But also for large (or increasing) context-variable count only
the possible values of context-variables "nearby" are taken into account as context, leading to an
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(approximately) linear scaling: The precise number of tests in each iteration of our algorithm depends
on the number of links remaining after the previous iteration and is thus difficult to estimate precisely.
However, on finite data, dependencies are typically only detectable for a finite number H of hops
along a true causal path. Given that the union graph has a finite graph degree D¢, each variable
is found dependent (is within H hops) of a finite number 5 < Sy(D¢, H) of other nodes (upper
bounded by a function of graph degree D and maximum number of hops H independent of the
number of context variables K and the total number of variables D, i.e. 8y = Ok, p(1)). Every
variable is thus after the pairwise tests (pairwise testing is always done on the pool) adjacent to less
than 3y other variables. We assumeE] that the density X/p of indicators is small compared to g
and each indicator takes at most C' = Ok p(1) many different values. Then on average there are
n < By x K/p x C many context-specific tests for each variable. Running up to n CSI tests on
average on all D variables leads thus to less than 8y x K x C many CSI tests on average, so our
algorithm is O(K) on average. Under the assumption that X /p is fixed as D increases (the density of
context variables in the graph is constant), the algorithm is O(D?) as is standard PC (the D? comes
from the number of pairwise tests growing faster than the CSI-count).

In comparison, a masking or intersection graph approach, as described in Sec. [D.10|has to run all
tests for each combination of indicator values, thus scales O(exp (X)), as each indicator can take at
least two values, i.e., there are at least 2/ combinations. Thus, our method could scale comparatively
well to a larger setups involving many variables and context indicators.

D.10 Baseline method / intersection graph

From the perspective that information in causal graphs is in the missing links, one would expect that
running causal discovery once on the masked/ context-specific data (all data points with R = r) to
obtain G}‘%aj; (containing edges from selection bias; we exclude R from the graph, as it is a constant)
and once on the pooled data (all data points) to obtain GP*°! (which in the case of an acyclic union
graph is not the union graph) one should find all necessary information. Thus, we would expect
that the intersection graph obtained by intersecting the obtained sets of edges returns the correct
context-specific graphs. Indeed we now also have the theory in place to verify this:

Lemma D.3. The intersection of the edges obtained from the pooled and masked results yield the
correct descriptive graph:

~vmask ~pool __ ~vdescr
Gk ) Grool = Gdeser

Proof. This follows directly from the Markov property (Lemma [4.1) and faithfulness (Lemma
[|.2), even if one only tests Z in adjacencies in the respective discovery algorithms (because both

AdIE(Y) 2 AdjES(Y) and AdP(Y) D AdjEE(Y). O

Remark D.3. Generally, the information argument about C_v'rﬁa:skr N GP! works as is, but our results
show that this has indeed a meaningful connection to the SCM.

This approach even avoids the problems of Sec.[D.7} However, it has some severe disadvantages on
finite data: Both discovered graphs are individually less sparse than G%*" | and thus more CITs are
necessary (and especially more CITs with large separating sets, which are particularly problematic
for both precision and runtime). Furthermore, all tests are executed once on the pooled data for GP*!
and once on the masked data G}"%aj; Thus, twice as many tests would be necessary, even without
the lack of sparsity. With multiple context indicators, the intersection graph approach would scale

exponentially while our method scales linearly, as discussed in Sec.

We use this approach as a baseline to validate the finite-sample properties of our algorithms. We also
discuss how to use the intersection graph approach when large cycles may exist in the union graph in
Sec.[D.§ While large cycles can possibly pose problems for our method, combining our approach
with the intersection graph method could yield the correct result in a more efficient way than only
using the intersection graph approach.

Then within the 8 many adjacencies there is typically at most one indicator; generally we could replace C
by C#°, as there are at most Sy many adjacent indicators with at most C*° many combinations of values, which
is still OK,D(I).
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D.11 Difficulty of detecting context-system links

Testing R 1L Y is not only difficult due to non-linearities, but also due to the following problems:
We focus on the case where R is binary for the example Y = 1(R) x X + ny, and X = nx with
both nx,ny ~ N(0, 1) standard normal. Here Y . R (with the empty conditioning set). This is
essentially a two-sample test, i.e., we are asking if P(Y|R = 0) # P(Y|R = 1). This difference
is only visible in variance (higher moments) and not in mean value. P(Y|R = 0) is simply 7y
and thus standard-normal N'(0,1), while P(Y|R = 1) is the sum of two independent standard-
normal distributed variables (nx + 77y), so it is N'(0, 02 = 2). Many independence measures like
correlation or generalized covariance measure (30) are insensitive to changes in higher moments
only (e. g., testing the correlation of R and Y checks for the non-zero slope of the linear fit through
(0, E[Y|R = 0]) and (1, E[Y|R = 1])). Mutual information or distance correlation based tests can
gain power against this alternative. Generally, using parametric tests for this scenario (even simple
workarounds like testing correlation on squared or absolute values) should also be possible and might
provide better power. Some care should be taken (30, Example 1) to formulate the model-class we
actually want to test on, as we also have to be able to account for the synergistic (the model is not
additive in X and R) dependence on R.

D.12 A remark on CIT with regression

Conditional independence testing often relies on regressing out conditions and testing on residuals
(e.g. partial correlation). This is usually justified for causal discovery roughly as follows: Only the
"true" adjustment set has to work — "erroneous" independence is assumed impossible by faithfulness
—and only if X and Y are "truly" non-adjacent. The "true" adjustment-set for X, Y is w.l. 0. g.
Z =Pa(Y), with P(Y|Z) = P(Y|do(Z)), so the regression function approximates the structural
fy which exists and is well-defined as a mapping (in particular single-valued); so for additive noise
models testing on residuals should work.

One might, at first glance, consider that this may fail to hold if some links from Z to Y are context-
dependent (thus multi-valued). However, this is not the case: If a link from Z to Y vanishes by a
change of mechanism, then R € Z = Pa(Y') and the multi-variate fy is not multi-valued (on its
multi-dimensional input). If a link from Z to Y vanishes by moving out of the observational support,
the previous argument still works, i.e., fy does not change.

Moreover, if the per-context system (dependencies on variables # R after fixing R = ) is additive
(e.g. linear), then the fit can be done additively because, again, if a link from Z to Y vanishes by
a change of mechanism, then R € Z = Pa(Y). Since our method tests on data with R = r only,
it learns a consistent restriction of the multi-variate fy where it is additive. For example, if Vr :
Mgo(Rr=r) is linear with Gaussian noise, then conditional independence between two variables X, Y,
both # R, can be tested by partial correlation, and the method remains consistent.

D.13 A Remark on Error Propagation

Errors involving links to R affect the performance of the algorithm as follows:

For false negatives (a link involving R is not found), no CSI is tested, and thus it does not find
additional context specific information, but it also does not incur further errors beyond those inherent
to PC.

In the presence of false positives (a link involving R is detected to a non-adjacent '), our method —
like PC — executes more tests than strictly necessary, because more adjacencies are available. If R is
erroneously found as adjacent, and is added to the conditioning set, in our case the tests will be run as
CSI (for R = r), i.e., using the context-specific samples only. This can lead to testing on a reduced
sample size resulting in further finite sample effects. It should nor induce selection bias, because we
only have to find (at least) one valid separating set, but if R is non-adjacent such a separating set, not
containing R, exists, still allowing to correctly delete the link.

D.14 Labeled union graphs

Knowing G5 for all r, we can also construct a labeled union-graph similar to LDAGs (or more
precisely — context-specific LDAGs (L8, Def. 8)). This follows the philosophy that one obtains strictly
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more information than just the union graph, and wants to represent this information as an extension
of the union graph rather than in separate graphs.

There are two viewpoints on how to symbolize multiple graphs in one: The information in the graph
(about factorization of the distribution) is in the missing links, hence, link labels indicate when they
"disappear" (stratified graphs and LDAGs follow this convention) — or the edges represent mechanism
relationships of the underlying SCM and labels represent when mechanisms are "active." The second
option seems more straightforward to read (from a causal model perspective), so we follow this
convention below:

o If there is an edge X — Y in G$* for all r, insert an (unlabeled) edge X — Y into the
labeled union graph.

o If there is never an edge X — Y in G&*' for any r, than there is no edge from X to Y in
the labeled union graph.

o If there is an edge X — Y for r € R, and no edge for r ¢ R, with R # () a proper
(i. e. not equal to) subset of the values taken by R, then add an edge labeled by R, e. g.

x L7007y o the labeled union graph.

E Further details on the simulation study

Here, we describe the data generation approach for the numerical experiments in detail. Moreover, we
present further results which aim to explore the robustness of our method under different scenarios.

E.1 Data generation

We generate the simulation data using SCMs. We start by constructing what we will call the base
SCM / graph, a linear SCM with up to D + 1 nodes, and with acyclic (mechanism) graph, of the form

Xi = fi(Pa(X;)) + cini )]
where i = 1,..., D + 1, Pa(X;) are the parents of X, c; are constants, and 7); are exogenous noise
terms. The function f;(Pa(X;)) is defined as:

X, €Pa(X;)

We use a desired sparsity level s < 1, which leads to the number of total links L (non-zero coefficients
a;;) to be found as the fraction s of the total possible number of links D(D + 1):

L=s-D(D+1) 3)

As a next step, we select a variable to become the context indicator R. To this end, we randomly
select an index k € {1,...,D + 1}. Then, we assign the variable X}, as the context indicator, i.e.,
R = Xj. For example, if £ = 2, then R = X5.

As discussed in Sec. |3} R is a categorical variable that indicates which of the nconexis context-
specific SCMs the respective sample belongs to. Thus, we must generate categorical values from
the continuous values of X;,. To achieve this, we define neonexis — 1 quantiles {q1, . . . , ¢nouee—1J a8
linearly spaced values between 0 and 1. These quantiles are then adjusted using a balance factor b to
compute the final quantiles as {¢?, . .. _1}. The balance factor b affects the distribution of
data points across contexts:

qb
? I Tcontexts

» If b = 1, the data points are balanced across contexts.
* If b < 1, the balance tips towards the left tail of the distribution.
» If b > 1, the balance tips towards the right tail of the distribution.
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Using the adjusted quantiles, we compute the values for R as follows:

1 if Xp <¢b
2 if f < X <¢b

. b
Neontexts  1f Xg > L

Thus, the continuous variable X}, is converted into a categorical variable R indicating the context
based on the thresholds defined by the adjusted quantiles. This results in R having a non-linear
relationship to all other variables.

Using 17, we can now proceed to generate context-specific SCMs which have nchange changed links
compared to the base graph. For this, we edit the base graph sequentially using the allowed operation
set Sops, as follows:

1. Randomly select a variable X, (excluding R),
2. Randomly select an operation from the set Sgps,
3. Apply the change to the graph:

* Add an Edge: Add an edge from X, to another randomly selected variable X, if an
edge between X, and X, does not already exist.

* Remove an Edge: Remove an existing edge from X to a randomly selected adjacent
variable X /.

* Flip (Reverse) an Edge: Reverse an existing edge from X, to a randomly selected
adjacent variable X/, making X the parent of X.

4. Add alink from R to X, . If the selected operation is flip, then add a link from R to X . and
X

We note that performing the selected operation on the randomly selected node is not always possible.
For example, the node might not have any edges to remove, or adding an edge would lead to the
graph being cyclic. We, therefore, check for possible inconsistencies and repeat the process several
times (in the case of the experiments presented here, 10 times). If an accepted graph is not obtained
after these repetitions, we interrupt the process and continue with a new base graph. Therefore, not
all repetitions of an experiment may be successful.

As described in Sec.[5.2] we can either enforce cycles between the context-specific graphs (and thus,
cycles in the union graph) or we do not allow them for a specific configuration. If the configuration
must contain cycles, for each proposed edit operation, we check whether doing this operation would
result in cycles and accept it if so. Otherwise, we reject the operation and start a new trial. This also
leads to some repetitions of an experiment not being successful. We mention that we do not enforce a
specific cycle length.

Once a context-specific SCM is created, we generate the data according to this SCM. For each
variable X in the context-specific SCM, we determine its value based on its parents and the structural
equations of the SCM. Formally, for a variable X; with context-specific parents for context R = r,
Pa®="(X;), its value is generated as:

Xi = f;(Pa"="(X;)) + comi

where f; is defined as in Equation 2] By following this process, we ensure that each variable affected
by the context is generated according to the modified SCM, incorporating the context-specific changes
introduced during the editing phase.

E.2 Failed attempts
As mentioned in Sec. we repeat each experiment 100 times. However, as discussed above, due to

the random data-generating process described above, not all graph generation trials are successful.
The accompanying ’failed.txt’ file in the .zip file reports how many graph generation trials have failed
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for each configuration. Here, we mention that, for the results presented in Sec. @], 10 trials have
failed. We also report the number of failed trials in the following subsections which present additional
results.

E.3 Further results

We now present results for further configurations, which vary D, s and b, as well as detailed
discussions of the experiments mentioned in the main paper. All results were obtained by conducting
trials in parallel across a cluster of 116 CPU nodes, each equipped with 2x Intel Xeon Platinum 8260
processors. The supplementary .zip file contains the original code used for running the experiments
on the cluster. Additionally, we provide an option to run the experiments in sequential mode.

E.3.1 Further results for the configuration in Sec.

Nodes: 8, Contexts: 2, Changed Links: 1, Density: 0.4,
Cycles: False, Op.: Remove
TPR FPR

.00
P o o QL O o o
ISTISRN N N ISEISM o N
PP S o PP S N EN
Sample Size Sample Size

@ PC-AC adj. R-all *- PC-M adj. R-all - PC-B adj. R-all PC-P adj. R-all

Figure 4: TPR and FPR results for the setup presented in Sec.[5.2] without cycles in the union graph,
where all links to R are known (adj. R-all) for the methods PC-AC (our algorithm), PC-B (baseline),
PC-M (masked data) and PC-P (pooled data). Results for the union graph are presented in the row
above, and results for the context-specific graphs averaged over contexts are presented in the row
below.

Results with context-system link assumptions Fig.[d]presents the results from the setup presented
in Sec. [5.1] without cycles where all links to and from R are known. Knowing these links significantly
improves the TPR for all methods. Notably, PC-M has the highest TPR and FPR, indicating that
only knowing about the context-system links in the endogenous context indicator setting does not
suffice for PC-M to discover the correct graphs. The FPR is generally lower for the other methods,
indicating fewer false discoveries due to the reduced uncertainty about context-system connections.
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Figure 5: Edgemark precision (prec.) and recall (rec.) results for the setup presented in Sec. [5.2]
without cycles in the union graph, where either all links to R are known (adj. R-all, dotted line), only
the children of R are known (adj. R-ch, interrupted line) or no links are known (adj. none, straight
line). Here, we present results for the followinf methods: PC-AC (our algorithm), PC-B (baseline),
PC-M (PC with masking) and PC-P (PC on pooled data). Results for the union graph are presented in
the row above, and results for the context-specific graphs, averaged over contexts, are presented in
the row below.

Edgemark precision and recall Fig. [5]shows the precision and recall values for both the union
and the context-specific graphs (averaged over contexts) for PC-AC, PC-M, and PC-B and the union
graphs for PC-P for the different link assumptions. On the context-specific graphs, we observe
that assuming all links to and from the context indicator are found (adj. R-all), PC-AC has the
lowest precision, i.e., lower risk of falsely oriented edges, and highest recall, i.e., finding the correct
orientations, followed PC-B. For the other link assumption cases, our method outperforms all other
methods for the context-specific graphs. For the union graph, PC-P scores best, likely because it finds
the most links in the union case, followed by our method. PC-M scores last.

E.3.2 Cycles

Fig. [6] presents results for the experimental setup as described on Sec. [5.2] with the difference that
cycles between the context-specific graphs are enforced here. For this experiment, a total of 29 trials
have failed (see Sec.[E.2)). From the total of 71 samples, 69 samples have cycle length 2, and 2 samples
have cycle length 3. We observe similar behavior of the TPR and FPR for the non-cyclic results
presented in Sec.[5.2] However, some differences are less pronounced, possibly due to the increasing
complexity of the problem. As expected, the FPR for PC-P, which only detects the aycyclification,
increases. We observe that for all versions without link assumptions, the FPR increases significantly
compared to the setup without cycles. The largest differences in FPR between PC-M and PC-AC are
for a smaller number of samples, up to 2000. For 3000 samples, the FPR of PC-M is lower than the
FPR of PC-AC, possibly due to overall fewer links being tested compared to PC-AC: Since PC-AC
also finds context-system links, it tests more adjacent pairs and possibly finds more links. However,
in terms of TPR, PC-AC, and PC-B perform best for the context-specific graphs, especially without
any link assumptions.
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Figure 6: TPR and FPR results for the setup presented in Sec.[5.2] where cycles in the union graph
are enforced. Here, we present results where all links to R are known (adj.R-all, dotted line), links
to children of R are known (adj. R-c., interrupted line) or without any link assumptions (adj. none,
straight line) for the methods PC-AC (our algorithm), PC-B (baseline), PC-M (PC with masking) and
PC-P (PC on pooled data). Results for the union graph are presented in the row above, and results for
the context-specific graphs, averaged over contexts, are presented in the row below.

E.3.3 Comparison with FCI-JCI0 and CD-NOD
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Figure 7: TPR and FPR results for the setup presented in Sec. [5.2] without cycles in the union graph
(left plot) and with enforced cycles in the union graph (right plot). Here, we present results where all
links to R are known (adj.R-all), for the methods PC-AC (our algorithm), PC-B (baseline), PC-M
(masked data) and PC-P (pooled data), FCI-JCIO (FCI) and CD-NOD. Results for the union graph.

Skeleton discovery As mentioned in Sec.[5.2} we compare the results of our algorithm for the
discovery of the union graph to the Fast Causal Inference (FCI) algorithm (32), discussed as JCI-FCIO
in Mooij et al. (15). We apply JCI-FCIO, which does not assume exogenous context variables (we
name it only FCI from now on) for the multi-context setup, and CD-NOD (39), a causal discovery
algorithm for heterogeneous data, which assumes exogenous context variables. Both algorithms are
applied to the pooled datasets. We use the causal-learn implementation (40) for both algorithms.
Since, for the available implementation, it is not possible to introduce link assumptions from the
beginning of the discovery phase (while it is possible to introduce link assumptions, at the moment,
they are only used to refine the graph after the discovery phase), we only evaluate the algorithms for
the case without link assumptions (adj. none). As the algorithms only use pooled datasets, we do not
present any result for the context-specific graphs.

Fig. [§] presents the results for the setup in Sec. [5.2] of the main paper, without cycles (left-most
two plots) and with cycles (two right-most plots). We observe that both FCI and CD-NOD behave
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similarly to PC-AC. We observe minimal differences between PC-AC and CD-NOD for smaller
samples, with our method performing slightly better. FCI performs best across all methods in terms of
FPR. Nevertheless, FCI can only recover the union graph, and thus, our method still has the advantage
of gaining more descriptive information than FCI. However, our method may perform poorly due to
the CIT, and we believe that using an adequate CIT, our method can improve over FCI and CD-NOD.

Edge orientations We observe that FCI and CD-NOD perform best when comparing the precision
and recall values for the edge orientations between the different methods. This result is expected:
Our method focuses on skeleton discovery and does not propose any special rules to orient edges
obtained from the union of the context-specific graphs, which is left for future work, as discussed in
Sec.[6] CD-NOD and FCI develop specific orientation rules involving the context indicator, and thus
are expected to perform better in terms of orientations at the moment. However, as we consider that
there is additional information from the context-specific graphs that can be used to orient more edges,
as exemplified in Sec. we believe that the performance of our method regarding edge orientations
can be significantly improved.
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Figure 8: Edgemark precision (prec.) and recall (rec.) results for the setup presented in Sec. [5.2]
without cycles in the union graph. Here, we present results where all links to R are known (adj. R-all),
for the methods PC-AC (our algorithm), PC-B (baseline), PC-M (masked data) and PC-P (pooled
data), FCI-JCIO (FCI) and CD-NOD. Results for the union graph.
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E.3.4 Higher number of changing links
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Figure 9: TPR and FPR results for the setup presented in Sec.[5.2 without cycles in the union graph,
but with a higher number of changing links nchange = 2 (left plot) and ncpange = 3 (left plot). Here,
we present results where all links to R are known (adj.R-all), links to children of R are known (ad;j.
R-c.) or without any link assumptions (adj. none) for the methods PC-AC (our algorithm), PC-B
(baseline), PC-M (masked data) and PC-P (pooled data). Results for the union graph are presented in
the rows above, and results for the context-specific graphs averaged over contexts are presented in the
rows below.

Here, we explore the scenario where the number of changing links between contexts varies. We
keep the experimental setup as in Sec. @ only changing the number of changing links nchange to 2
and 3. Figure 9] shows that as the number of changing links increases, the TPR generally improves,
suggesting that the presence of more changes provides more signals that the causal discovery process
can detect. Conversely, a higher number of changing links leads to an increase in FPR, especially
for the cases without link assumptions. However, we believe this is due to the CIT, which generally
leads to a higher FPR, as the results in Sec. [5.2] of the main paper indicate. Our method performs
similarly or outperforms PC-P, PC-M, and PC-B for cases with known links from R to its children.
‘We mention that, for this experiment, a total of 18 trials have failed for n¢hange = 2 and 25 trials have
failed for ncpange = 3 (see Sec.[E2).
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E.3.5 Higher graph density
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Figure 10: TPR and FPR results for the setup presented in Sec.[5.2] without cycles in the union graph,
but with a higher density value s = 0.6. Here, we present results where all links to R are known
(adj.R-all), links to children of R are known (adj. R-c.) or without any link assumptions (adj. none)
for the methods PC-AC (our algorithm), PC-B (baseline), PC-M (masked data) and PC-P (pooled
data). Results for the union graph are presented in the row above, and results for the context-specific
graphs averaged over contexts are presented in the row below.

Here, we examine the impact of increasing the density of the base graph on the performance. We
keep the experimental setup as in Sec. 5.2} and only the graph density to s = 0.6. As Fig. [I0]
shows, with higher graph density, the TPR decreases slightly compared to the results in the main
paper, while the FPR increases. This is likely due to the increased complexity of the problem and
possible confounding. The denser the graph, the more candidate links the algorithm needs to evaluate,
which can increase the likelihood of falsely identifying spurious links as causal. Our algorithm still
outperforms PC-M for known links between R and its children. PC-B scores best overall in terms of
FPR, but its finite-sample issues lead to lower TPR results, indicating that it finds fewer links overall.
For this experiment, we mention that a total of 12 trials have failed (see Sec. @)

E.3.6 Smaller and larger number of nodes

Fig. [IT] present the performance of the algorithms across graphs with different N = 6 (left plot)
and N = 12 (right plot), while the rest of the experimental setup remains as described in Sec.[5.2]
Generally, TPR decreases as the number of nodes increases, possibly due to the increased complexity
and the higher dimensional space in which the causal discovery process operates. Larger graphs have
more potential causal connections, making it harder to distinguish true causal links from noise. The
FPR slightly increases with the number of nodes. However, our method (PC-AC) still outperforms
PC-M when no links are assumed, or the links from R to its children are known. For this experiment,
we mention that a total of 14 trials have failed for N = 6 and 12 trials have failed for N = 12 (see

Sec.[E2).
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Figure 11: TPR and FPR results for the setup presented in Sec. [5.2] without cycles in the union graph,
but with number of nodes N = 6 (left plot) and N = 12 (right plot). Here, we present results where
all links to R are known (adj.R-all), links to children of R are known (adj. R-c.) or without any link
assumptions (adj. none) for the methods PC-AC (our algorithm), PC-B (baseline), PC-M (masked
data) and PC-P (pooled data). Results for the union graph are presented in the rows above, and results
for the context-specific graphs averaged over contexts are presented in the rows below.

E.3.7 Dataimbalance

Nodes: 8, Contexts: 2, Changed Links: 1, Density: 0.4,
Cycles: False, Op.: Remove
FPR
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Figure 12: TPR and FPR results for the setup presented in Sec. [5.2] without cycles in the union graph,
but with data imbalance factor b = 1.5. Here, we present results where all links to R are known
(adj.R-all), links to children of R are known (adj. R-c.) or without any link assumptions (adj. none)
for the methods PC-AC (our algorithm), PC-B (baseline), PC-M (masked data) and PC-P (pooled
data). Results for the union graph are presented in the rows above, and results for the context-specific
graphs averaged over contexts are presented in the rows below.

Results investigating the effect of data imbalance, presented in Fig.[T2]show that our method, PC-AC,
still performs better in terms of FPR or TPR compared to PC-M, despite a data imbalance factor of
b = 1.5, if links from R to its children are known or without any link assumptions, similar to the

33



results in the main paper. While the overall FPR increases slightly from the results presented in Fig.[3]
especially for PC-P, this increase seems insignificant. We mention that, for this experiment, a total of
10 trials have failed (see Sec.[E.2).

E.4 Computational runtimes

We evaluate the computational runtimes of the different methods evaluated in Sec.[5.T]and App. [E.3]
and present these in Table[2] PC-AC has a slightly higher runtime than PC-M due to the additional
tests involving the context variable. Among the methods that generate the union graph, the baseline
PC-B has, as expected, the longest runtime, as it uses the information from both the PC-M results
and the results of PC on the pooled data (PC-P). We also observe that CD-NOD seems to be the
most time-efficient algorithm on pooled data, while PC is the most computational intensive. This
difference in particular might arise from implementation details.

Table 2: Comparison of the computational runtimes in seconds of the PC-AC, PC-M, PC-B, PC, FCI
and CD-NOD method that have been used in the experiments. While PC-AC and PC-M use only
context-specific data, the other methods generate a union graph and / or use the pooled datasets, as
discussed in Sec.[5.1] For the PC-AC and PC-M, we present the average time per regime in seconds.

Context-specific data (avg. per regime) Union / pooled data
PC-B

PC-AC | PC-M PC PC(M + PC) FCI | CD-NOD
n =200 |2.784 2.345 1.419 | 4.203 0.874 | 0.775
n=>500 | 3.254 2.679 1.693 | 4.947 1.054 | 0.974
n = 1000 | 3.632 2.948 1.923 | 5.555 1.282 | 1.173
n =2000 | 4.444 3.579 2.382 | 6.826 1.636 | 1.451
n = 3000 | 5.302 3.862 2.900 | 8.202 1.915 | 1.730

F Extensions and future work

In the Discussion Sec. [6] we have outlined a few ideas for extensions and future directions for the
algorithm presented in this work. Here, we discuss these ideas in more detail.

F.1 Orientation rules

In some cases, additional edge orientations beyond JCI arguments (15)) are possible by using context-
specific information. For instance, consider the following example:

Example F.1. Orientations Beyond JCI:
In context 0, we have X — Z < Y. In context 1, we have X — Y, and no edges at Z.

Context O: Context 1: JCI/Union:

2) @ (2) ®)

/N v

) ©» ® © & @

Context 0 can be oriented by the unshielded v-structure, context 1 can be oriented by a JCI argument
(15). In the JCI case, both X — Z < Rand X — Y <« R are unshielded v-structures, thus leading
to orientations. The v-structures X — Z < Y and R — Z < Y are both shielded. Furthermore,
the v-structures that would occur for Z — Y,i.e. X — Y + Zand R — Y < Z are both shielded
and thus could not have been detected, and there is no conclusion that could be drawn from not
detecting them. Thus the (pooled) independence structure is symmetric in Y and Z. Therefore, also
no graphical consistency criterion (avoid directed cycles etc.) can lead to an orientation of the edge
between Y and Z and the graph obtained by JCI is also completely symmetric under exchange of Y
and Z, missing the orientation of the edge Y — Z (which in context 0 is found immediately by our
method).
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For the following example,

(®)
ool T

a slightly different problem occurs. Orientations are obtained by observing that X — Y «+ R is
unshielded, thus detectable, and in context A, Y < Z can be excluded, because it would introduce
the unshielded v-structure X — Y < Z (which is used for orientations in context B). This argument
works only for the sparse union graph (as opposed to its acyclification) and only per context (the
orientation is only well-defined per-context). The latter point makes it fundamentally inaccessible
to JCI arguments, the former point also leads to the problem of Example (where it occurs
independently of the second point).

F.2 Deterministic indicators

In realistic examples, context indicators are often obtained by thresholding. An extension to such
deterministic functions of observables seems possible as follows:

Given a deterministic indicator C' = g(W) for an observable W (g could be multi-variate, see below),
add C' as a node to the output graph and draw a special edge W — C' (indicating that this edge is
deterministic and provided by expert knowledge). Then execute a standard constraint-based causal
discovery method on the variables (excluding C) with these modifications for all ¢ values of C'
occurring in data:

(i) Ifatest X Ul Y|Z isrequired, and W € Z, then test X Il Y|Z, g(W) = c instead.
(ii) If the resulting regime-specific skeleta differ from the union graph in the removal of an edge
X —Y, then:
(a) If both X and Y are adjacent to W, save the edge (X, Y") as ambiguous for (iii).

(b) If neither X nor Y are adjacent to W (which could happen if the links to W are deleted
with larger adjustment sets), then mark the link as special (indicating that this is not a
physical change by Lemma[C.4).

(c) Ifonly Y (or only X) is a child of W, draw a (directed) edge C' — Y (or C' — X).

(iii) After the orientation phase (potentially using Sec. , for each ambiguous edge (X,Y)
saved in (ii) (again using Lemma[C.4):
(a) If the edge was oriented X — Y, draw a (directed) edge C' — Y.
(b) If the edge was oriented X < Y, draw a (directed) edge C' — X.
(c) If the edge was not oriented, draw special (indicating to the user that they are ambiguous,

possibly only one of them real) directed edges C' — X and C' — Y.
In this scenario, testing X I W|g(W) = ¢ could provide additional information:

Example F.2. Qualitative and Quantitative Context Dependence:
Assume C' = g(W) as above is binary, and

Y =(a+1(0) x (1+ W) x X +ny.

If a = 0, then the mechanism depends qualitatively on C: If C' = 0, then Y does not depend on X.
If B # 0, then the mechanism depends quantitatively on W.

In the qualitative case (& = 0), the CSI changes: X 1l Y|C = 0. In the quantitative case
(B #0),Y )L Y|C (note that one could even check Y L Y|C = ¢ for further info), while in the
non-quantitative case (6 = 0) Y 1L Y|C.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The adaptive nature of our method is explained in Sec. ] the assumptions and
connection to SCMs are in Sec. [3] theoretical results are in Sec. ] and finally, the numerical
experiments are reported on in Sec.[5.2]

Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We explicitly state the assumptions of our method, we evaluate our method on
a wider set of experimental setups to investigate its robustness, and explicitly discuss the
limitations of our work in Section Sec.[6] We discuss computational complexity in Sec.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We explicitly state the assumptions our approach made. We add proof sketches
for all the claims and theorems in the main paper, and offer the complete proof in appendix.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

» The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We propose a version of the PC-algorithm, for which we offer pseudocode in
the paper. We generate our own synthetic datasets. We discuss the data generation model at
length in Sec. [E.T] and report the parameters used for our experiments in Sec.[5.2] For exact
reproducibility, we submit the code as a supplementary .zip file. The details for reproducing
the experiments are presented in the readme file. Upon acceptance, we will publicly release
the code.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We have submitted the code as a supplementary .zip file, and will release
it publicly upon acceptance. In the .zip file, all code for the following steps needed to
reproduce the results is available:

* the implementation of all algorithms discussed in the paper

* the data generation

* the parameters for the different experimental setups (as a YAML file per setup)

* the code for running the results both in a sequential and parallel (cluster) setup

* the code for obtaining the metrics and plotting the results

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized

versions (if applicable).

Providing as much information as possible in supplemental material (appended to the

paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have presented the parameters used for the data generation model in
Sec.[5.2] Additionally, all parameters for each experimental setup can be found in individual
YAML files in the .zip file accompanying this paper, with additional information in the
readme file.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
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7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Yes, the paper reports error bars. As described in Sec.[5.2] we generate error
bars for all results presented in this paper using bootstrapping with 200 samples. For some
of the results, especially for the true positive rate (TPR), the error bars are small, and thus
cannot be distinguished from the dots indicating the result.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

 The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We report the computational setup on which we ran our experiments in

Sec.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: We mention the licesenses under which the code is released in the code files
provided in the .zip file.

Guidelines:
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» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: As our work is not tied to particular applications, we do not believe that this
question applies to it.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: As our work only uses synthetical datasets, we do not believe this question
applies to it.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
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13.

14.

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We mention the two main packages on which we base our code. The rest of

the packages used for the code are mentioned in the readme file in the .zip supplementary
file. We mention the license under which the code will be published in the readme file.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We document the synthetic dataset generation process and the necessary
parameters in the main paper, as well as in the code provided in the .zip supplementary file.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

» At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our datasets are synthetically generated and no human subjects were involved.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.
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* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: No human subjects were involved in this work.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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