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Abstract

Verifiers play a crucial role in large language model (LLM) reasoning, needed
by post-training techniques such as reinforcement learning. However, reliable
verifiers are hard to get for difficult coding problems, because a well-disguised
wrong solution may only be detected by carefully human-written edge cases that
are difficult to synthesize. To address this issue, we propose HARDTESTGEN, a
pipeline for high-quality test synthesis using LLMs. With this pipeline, we curate a
comprehensive competitive programming dataset HARDTESTS with 47k problems
and synthetic high-quality tests. Compared with existing tests, HARDTESTGEN
tests demonstrate precision that is 11.3 percentage points higher and recall that is
17.5 percentage points higher when evaluating LLM-generated code. For harder
problems, the improvement in precision can be as large as 40 points. HARDTESTS
also proves to be more effective for model training, measured by downstream code
generation performance.

1 Introduction

Post-training large language models (LLMs) with outcome Veriﬁer (Guo et al. 2025} |Kimi Team
et al., 2025) can greatly improve their reasoning ability. LLMs trained with these techniques
are approaching the level of the best humans on challenging problems in math and programming
olympiads (OpenAl et al., 2025). To properly assign outcome rewards in post-training, reliable
verifiers are needed for both reinforcement learning and (self-) distillation.

Verification is a non-trivial process. How good are current verifiers? How to get better verifiers? How
much does verifier quality matter in LLM post-training? Verification loops become increasingly less
tractable as the notion of correctness increases in complexity. For math, it is relatively straightforward
to determine correctness by looking at the answer, whereas verifying programs needs execution.
An effective approach to verify programs is through test cases (Le et al.|,[2022; Singh et al., [2023)).
However, most datasets of coding problems and associated test cases are less than comprehensive.
60% of the programs that pass test cases in APPS (Hendrycks et al.,[2021)) are in fact, wrong. 46% of
the programs that pass test cases in CodeContests (Li et al.,2022) are semantically correct, but too
inefficient to pass human-written tests. More importantly, scraping human-written tests is unfeasible
— according to our study, for 80% of the problems, human-written test cases are proprietary and
impossible to scrape, demanding synthesized tests. Previous test synthesis attempts, such as TACO
(Li et al.l 2023)), have limited reliability, with the false positive rate being more than 90% for difficult
problems in our experiments.

'In this paper, the term “verifier” refers to rule-based systems that attempt to check the correctness of problem
solutions. It is used to differentiate from model-based rewards, such as those in RLHFE. “Verifiers” are not
necessarily formal and do not necessarily guarantee correctness.
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Figure 1: HARDTESTS test cases are significantly better than the baselines. The large improvement
in precision indicates that our tests greatly reduce false positives and are indeed harder.

The low quality of synthetic tests is due to the challenging nature of coding problems. Coding
competitions often require efficient solutions with advanced data structures and algorithms. A bad
choice of algorithm can lead to a well-disguised wrong solution, which may easily pass most random
tests but still break on human-written special cases. For example, on a random rooted tree with
n nodes and depth of d, an algorithm with the time complexity of ©(nd) can be very efficient, as
E[d] = O(logn) for randomly generated trees (Devroye et al.|2012). For such an algorithm to time
out, the test case needs to be a valid tree that is large enough (so that n is large) and special enough
(so that d is large). A chain (each non-leaf node has exactly one child), whose depth d = n can cause
the algorithm to be as slow as ©(n?). We need valid, comprehensive tests that cover edge cases.

Generating valid and comprehensive tests is hard. Existing test synthesis methods, such as CodeT
(Chen et al.}[2023)) and TACO 2023)) rely on LLMs to directly write test inputs. While
this works when the test inputs are small, it can barely keep the test inputs valid at a larger scale, let
alone make them special. To alleviate these issues, we propose HARDTESTGEN, an LLM-based test
synthesis pipeline. Our main insights are 1) Test case validity is better preserved when generated from
LLM-produced programs rather than directly from the LLMs themselves, and 2) Each test generator
has different hypotheses about the programs under test and creates tests from a different distribution.
With these insights, HARDTESTGEN prompts an LLM with different aspects to consider for test
cases, extracts LLM-generated test generator programs, and filters the test cases using human-written
oracle programs, which widely exist for all problems in online coding competitions.

With HARDTESTGEN, we curate HARDTESTS, a comprehensive dataset for coding competitions
with 47,136 problems and high-quality test cases. As shown in[Figure ] compared to existing test
synthesizers, HARDTESTS tests are more reliable in terms of precision and recall when evaluating
programs. The gap in precision can be as large as 40 percentage points for harder problems. Higher
reliability of verification makes HARDTESTS the ideal playground for post-training research in the
coding domain.

To further demonstrate the benefits of high-quality tests, we conduct post-training experiments with
HARDTESTS and baseline tests. Our experiments in 3 different scenarios show that test quality
matters significantly for self-distillation and reinforcement learning. Higher-quality tests can lead to
improvements in downstream performance. However, our results also indicate that test quality is less
important for teacher distillation.

In summary, this work provides:

* HARDTESTGEN, an LLM-based test synthesis pipeline that generates high-quality test
cases for coding problems, improving precision by 11.3 points and recall by 17.5 points on
average.

* HARDTESTS, a comprehensive problem set for competition-level code generation, with
47,136 problems, among which 32.5k have high-quality test cases generated by HARDTEST-
GEN.

» Empirical analyses on how test quality affects LLM post-training. We show that test quality
is of great importance for reinforcement learning and self-distillation.
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2 Related work

RLVR. Reinforcement learning has shown great potential in improving LLM reasoning abilities
in various domains, such as math (Guo et al., [2025}; Zeng et al., 2025b} |Ren et al.| 2025) and
coding (OpenAl, 2025} |Liu & Zhangl| 2025} [Luo et al.). The resulting long-reasoning LL.Ms, such
as OpenAl-03 (OpenAl, 2024) and DeepSeek-R1 (Guo et al.l |2025), largely outperform short-
reasoning LLMs through simple RL training to improve outcome-based reward, i.e., whether the
model-generated code solution passes all test cases. Although some previous works have explored
heuristic rules for selecting training data to improve RL performance (Ye et al.,|2025; Wang et al.,
2025b; [Li et al., |2025) or reward design (Hou et al.| 2025} | Kimi Team et al.| 2025} |Costello et al.,
2025)), the impact of test case quality on coding LLMs during RL training remains underexplored.
In this work, we show that high-quality test cases, those better at detecting subtle bugs in code, can
largely improve coding LLM performance after RL training.

LLM-based test synthesis. Test cases are crucial in evaluating the functional correctness and
performance of LLM-generated code. Benchmarks such as HumanEval (Chen et al.,[2021), MBPP
(Austin et al.,|2021)), and APPS (Hendrycks et al.,|2021) provide hand-written test cases that serve as a
proxy for code correctness. However, such human-authored test cases are often only publicly available
for a limited set of problems. Early approaches such as EvoSuite (Fraser & Arcuri,[2011) and Pynguin
(Lukasczyk & Fraser, |2022) employ search-based heuristics methods. More recently, CodeContests
(L1 et al.| | 2022) generates additional test cases by mutating existing crawled inputs. Several efforts
leverage LLMs to synthesize test inputs and (pseudo)-oracle programs for test outputs. CodeT (Chen
et al.l 2023)) and ALGO (Zhang et al.| [2023)) rely on LLMs to generate both tests and reference
programs for existing coding problems. EvalPlus (Liu et al.| 2023)) extends HumanEval with more
tests by providing the reference implementation to LLMs to synthesize seed input.Similarly, TACO
(L1 et al., |2023)) also generates test inputs with LLMs and outputs with reference implementation.
STGen (Peng et al.l[2025) generates stressful test cases for evaluating the time efficiency of code.
KodCode (Xu et al., |2025) and AceCoder (Zeng et al., 2025a) push synthetic data even more by
generating coding questions, reference solutions, and tests all with LLMs. Although existing LLM
test synthesis methods prove to be useful in many scenarios, their quality is far from perfect. We
present a more thorough discussion on the quality issues in LLM synthetic tests and their implications
in Appendix [A.T] Concurrently with our work, rStar-Coder (Liu et all 2025) and HF-Codeforces
(Penedo et al., 2025) also study more reliable test synthesis in the competition context. Comparing
to them, our work highlights a thorough analysis of test quality and a unique set of post-training
experiments that demonstrate the downstream effects of high-quality tests.

Datasets for competition code generation. Existing datasets for competition code generation focus
on scaling the number of problems and CoTs. [Luo et al.| filters a high-quality 24k problemset of
TACO, LiveCodeBench, and other contest programming problems. CodeForces-CoTs, the dataset
of 10k Codeforces problems created by [Penedo et al.| (2025), contains 100k reasoning traces and
solutions generated by DeepSeek R1. OpenCodeReasoning (Ahmad et al., [2025) also compiles a
dataset of 28k problems, generates 735k reasoning traces, and filters them for syntactic correctness.
While these efforts have shown that better models can be trained with more data and more trajectories
from teacher models, they are facing a “code verifiability crisis”, as described by Open-R1 (Facel
2025)), and programs that pass test cases in these problem sets are not necessarily correct. In our
paper, we curate HARDTESTS, the competitive coding problem set with the most number of problems
(47k). More importantly, we push the scaling of training data towards higher quality of test cases and
evaluate how test quality affects model training.

3 HARDTESTGEN: Synthesizing High-Quality Test Cases

3.1 Problem Setting

Coding problems. We study test generation for coding problems with natural language specifications.
We denote the space of problem specifications as &, the space of candidate programs as )/, and the
space of test suites as V. A test suite V' is a set of test cases {t1,ta - 7t‘v|}. A test case is a pair

(a, ¢), where a is an input to a program, and ¢ is a checker for the corresponding outputﬂ A candidate

*In most cases, the output checker is simply a comparison between golden outputs and program outputs.
Others might be equivalence checkers that do not directly compare strings.
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Figure 2: Comparison of the input generation process between previous test synthesizers (left) and
HARDTESTGEN (right).

program y € ) takes an input and generates an output y(a), which is then sent to the output checker
¢ for a boolean verdict ¢(y(a)) € {T, L}. When y exceeds a pre-defined runtime limit, its verdict is
also L.

Oracle tests and correctness. For every coding problem z € X', we assume the existence of an
oracle test suite V* € V, which definitively tells the correctness of a program y € Y, i.e.

Correctness(y, V*) := /\ ci(y(as)). (1)
(ai,ci)eV™
In practice, the oracle tests are usually carefully written and proprietary by problem authors. Only
very few of them are available for downloading, which makes them infeasible for model training.

Oracle programs. Compared to rarely available oracle tests, oracle programs (y* such that
Correctness(y*, V*) = T) are available for almost all coding problems in online competitions.
Therefore, we assume the existence of oracle programs y* in our setting.

Test synthesis. Given a problem z, and an oracle program y*, the task of test synthesis is to create a
test suite V' that agrees with V*, i.e., we want Correctness(y, V') = Correctness(y, V*) for as many
ys as possible. In HARDTESTGEN, we create a set of inputs {ay, az, - - - ,a;y|} and utilize the oracle
program to get the outputs, i.e., ¢; = y*(a;).

3.2 Generating Inputs of Test Cases

We synthesize three types of test inputs. One is directly generated by an LLM, while the other two
are generated by LLM-generated programs. Before generating inputs, we first prompt an LLM to
generate an input validator in Python that checks whether a given input satisfies all the constraints in
the problem specification. We subsequently prompt the LLM to generate the inputs. In the prompt, we
include the input validator and an oracle program, as we find that doing so increases the likelihood of
synthesizing valid inputs. Figure 2]illustrates the differences between the input generation processes
of previous test synthesiziers and HARDTESTGEN.

Type 1. Directly Generated Inputs. We prompt an LLM to directly generate np = 10 inputs by
imitating the sample test cases provided in the problem specification. This type of input is typically
small in scale, making it easy to generate and understand, and allowing for quick testing of the
candidate program’s functional correctness.

Type 2. Regular Inputs. Regular inputs are generated randomly according to the constraints specified
in the problem specifications. For most problems, we prompt an LLM to generate a Python function
gr with no parameters that returns a random input on each call. We call this function nr = 20 times
to get nr random inputs. For some problems, there are some unusual categories of outputs that are
rarely triggered by random inputs. For example, when a problem’s expected output is either “Yes”
or “No”, the correct output for almost all random inputs might be “Yes”. In such cases, random
inputs can potentially lead to false positives. For these problems, we prompt an LLM to generate mp
functions, each corresponding to one output category (e.g., “Yes” and “No”). We call each function
ngr = 10 times to obtain a total of mp X ng inputs with their outputs specified.

Type 3. Hacking Inputs. Some well-disguised false positives cannot be easily detected with
random inputs. For example, some programs may be functionally correct but inefficient in worst-case
scenarios, or some programs may fail to handle certain edge cases that require special treatment.
Therefore, we first prompt an LLM to list several candidate programs for the problem in natural
language. Then, we prompt it to generate m g input generation functions, each attempting to cause
one candidate program to fail. Each function is called ny = 10 times, generating mg X ny inputs.

After generating the inputs, we filter out all inputs that fail to pass the examination of the input
validator.
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3.3 Generating Outputs of Test Cases

We use human-written oracle programs that exist for all online competitions to test outputs. For each
problem, we use at most ngp,cle = 8 oracle programs, prioritizing those from more reliable sources.
Each oracle program generates outputs for all synthesized inputs. If the outputs generated by two
oracle programs match for more than 90% of the cases, we consider the outputs to be acceptable and
adopt the matching portion as the final outputs.

For the majority of problems, a simple string comparison between two outputs is sufficient to
determine whether they match. However, some problems require a special judge. For example,
a problem might require returning a set (where element order does not matter) or a sequence of
operations that achieves a certain effect. In that case, we prompt an LLM to implement a special
judge function. This function takes the input and two outputs as parameters, and returns a Boolean
value indicating whether the two outputs are equivalent. In our dataset, 25.4% of the problems require
a special judge function. In subsequent training and testing processes, this function will continue to
be used to determine whether the candidate output and the reference output match.

In our dataset, we use GPT-4o0 to generate all of the above content. For all functions that need to be
generated, we include two to three carefully crafted examples in the prompts. The implementation
details of HARDTESTGEN (e.g., prompts), the number of generated test cases, the failure rate and
reasons for failure, as well as a concrete example, are provided in Appendix[A.2]

3.4 HARDTESTS: 47k Problems with High-Quality Test Cases

The HARDTESTS dataset comprises 47,136 competitive programming problems with high-quality
test cases, aggregated from 13 major online judges (OJs) for competitive programming. The dataset
is constructed from five direct data sources: Codeforces, AtCoder, Luogu, CodeContests (Li et al.,
2022), and TACO (Li et al., 2023). We apply HARDTESTGEN to synthesize test cases for 32.5k
problems among them. The detailed constitution and description of the data sources are described in
Appendix [A.3]

Cleaning, deduplication, and decontamination. For problems with only non-English descriptions,
we translated them into English using GPT-40. To handle overlapping content among the five
direct data sources, we filtered out duplicated problems using problem IDs and n-gram overlaps in
description, prioritizing versions from the original platforms rather than mirror sites. For correct
programs, we retained all available versions and annotated them with their respective sources. We
conduct decontamination by removing the problems that are in LiveCodeBench (Jain et al., [2025b)
from our dataset. Since most of its problems are from Codeforces and AtCoder, we directly compare
the URLSs to the problems.

Labelling difficulty. We retained the difficulty labels assigned by all five data sources in our dataset.
In the experiments presented in Section[d] we used the difficulty labels from Luogu, as it provides
consistent and fine-grained labels for problems from both AtCoder and Codeforces. Luogu’s difficulty
labels are divided into seven levels, with the first level representing beginner-level problems and the
seventh level corresponding to problems at the level of national competitions.

4 Direct Evaluation of Test Case Quality

4.1 Evaluation Criteria

We regard the testing of candidate programs as a binary classification process: a program is classified
as positive if it passes all test cases, and negative otherwise. To directly assess the quality of test
cases, we evaluate how good they are as binary classifiers. Given a problem z, an oracle test suite V'*,
a synthesized test suite V', and a set of candidate programs {y; - - - y,, }, we categorize the programs
with their correctness according to V and V*. When V and V* both find a candidate program correct,
it’s a true positive (TP). When V finds a program correct while V* finds it wrong, it’s a false positive
(FP). Similarly, we can define true negatives and false negatives. With these categories defined, we
use precision and recall to measure test quality:
TP TP

Precision = ———, Recall =

TP+ FP’ TP+ FN’
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4.2 Baselines

CodeContests. CodeContests (Li et al.| [2022) primarily consists of problems from Codeforces.
Codeforces only provides test cases within certain length constraints. CodeContests collects these
and refers to them as “private test cases.” Additionally, it generates new test cases by introducing
random perturbations to the private test cases; these are referred to as "generated test cases.”" This
gives CodeContests an unfair advantage as it has access to the distribution of oracle tests. In our
experiments, we only use generated test cases, which reduces the unfairness but does not eliminate it.

TACO. TACO (L1 et al., [2023)) integrates several existing datasets, such as APPS (Hendrycks et al.,
2021)) and CodeContests (Li et al., [2022), while retaining their test cases. In addition to this, TACO
generates several additional test cases by using GPT-4o to directly generate the inputs and using
oracle programs for outputs. Furthermore, we observed that for some problems from AtCoder and
Codeforces, the TACO test cases included official test cases. To ensure fair comparisons, we removed
these official test cases.

Ablative Baselines. We also evaluate HARDTESTGEN with only Type 1 or Type 2 inputs to
demonstrate the necessity of all 3 types. Notably, the scenario with only Type 1, LLM directly
generated inputs, very much resembles many existing test synthesis methods such as KodCoder (Xu
et al.,[20235)), except that they synthesize not only the inputs but also the oracle programs.

4.3 Evaluation Pipeline

To evaluate the accuracy of rewards that our test cases can give to model training, we evaluate the
precision and recall over candidate programs generated by LLMs and written by humans on subsets
of problems in HARDTESTS. Details about the evaluation protocol can be found in Appendix

Generating candidate problems. To compare our tests with other synthesizers, we choose the
problems that exist in both HARDTESTS and the baseline datasets. For problems from AtCoder, we
select 653 problems that exist in both HARDTESTS and TACO. For problems from Codeforces, we
select 600 problems that exist in HARDTESTS, CodeContests, and TACO.

Generating candidate programs. We compare our tests with baseline tests on candidate programs
generated by 3 LLMs and also by human programmers. Specifically, we use three LLMs: Qwen2.5-
Coder-7B-Instruct (Yang et al., [2024), Qwen2.5-Coder-14B-Instruct, and GPT-40. For each problem,
we sample 10 candidate programs from each LLM using a temperature of 0.7 and a top-p of 0.95. We
also randomly select 10 real-world human submissions for each problem.

Generating gold labels. We need gold labels to compute precision and recall. For AtCoder, we
run candidate programs on official tests that have been previously made available. For Codeforces,
we submit candidate programs to the website to obtain ground-truth verdicts. The human-written
candidate programs are sampled from MatrixStudio/Codeforces-Python-Submissions| which
provides official verdicts. We then use synthetic test cases to classify the correctness of these programs
and compare the results against the ground-truth labels, thereby evaluating test case quality.

4.4 Results

We evaluate the correctness of programs written by three LLMs and human programmers for problems
from AtCoder and Codeforces using test cases from TACO, CodeContests, and HARDTESTS. The
results are in Table [T|and[2] We present qualitative analyses of the synthetic tests in Appendix [A.5]

We find that HARDTESTS significantly outperforms TACO and CodeContests in terms of both preci-
sion and recall under most evaluation settings. Moreover, this advantage becomes more pronounced
as problem difficulty increases. For example, for the Qwen2.5-Coder-7B-Instruct model on AtCoder
problems with difficulty level 4+, TACO achieves a precision of 21.67 and a recall of 68.42, whereas
HARDTESTS achieves a precision of 60.00 and a recall of 94.74. This implies that using HARDTESTS
during RL training would yield more true positive rewards and much fewer false positive rewards.

Furthermore, we observe that as the source of programs becomes less “intelligent” (ranging from
human-written to 7B LLM-generated), the precision advantage of HARDTESTS becomes more
pronounced. We attribute this to the fact that less skilled programmers are more likely to produce
functionally correct but inefficient programs. For instance, among incorrect human-written programs,
14.9% are due to TLE (Time Limit Exceeded), whereas among the incorrect programs written by
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Table 1: Precision and recall of the test cases of TACO, HARDTESTS, and ablative baseline on
AtCoder. HT-TYPE] refers to the results using only the test cases of Type 1 from HARDTESTS.
while TH-TYPE1+2 refers to the results using only the test cases of Type 1 and Type 2 from
HARDTESTS.

difficulty 1 difficulty 2 difficulty 3 difficulty 4+ average
prec. recall prec. recall prec. vrecall prec. recall prec. recall

QOwen2.5-Coder-7B-Instruct

TACO 77.09 69.07 81.71 69.97 72.53
HT-TyPEL
HT-TYPE1+2 81.93
HARDTESTS 85.64

QOwen2.5-Coder-14B-Instruct

TACO 80.23  73.40 78.16  73.33
HT-TYPE1
HT-TYPE1+2
HARDTESTS

GPT-4o

TACO
HT-TYPEI
HT-TYPE1+2
HARDTESTS

Table 2: Precision and recall of the test cases of TACO, CodeContests, and HARDTESTS evaluated
using LLM-generated programs for problems on Codeforces.

difficulty 1 difficulty 2 difficulty 3 difficulty 4 average
prec. recall prec. recall prec. vrecall prec. recall prec. recall

Owen2.5-Coder-7B-Instruct

TACO 86.13 71.07 79.63
CodeContests 89.24 83.61
HARDTESTS 69.82

Qwen2.5-Coder-14B-Instruct
TACO 80.67 8745 83.88 81.13 73.88
CodeContests =~ 79.70 79.29
HARDTESTS = 83.19 67.47 80.41

GPT-4o0

TACO 74.83 78.17 78.69
CodeContests 84.96
HARDTESTS 79.82

Human Submission

TACO 81.59 73.77 81.47
CodeContests 73.11  85.10 69.01
HARDTESTS 73.71 74.42

the three LLMs, 30.0% are due to TLE. Consequently, the larger and more diverse test cases in
HARDTESTS are more likely to catch inefficient programs than the small-scale test cases in TACO
and CodeContests.

Compared with the ablative baselines in Table [T, HARDTESTS that includes Type2 (Regular) and
Type3 (Hacking) test cases consistently leads to a precision improvement ranging from 2% to 48%,
while the decrease in recall is always within 2.5%. This demonstrates the necessity for having
different types of tests.
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5 Downstream Effects of Test Case Quality in LLM Post-Training

In this section, we aim to answer two questions with HARDTESTS: when does verifier/test quality
matter, and how much does it matter in post-training? We run experiments in 3 different post-training
scenarios: teacher-distillation, self-distillation, and reinforcement learning. We examine how much
verifier quality affects the training results in code generation, if any.

5.1 Experiment Setup

Teacher-distillation. Various papers, such as DeepSeek-R1 (Guo et al.l[2025) suggest that fine-tuning
a smaller student model with reasoning trajectories from a stronger reasoning model can greatly
improve the student’s performance. In this scenario, verifiers can be used to filter out the incorrect
trajectories. We sample one reasoning trajectory with a C++ solution program from DeepSeek-R 1
for each question in HARDTESTGEN, obtaining 46.6k trajectories in total after deduplication and
decontamination against all LiveCodeBench questions. We fine-tune two models from Qwen2.5-
Coder-Instruct-7B: one with all 46.6k trajectories, the other with 13k trajectories that are correct
according to HARDTESTS. As a baseline, we also evaluate OlympicCoder-7B (Face} 2025), another
Qwen2.5-Coder derivation fine-tuned with ~100k trajectories of ~10k Codeforces problems.

Self-distillation. Fine-tuning a model with its own reasoning trajectories can also improve its
reasoning ability (Zelikman et al.}|2022)). Hence, determining which trajectories to use is a critical
issue. To examine the effects of test quality, we sampled 5 traces of Qwen3-4B and used the tests
generated by HARDTESTGEN for filtering. We selected 4989 questions where there is at least one
Qwen3-4B generated program that passes the tests and at least one that fails the tests. We create
3 datasets for self-fine-tuning, each containing one trajectory per question. The bad 5k randomly
samples one incorrect trajectory for each question. The good 5k randomly samples one correct
trajectory. The random 5k randomly samples one trajectory, regardless of its correctness, for each
question. We further fine-tune Qwen3-4B with these 3 datasets and compare the performance of the
resulting models. All our fine-tuning experiments were done with Llama-factory (Zheng et al.| [2024).

Reinforcement learning. Verifier feedback is an option for distillation, but it is a must for reinforce-
ment learning. To investigate how verifier quality affects RL, we train Qwen3-4B with RL using the
same problem set, the identical training setup, and different test cases. We select a problem set with
~5k problems that exist in both HARDTESTS and TACO for training. We use a modified version of
veRL (Sheng et al., [2024) inspired by Code-R1 (Liu & Zhang] 2025) for training with GRPO (Shao
et al.| 2024). When a program passes all tests, it gets a reward of 1, otherwise, it gets a reward of 0.
We compare different verifiers by looking at the final performance and the validation curve.

Evaluation protocol. We use LiveCodeBench (Jain et al., 2025b)) version 5 to evaluate the model
performance. Since all the programs we use for tuning are in C++, we build an evaluation pipeline for
evaluating C++ programs for LiveCodeBench and select a 105-problem subset where all problems
have test cases of “stdin” type. We name this subset of problems we use “LiveCodeBench-105".
Details about our training and evaluation procedure can be found in Appendix [A.6] including the
problems and hyperparameters we use for training and the sampling parameters we use for evaluation.

5.2 Results

Teacher-distillation benefits more from question scaling than test quality or sample scaling. We
evaluate models fine-tuned from Qwen2.5-Coder-7B using different training sets on LiveCodeBench-
105 and report the results in Table 3] Note that the difficulty labels are obtained from LiveCodeBench.
The model trained with HARDTESTS with all 46.6k examples outperforms OlympicCoder-7B (trained
with 100k trajectories of 10k questions), suggesting that the quality and diversity of training questions
matter more than the number of training samples. Interestingly, the model trained on smaller but more
curated subsets (13k filtered trajectories) does not match the performance of using larger, unfiltered
data, suggesting that data scaling dominates trajectory correctness in the teacher-distillation setting.
This observation aligns with the concurrent findings from OpenCodeReasoning (Ahmad et al., [2025).

Self-distillation performance is highly dependent on sample quality and needs a good verifier.
We evaluated variants of Qwen3-4B models self-distilled with different Sk subsets on LiveCodeBench-
105 and present the results in Table 4] Model self-distilled from incorrect samples identified by
HARDTESTGEN's tests drops more significantly in pass@k. Self-distillation with randomly selected
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Table 3: pass@k (%) of teacher-distilled LLMs based on Qwen2.5-Coder-7B on LiveCodeBench-105.

Easy Medium Hard All
pass@1l pass@l pass@l pass@l pass@10
QC2.5-7B-Ins 58.75 9.58 2.46 16.95 27.62
OlympicCoder-7B (100k trajectories) 65.83 41.25 2.46 25.81 46.67
QC2.5-7B-Ins + HARDTESTS (13k, filtered) 77.08 29.17 1.75 25.24 39.05
QC2.5-7B-Ins + HARDTESTS (46.6k, full) 83.65 44.58 6.49 32.86 53.33

Table 4: pass@k (%) self-distilled LLMs based on Qwen3-4B on LiveCodeBench-105.

Easy Medium Hard All
pass@1 pass@1 pass@1 pass@l pass@5 pass@10

Qwen3-4B 88.75 53.33 11.05 38.48 52.04 56.19
Qwen3-4B (with bad 5k) 84.17 45.42 8.07 34.00 48.42 54.92
Qwen3-4B (with random 5k) 84.58 36.25 9.12 32.75 50.85 57.14
Qwen3-4B (with good 5k) 85.42 47.08 10.53 36.00 55.15 60.00

0.20+ RL with HardTests (ours)

RL with TACO

0.151

0.101

0.051

0.00

0 20 40 60 80 100
Step

Figure 3: RL Validation Rewards Over Time. Reward from HARDTESTS makes the training better.

data could harm pass@ 1 even more, despite the slight improvements in pass@ 10. In contrast, using a
5k subset verified by HARDTESTGEN’s test cases results in a smaller drop in pass@1 and a notable
gain in pass@5 and pass@ 10, suggesting that verifiers are important to self-distillation.

Test quality matters significantly for reinforcement learning. As shown in Figure |3] the vali-
dation reward curve for HARDTESTS during RL training is generally higher than that for TACO.
This indicates that for the same problems, HARDTESTS is giving better rewards. To evaluate on
LiveCodeBench-105, we run the best checkpoints (according to valid reward) of both training jobs
within 100 steps. As reported in Table [5] TACO tests hurt the model’s overall performance, while
HARDTESTS improves the model’s overall performance.

Table 5: pass@k (%) for LLMs RL-trained from Qwen3-4B on LiveCodeBench-105.
pass@1 pass@5 pass@10
Qwen3-4B 38.48 52.04 56.19

Qwen3-4B (RL with TACO) 36.95 51.01 57.14
Qwen3-4B (RL with HARDTESTS) 39.42 57.89 64.76

6 Conclusion

We present HARDTESTGEN, an LLM-based test synthesis pipeline, which is used to create
HARDTESTS, a competitive coding dataset with 47k problems and significantly higher-quality
tests. We examine when and how much test quality matters in LLM post-training, showing that harder
tests generated by HARDTESTGEN can indeed help LLM post-training in many scenarios.
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Limitation

Although HARDTESTS has higher-quality tests than the baselines, they are still not as good as human-
written ones. Moreover, we assume the existence of oracle solutions to utilize HARDTESTGEN, which
may not be true for some coding domains. To address this issue, we briefly discuss an initial idea for
synthesizing tests without oracles in Appendix[A.7] Another limitation of the HARDTESTGEN is
that the code being tested is constrained to a single file that uses Standard I/O for input and output.
However, many real-world coding problems are more complicated, e.g. coding problems in SWE-
bench that may involve file I/O or web /O, and we leave the exploration of applying HARDTESTGEN
to these scenarios as future work.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA] .

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our first two claims about test quality is supported by Section 3 and 4’s method
and experiments. Our third claim about the downstream effects of test quality is supported
by Section 5.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: We discussed the limitations of HARDTESTGEN and HARDTESTS in the
limitation section in the appendix.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

 The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification: [TODO]
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The overview of experiments and protocol is listed in our section 3 and 4.
The details including dataset curation process, hyperparameters for training and sampling
parameters for inference are described in the Appendix.
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Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]

Justification: We plan to release the full dataset with all 47k problems and all the code and
model checkpoints upon publication.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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678 * At submission time, to preserve anonymity, the authors should release anonymized
679 versions (if applicable).

680 * Providing as much information as possible in supplemental material (appended to the
681 paper) is recommended, but including URLSs to data and code is permitted.

682 6. Experimental setting/details

683 Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
684 parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
685 results?

686 Answer: [Yes]

687 Justification: They are listed in the experiment setup sections and more details are in the
688 appendix.

689 Guidelines:

690 * The answer NA means that the paper does not include experiments.

691 * The experimental setting should be presented in the core of the paper to a level of detail
692 that is necessary to appreciate the results and make sense of them.

693 * The full details can be provided either with the code, in appendix, or as supplemental
694 material.

695 7. Experiment statistical significance

696 Question: Does the paper report error bars suitably and correctly defined or other appropriate
697 information about the statistical significance of the experiments?

698 Answer:

699 Justification: It is conventional for people not to report error bars as the computation cost
700 for sampling enough samples to obtain statistic significance for each problem is very high.
701 Guidelines:

702 * The answer NA means that the paper does not include experiments.

703 * The authors should answer "Yes" if the results are accompanied by error bars, confi-
704 dence intervals, or statistical significance tests, at least for the experiments that support
705 the main claims of the paper.

706 * The factors of variability that the error bars are capturing should be clearly stated (for
707 example, train/test split, initialization, random drawing of some parameter, or overall
708 run with given experimental conditions).

709 * The method for calculating the error bars should be explained (closed form formula,
710 call to a library function, bootstrap, etc.)

711 * The assumptions made should be given (e.g., Normally distributed errors).

712 * It should be clear whether the error bar is the standard deviation or the standard error
713 of the mean.

714 It is OK to report 1-sigma error bars, but one should state it. The authors should
715 preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
716 of Normality of errors is not verified.

717  For asymmetric distributions, the authors should be careful not to show in tables or
718 figures symmetric error bars that would yield results that are out of range (e.g. negative
719 error rates).

720 e If error bars are reported in tables or plots, The authors should explain in the text how
721 they were calculated and reference the corresponding figures or tables in the text.

722 8. Experiments compute resources

723 Question: For each experiment, does the paper provide sufficient information on the com-
724 puter resources (type of compute workers, memory, time of execution) needed to reproduce
725 the experiments?

726 Answer: [Yes]

727 Justification: These are provided in the appendix.

728 Guidelines:
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11.

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: [TODO]
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: See our conclusion.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
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Justification: No such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We carefully credit and cite them in the appendix about daca curation.
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: In section 3 and the appendix.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

 The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]
Justification: [TODO]
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

¢ Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [TODO]
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: [TODO]
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for
what should or should not be described.
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A Appendix

A.1 More Related Work on Synthetic Test Quality and its Implications

Although existing LLM test synthesis methods prove to be useful in many scenarios, such as improving
the quality of synthetic data (Wei et al., 2024) and software engineering(Miindler et al.| 2025} Jain
et al.| [2024), their quality is far from perfect (Yuan et al.l |2024) and are bounded in complexity,
because direct generations of complicated data structures often result in inconsistency (Zhang et al.,
2023). Weak verifiers can harm downstream code generation and search performance (Light et al.|
2025). The quality of those synthetic tests and their implications are less discussed. Existing
benchmarks for LLM test case generation abilities focus on code coverage and/or mutation scores
(Wang et al., [2025a; Zhang et al., [2024; Jain et al.| 20254l |2024), the success rate for reproducing
issues (Miindler et al.| [2025)), and the code change coverage for generated code patches (Ahmed et al.
2024; Miindler et al., 2025)).

A.2 Details of the Test Cases Generation Pipeline HARDTESTGEN

As we mentioned in Section [3.2] HARDTESTGEN constructs both the input generator functions
and the validator functions for verifying input correctness. In this section, we first introduce the
detailed HARDTESTGEN implementation, including the coding problem filtering process, and detailed
prompts for input generator/validator synthesis (Section[A.2.T)), followed by detailed dataset statistics
for the final HARDTESTS dataset (Section[A.2.7)) and some examples in HARDTESTS (Section[A.2.3).

A.2.1 HARDTESTGEN Implementation

Coding problem filtering. Before generating test cases, we first filter out questions not suitable
for our test case generation. For example, those without oracle code solutions, and the questions
that do not use standard I/O for input and output. More specifically, our question filtering process is
as follows: We first remove problems that do not have any oracle programs. Next, we exclude all
problems where the starter_code field is non-empty, as they are so-called “core logic” problems,
rather than “input-output” style problems, and typically originate from online judges like LeetCode
and GeeksforGeeks. In such problems, the programmer is not responsible for handling input and
output logic, but only for implementing the core function based on a given function signature. Since
the inputs and outputs in these problems are often not strings, they are difficult to use for test case
generation. After the filtering, we are left with 32.5k unique coding problems.

Input validator prompt. We use the following LLM prompt to generate an input validator function,
and a special judge function when necessary. This prompt includes the problem specification and the
oracle program to help the LLM have a better understanding.

Input generator prompt. We use the following prompt to have the LLM generate inputs directly
(Type 1), a regular input generator (Type 2), and a hacking input generator (Type 3). This prompt
makes use of the problem specification, oracle program, and input validator to help the LLM better
understand the problem requirements.

Note that in the prompts above, we provide two to three carefully crafted examples for each function
that we ask the LLM to generate, enabling in-context learning. Additionally, we prompt the LLM
to perform chain-of-thought reasoning. These two requirements help the LLM understand the task
better and improve the data synthesis.

A.2.2 HARDTESTS Statistics

We generated test cases for all 32.5k valid questions in the HARDTESTS. The status distribution
of test case generation is shown in Figure[5] While we carefully designed the test-case generation
prompt, we didn’t attain 100% coverage. We successfully generated test cases for 81.9% of the
questions. The main failure reasons include: no valid oracle programs (i.e., compiles and runs without
errors) (6.62%), all output verification failed (5.85%), and input generation failed (3.72%). The
distribution of the number of Typel, Type2, and Type3 test cases, as well as the total number of test
cases, is shown in Figure
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Figure 4: The distribution of the number of Typel, Type2, and Type3 test cases, as well as the total
number of test cases in HARDTESTS.
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Figure 5: The result status distribution of our test case generation pipeline HARDTESTGEN.

923 A.2.3 HARDTESTS Examples

924 Example 1

925 This example demonstrates the input validator, Type 1 (Directly Generated) and Type 2 (Regular) test
926 cases, as well as a custom judging function. Here’s the problem description:
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Codeforces 1096A: There are a total of T (1 < T < 1000) sub-tasks. Each sub-task gives a pair
of integers l,r (1 <1 < r < 998244353), and the goal is to find a pair of integers x,y such that
I <x,y <7, x#vy, andy is divisible by x. It is guaranteed that every sub-task has a valid solution.

Note: It can be mathematically proven that a sub-task has a solution if and only if 21 < r.

The input validator is as follows. It checks whether input_str conforms to the required format
specified in the problem specification, whether all data falls within the required ranges, and whether
other constraints are satisfied (e.g., whether each sub-task has a solution).

Since this problem allows multiple correct solutions, simple string comparison is not sufficient. We
need a special, customized output judging function. The output judging function is as follows.

The Typel (Directly Generated) inputs are as follows.

The Type 2 input (Regular) generator is as follows. To ensure a solution always exists, the LLM sets
r > 2.

The LLM believes that there is no need to generate a Type 3 (Hacking) input generator for this
problem.

Example 2

This example demonstrates the input validator, as well as the Type 1 (Directly Generated), Type 2
(Regular), and Type 3 (Hacking) test cases. Here’s the problem description:

Codeforces 1141 A: Given two numbers n,m (1 <n <m <5 x 108), you are to determine whether
it is possible to transform n into m by multiplying by 2 and 3, and if so, output the minimum number
of operations. Otherwise, output -1.

The input validator is as follows. It checks whether input_str conforms to various format require-
ments and constraints.

The Typel (Directly Generated) inputs are as follows.

The Type 2 input (Regular) generator is as follows. The output of this problem has two categories (i.e.,
possible and impossible), so the LLM generates two regular input generating functions, corresponding
to these two categories respectively.

The Type 3 input (Hacking) generator is as follows. The LLM generates two hacking input generating
functions. The first function sets a small n and a large m. This is because a brute-force approach
that a candidate program might take is to use DFS, recursively trying to multiply n by 2 or 3 until
it becomes greater than or equal to m. If we randomly choose n and m, the ratio between them is
usually small, so this approach might still pass. Setting n to be small and m to be big creates a large
gap between n and m, making the brute-force DFS approach inefficient. The second function sets
m = n, which serves as an edge case.

For this problem, the LLM believes that a string comparison function would be enough for output
judging.

A.3 Details of the Collection of Problem Specifications and Oracle Programs in HARDTESTS

HARDTESTS consists of 47,136 coding problems collected from 13 OJs. In practice, the dataset ob-
tains problem specifications and oracle programs from five direct data sources: AtCoder, Codeforces,
Luogu, CodeContests, and TACO.

Data sources. Codeforces (https://codeforces.com/) is one of the largest English OJs. We
collected all publicly available problem specifications up to September 2024 from Codeforces.
AtCoder. (https://atcoder. jp/)) is a large OJ offering problems in both Japanese and English.
We scraped all problem specifications available up to September 2024, along with three correct
user-submitted C++ programs for each problem. We used those directly for problems with official
English versions. Luogu (https://www. luogu.com.cn/) is a large Chinese OJ consisting of a main
section (Luogu-Main) and four mirror sections. The main section hosts original problems authored
by users and administrators, as well as problems sourced from real-world contests (e.g. USACO).
The mirror sections contain problems from other OJs, including AtCoder, SPOJ, Codeforces, and
UVa. We collected all available problem specifications and community-authored tutorials, which
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often include both correct C++ programs and corresponding natural language explanations, from
Luogu. CodeContests (Li et al, is a dataset comprising 13,493 problems collected from five
OlJs. Each entry includes a problem specification and several correct programs in C++, Python 2,
Python 3, and Java. Only Codeforces problems in CodeContests were used in our dataset, as only
their problem IDs were explicitly provided. TACO 2023) is a large-scale English dataset
containing 25.4k problems sourced from ten OJs. Each entry includes a problem specification and
multiple correct Python programs. We collect all problems from TACO.

The distribution of problem counts across each OJ is shown in Figure[6] The URLSs of each OJ, along
with the direct data sources of their problem specifications and oracle programs, are listed in Table [6}

Note that since some problems have multiple oracle program sources, we prioritize programs from
more reliable sources when generating test cases. The reliability, supported languages, and notes
regarding each direct source of oracle programs are presented in Table|/| The distribution of the
number of oracle programs per problem in HARDTESTS is shown in Figure[7]
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Figure 6: Number of problems from each OJs. Figure 7: Distribution of the
number of oracle programs in
HARDTESTS.

Table 6: Problem specification sources and oracle solution sources of each OJ.

Problem Oracle Program

oJ URL Specification S
ources

Sources
Codeforces https://codeforces.com/ Codeforces Eﬁfg?l’ CodeContests,
AtCoder https://atcoder. jp/contests/ AtCoder éflggger’ TACO,
Luogu https://www.luogu.com.cn/ Luogu Luogu
UVa https://onlinejudge.org/ Luogu Luogu
SPOJ https://www.spoj.com/ Luogu Luogu
Aizu https://onlinejudge.u-aizu.ac.jp/| TACO TACO
GeeksforGeeks |https://www.geeksforgeeks.org/ TACO TACO
Codewars https://www.codewars.com/ TACO TACO
Kattis https://open.kattis.com/ TACO TACO
CodeChef https://www.codechef.com/ TACO TACO
HackerEarth https://www.hackerearth.com/ TACO TACO
LeetCode https://leetcode.com/ TACO TACO
HackerRank https://www.hackerrank.com/ TACO TACO

A.4 Direct Evaluation Details

Evaluation details for LLM-generated programs on AtCoder. AtCoder previously made its
official test cases publicly available. Although this is no longer the case, we obtained a partial archive
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Table 7: Oracle program sources with reliability, languages, and notes

Oracle Program Source Reliability Languages Notes

User-submitted and accepted High Python, C++ Some code (either Python or

programs from AtCoder C++) may use AtCoder’s cus-
tom library.

Code solutions from CodeCon- High Python 213, —

tests C++, Java

Community-authored editorials ~Medium C++ Some editorials may lack com-

from Luogu plete, directly executable code.
But if the code has no compila-
tion or runtime errors, it is very
likely to be completely correct.

Verified programs from TACO, Medium Python There’s some false positives in

i.e., programs that can pass all TACO’s test cases.

TACO’s own test cases

Other programs from TACO Low Python Reliability is not zero due to
some false negatives in TACO’s
test cases.

from the Github repository conlacda/atcoder-testcases. On AtCoder, we use the test cases in
TACO as the baselines. We selected problems that have at least one test case in each dataset, resulting
in a total of 653 problems.

Evaluation details for LL.M-generated programs on Codeforces. Codeforces does not make its
test cases publicly available. Therefore, we manually submit LLM-generated candidate programs
to the Codeforces platform to obtain ground-truth verdicts. We use TACO and CodeContests as
baselines. For problems where the results of all three datasets agree, we randomly select 5% of them
for submission. For problems where the datasets produce conflicting results, we submit 50% of the
candidate programs. We compute precision and recall based on the combined submission outcomes.
For each difficulty level from 1 to 4, we randomly select 150 problems with at least one test case in
each dataset, yielding a total of 600 problems.

Evaluation details for human-written programs on Codeforces. A dataset at Huggingface titled
MatrixStudio/Codeforces-Python-Submissions|collects 690k human-submitted programs on
Codeforces along with their official verdicts. We use the verdicts as the ground-truth labels. All other
settings are the same as those of evaluation using LLM-generated programs.

A.5 Qualitative Analysis of Generated Tests

A.5.1 Example 1: False Positive of TACO and HARDTESTS Type 1

In this example we show how TACO and HARDTESTS Type 1 tests cannot break a wrong program
and result in a false positive, while HARDTESTS Type 2 tests succeeds in making the program fail.
Here’s the problem description:

AtCoder ABC117C: Given an integer N (2 < N < 2 x 10°) and an integer array A of length N
(0 < A; < 10°), compute the value onfi_ll Z;’V:'Hrl A;Aj modulo 10° + 7.

Since 2 < N < 2 x 105, the solution to the problem needs to be relatively efficient. The correct solu-

2
tion employs mathematical techniques to simplify the equation into: % ((val Ai) — sz\; A?),

which yields an O(N) algorithm.

However, a candidate program generated by Qwen?2.5-Coder-7B-Instruct uses a brute-force algorithm
with a time complexity of O(N?). The candidate program is as follows:

Due to its inefficiency, this candidate program failed to pass the official test cases. Nevertheless,
because the test cases in TACO and HARDTESTS Type 1 (Directly Generated) were relatively small
(with small N), the candidate program successfully passed these cases.
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Furthermore, the HARDTESTS Type 2 (Regular) input for this problem is generated using the
following Python function:

Due to the larger scale of HARDTESTS Type 2 (Regular) inputs, the candidate program failed to pass
these test cases and we have a true negative.

A.5.2 Example 2: False Positive of TACO and HARDTESTS Type 1 + 2

In this example we show how TACO and HARDTESTS Type 1 + 2 tests cannot break a wrong program
and result in a false positive, while HARDTESTS Type 3 tests succeeds in making the program fail.
Here’s the problem description:

AtCoder ABC139C: There are N (1 < N < 10°) squares arranged from left to right, with the height
of the i-th square from the left being H; (1 < H; < 10°). Starting from any square, you can move
one step to the right as long as the next square’s height is not greater than the current one. Find the
maximum number of moves possible.

Given that 1 < N < 10, the solution needs to be relatively efficient. The correct solution uses an
O(N) greedy algorithm. Specifically, it traverses the array from left to right, counting how many
consecutive heights satisfy H; > H;;;. Each time a condition fails, the counter is reset, and the
maximum value is maintained throughout the traversal as the answer.

A candidate program generated by Qwen-Coder-14B-Instruct uses a brute-force approach, iterating
over each starting position and simulating the moves. Although functionally correct, its complexity is
O(N?) and too inefficient to work. The code is as follows:

Because of its inefficiency, this candidate program failed the official test cases. Nevertheless, due to
the relatively small scale of the test cases in TACO and HARDTESTS Type 1 (Directly Generated),
the candidate program passed these tests.

Additionally, the HARDTESTS Type 2 (Regular) input for this problem is generated using the
following Python function:

We observe that since the H; sequence is randomly generated, it fluctuates significantly, reducing the
complexity of the “simulate moving from a certain square” procedure from O(N) to approximately
O(1). Thus, the tests generated do not lead to the worst case complexity of the inefficient program
and its overall time complexity effectively becomes O(N), enabling the candidate program to pass
HARDTESTS Type 2 (Regular) test cases.

The HARDTESTS Type 3 (Hacking) inputs for this problem are generated using the following Python
functions:

There are three hacking input generation functions: monotonically decreasing, monotonically increas-
ing, and alternating sequences. The first generated input (monotonically decreasing) successfully
increased the actual runtime complexity of the candidate program to O(N?), causing a timeout and
consequently a failure on this test case.

A.5.3 Example 3: False Negative of TACO

In this example, we show an example of false negative caused by the lack of special judge function in
TACO tests. We also show how HARDTESTS can correctly evaluate the candidate program. Here’s
the problem description:

AtCoder ABC117A: Given an integer T and an integer X (1 <T <100, 1 < X < 100). Compute
the value of T/ X with an error tolerance within 1073.

A candidate program generated by Qwen2.5-Coder-14B-Instruct is:

This is clearly correct and passes all official test cases. It also passes all test cases from HARDTESTS,
but it fails on TACO’s test cases. This is because using a simple string comparison function is
insufficient due to potential differences in precision between the candidate output and the reference
output. TACO does not provide a special output judging function for problems, which leads to false
negatives. HARDTESTS provides a special output judging function, shown below:
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A.6 Downstream Training and Evaluation Details

Teacher-distillation training and evaluation details. In the teacher-distillation experiments, our
model is trained with the same training parameters used to train OlympicCoder-7B (epochs=10,
learning_rate=4e-5, batch_size=128, cosine learning rate schedule with a decay to 10% of the peak
learning rate and 32,768 max length). The evaluations are sampled with temperature=0.7, top_p=0.95,
max_new_tokens=16384.

Self-distillation training and evaluation details. In the self-distillation experiments, our model is
trained with the following training parameters (epochs=20, learning_rate=4e-5, batch_size=128,
cosine learning rate schedule with a decay to 10% of the peak learning rate and 32,768 max
length). The evaluations are sampled with temperature=0.6, top_p=0.95, top_k=20, min_p=0,
max_new_tokens=32768 as recommended by Qwen.

RL training and evaluation details. We use verl for RL training and firejail for sandboxing
code execution. The rollouts are generated with temperature=1, top_p=0.95, top_k=20, min_p=0,
response_length=24000, initial learning rate Se-7. We use a global batch size of 32 and generate
32 samples per rollout. All our experiments are run on 8 NVIDIA H100 GPUs. We do not use KL
divergence in our RL loss.

A.7 Test Case Generation Without an Oracle Model

In the case that an oracle program y*, or an oracle test suite V' * does not exist for a problem z, such
as when problems are synthetically generated, we propose a method, based on ALGO (Zhang et al.,
2023) that synthesizes both the oracle and tests. To start, we prompt an LLM, such as Anthropic
Claude 3.5 Sonnet, to generate a brute-force solution y s to the problem. Specifically, we encourage
it to use inefficient methods such as exhaustive search and enumeration of the possible output space.
This is founded on the observation that it is relatively easy to generate a solution that exhaustively
searches the correct output, but more difficult to optimize it within a time complexity bound.

Then, an LLM is prompted to create a validator program and 10 edge test input generators, which
are used to generate one test input each, {a1,...,a10}. To prevent the y;; from timing out when
computing their respective outputs, we explicitly prompt the LLM to keep input values small. Once
these test inputs are verified for correctness using the validator, the brute-force solution is used to
generate the corresponding outputs ¢; = 3 (a;) for each input, resulting in a total of 10 input-output
pairs as test cases. Finally, the LLM is prompted to create one maximum-length test case a,,qx
with inputs at the upper bounds of the problem’s constraints, designed to catch solutions that are
functionally correct but inefficient. This test case is considered to be passsed as long as the program
produces an output before timing out. Crucially, all 11 of the generated test cases {az, . . ., @10, Gmazx }
are designed to cause seemingly correct programs to fail, and none are generated using random inputs.

We compare this method to the baseline method outlined in AceCoder (Zeng et al., [2025a), which
uses a direct prompt to generate 20 full test cases (inputs and corresponding outputs), also using
Claude 3.5. Then, after prompting a stronger model such as Qwen2.5- Coder-32B-Instruct to generate
a solution, the test cases that cause the solution to fail are considered hallucinated and are filtered out.
Problems with fewer than 5 test cases after filtering are discarded.

To evaluate the accuracy of rewards that our test cases can give to model training, we evaluate the
precision and recall over candidate programs generated by LLMs and written by humans on subsets
of problems in HARDTESTS.

The quality of the test cases are verified using 165 Atcoder problems, each with 50 sample solutions.
It is clear from these experiments (shown in Table[8) that our method can also work much better than
the baseline even when oracle programs are not available. The false positive rate of HARDTESTGEN
is only half as high as AceCoder, showing that deliberately crafting high-quality, hard test cases is
crucial for effective program verifiers.

We will show some examples of the test generation process in the following sections.
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Table 8: Performance comparison of oracle-free test generation algorithms based on error rates.

False Positive Rate (FPR) False Negative Rate (FNR)
AceCoder 32.49 2.59
HARDTESTGEN 17.67 2.19

A.7.1 Example 1: Brute-force oracle solution generated by ALGO

In this example, we show a brute-force oracle solution y; ¢ that ALGO generates. The problem is
challenging, and while the LLM is unable to correctly solve it directly, its brute-force solution works.
Here’s the problem description:

AtCoder ABC301C: A single-player card game is popular in AtCoder Inc.
Each card in the game has a lowercase English letter or the symbol written on it. There is plenty
number of cards for each kind. The game goes as follows.

- Arrange the same number of cards in two rows.
- Replace each card with with one of the following cards: a, t, c, o, d, e, r.
- If the two rows of cards coincide, you win. Otherwise, you lose.

To win this game, you will do the following cheat.
- Freely rearrange the cards within a row whenever you want after step 1.

You are given two strings S and T (1 < |S|,|T| < 2 x 10°), representing the two rows you
have after step 1. Determine whether it is possible to win with cheating allowed. If it is possible to
win with cheating allowed, print Yes; otherwise, print No.

The solution generated by Claude 3.5 Sonnet is:

This solution is evidently inefficient. A full analysis yields runtime in the bound of O(nlogn7™),
where n = |S| = |T'|, but the exponential complexity is clear from the Cartesian product function in
the implementation. For inputs n > 10, this algorithm quickly becomes intractable. However, for
inputs n < 10 it is able to generate valid test outputs, allowing it to correctly evaluate the validity
of submitted solutions. The test outputs it generates achieve a 100% accuracy, compared to actual
execution results from the online judge.

A.7.2 Example 2: Test cases generated by ALGO

In this example we show a contest coding problem for which ALGO effectively generates a testing
suite. Here’s the problem description:

AtCoder cafeteria sells meals consisting of a main dish and a side dish. There are N types of main
dishes, called main dish 1, main dish 2, . .., main dish N. Main dish © costs a; yen. There are M
types of side dishes, called side dish 1, side dish 2, . . ., side dish M. Side dish i costs b; yen.

A set meal is composed by choosing one main dish and one side dish. The price of a set
meal is the sum of the prices of the chosen main dish and side dish.

However, for L distinct pairs (c¢1,d1), ..., (cp,dr), the set meal consisting of main dish c;
and side dish d; is not offered because they do not go well together. That is, NM — L set meals are
offered. (The constraints guarantee that at least one set meal is offered.)

Find the price of the most expensive set meal offered.

The input is given from Standard Input in the following format:

N ML
ayag ... anN
b1 by ... by
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Cy, dL

Constraints:

-1< N,M <10°

-0<L <L min(lOE’,NM -1
-1 < ai,bi < 109

The first 3 edge test input generators created by ALGO are shown below, corresponding to the
following test inputs. Note that the values are at the boundaries of the input bounds and follow clearly
defined structures.

Also, the generator for the maximum-length test input a,,, is shown here. It produces a test input
where N = M = 10°, which is the upper bound of the problem.

This test suite effectively achieves 100% accuracy on evaluating submissions, demonstrating that
precise test inputs are crucial for oracle-free verifiers.

A.7.3 Example 3: Test cases generated by AceCoder

For the same Atcoder problem as Example AceCoder generates the following 16 test cases
with inputs and outputs after filtering. While the LLM implicitly knows to generate edge test cases,
shown in the maximal values of ¢;, d;, all of the test cases have relatively similar and low values of
M and N.

These test cases fail to correctly categorize solutions that exceed the problem’s time limit. One such
example is shown below, which AceCoder falsely categorizes as a positive solution. Compared to
Example in which ALGO generated test inputs as large as N = M = 105, the test cases
from AceCoder are no larger than N = M = 5, making them unable to break inefficient programs.
Without a brute-force reference oracle, and constrained by the requirement of generating input-output
pairs simultaneously, the LLM used by AceCoder sticks to simple test cases that it can be confident
are correct. Moreover, longer test cases are likelier to contain hallucinations, and get removed by
their filtering process. As a result, their test cases are relatively weaker and result in less effective
verifiers.
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