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Abstract
Discourse parsing is an important task useful001
for NLU applications such as summarization,002
machine comprehension, and emotion recog-003
nition. The current discourse parsing datasets004
based on conversations consists of written En-005
glish dialogues restricted to a single domain. In006
this resource paper, we introduce CoMuMDR:007
Code-mixed Multi-modal Multi-domain corpus008
for Discourse paRsing in conversations. The009
corpus (code-mixed in Hindi and English) has010
both audio and transcribed text and is annotated011
with nine discourse relations. We experiment012
with various SoTA baseline models; the poor013
performance of SoTA models highlights the014
challenges of multi-domain code-mixed data,015
pointing towards the need for developing better016
models for such realistic settings.017

1 Introduction018
Discourse structures (Mann and Thompson, 1988;019

Asher and Lascarides, 2005) capture relationships020

between clauses (e.g., causality, contrast, elabo-021

ration, and temporal sequencing) and are crucial022

to understanding the logical flow of information.023

These have been utilized in various tasks such as024

text summarization (Paulus et al., 2018; Li et al.,025

2016), language understanding, machine reading026

comprehension (Li et al., 2019), dialog genera-027

tion (Chernyavskiy and Ilvovsky, 2023; Hassan and028

Alikhani, 2023; Chen and Yang, 2023) and emotion029

recognition (Zhang et al., 2023). Researchers have030

created annotated discourse corpora from human-031

to-human dialogues for a single language such as032

English (e.g., STAC (Asher et al., 2016) and Mol-033

weni (Li et al., 2020)). However, many modern-day034

conversations are audio-based and often involve035

code-mixing of multiple languages, such as Hindi036

and English (Hinglish). Understanding the dis-037

course structure in such code-mixed audio-based038

conversations would be interesting. In this paper,039

we attempt to fill this gap. In a nutshell, we make040

the following contributions:041

म� आपकी िकस �कार सहायता कर
(How can I help)

सकता �ँ
(you?)

यह एक मेरा return के regarding call है 
(This is a call reading my return)

जी 
(ok)

मेरेको एक message आ रहा है
(I am getting a message)

सुबह आया था पहले message की वोह pickup के िलए
िनकल चूका है agent

(The agent has left for receiving the pickup)

जी, जी, जी
(ok, ok, ok)

और िफर मेरे पास कुछ देर बाद सेकंड मैसेज आया की
िकसी unavoidable event की वजह से pickup नही ंहो

पायेगा
(The pickup cannot be completed due to an

unvoidable event)
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Figure 1: An example of a two-party customer center
conversation (in code-mixed language) regarding a com-
plaint on product return. Utterances corresponding to
the customer center representative are shown in green
boxes and those of the customer in purple boxes. Here,
the relation types of “Question answer complaint pair”
and “Acknowledgement” are shortened to “QACP” and
“Ack” respectively. Here, “dc” is the correction by the
annotator on incorrect diarization.

• We present CoMuMDR, a large scale code-mixed 042

(Hindi + English = Hinglish), multi-modal 043

(text+audio), multi-domain discourse corpus of 044

multi-party conversations (Table 1). CoMuMDR 045

consists of audio recordings and corresponding 046

transcriptions of customer call center interactions 047

from multiple domains, including e-commerce, 048

pharmaceutical, stock broker application support, 049

e-marketplace, and education. 050

• The corpus is annotated to create a labeled dis- 051

course graph for link prediction and discourse 052

relation classification. The annotation is done at 053

the span level with nine discourse relation types 054

that aptly support the flow of information in cus- 055

tomer call centers. We merged a few relation 056

types presented in SDRT (Asher and Lascarides, 057

2005) and added another type “Question answer 058

complaint pair” to support the logical flow. Fig. 059

1 shows a sample for CoMuMDR. The conversa- 060

tions in a practical setting can be complex; for 061

example, there can be an overlap (§3) between 062

utterances (7th utterance) of two speakers. Also, 063

note that since we used ASR and a diarization 064
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STAC Molweni CoMuMDR

# dialogues 1137 10000 799
# utterances 10678 86042 8811
# words 44843 860851 79867
Avg. # utterances/dialogue 11.07 8.83 11.03
Avg. # words/dialogue 39.44 95.65 99.96
Parties Multi Multi Two
Modalities Uni-modal Uni-modal Multi-modal
Languages English English Code-mixed
Source Catan Game Ubuntu chats Call center interactions
Domains Single domain Single domain Multi-domain
Discourse Labels 17 labels 17 labels 9 labels
Annotator Metrics Kappa Kappa Kappa, Jaccard
Data split # dialogues
Train 909 9000 639
Test 115 500 81
Validation 113 500 79

Table 1: Comparison with previous corpora

model for transcribing and splitting (§3), an ut-065

terance (e.g., utterances 1, 2, and 3) could get066

incorrectly split due to diarization errors. These067

are resolved during annotations (§3).068

• We evaluate existing text-based discourse parsers069

(and GPT-4o) for link and relation prediction070

on CoMuMDR using English-only and multilingual071

text embeddings. We compare this with the per-072

formance of existing corpora STAC and Molweni.073

We observe that SoTA models underperformed074

on CoMuMDR, pointing towards the development075

of advanced models.076

• We will release the experiment code, audio tran-077

scriptions (and text embeddings), and audio fea-078

tures upon acceptance (we do not release the079

actual audio and unfiltered transcripts due to con-080

cerns about the privacy of the company and cus-081

tomers). Currently, we release a sample from082

CoMuMDR.083

The motivation behind CoMuMDR is to create a prac-084

tical, real-world system that handles audio conver-085

sations and is robust to transcription and diarization086

errors.087

2 Related Work088

Discourse Parsing has been an active research area089

in the NLP community (Li et al., 2022). Discourse090

parsing consists of three main components: dis-091

course segmentation (Wang et al., 2018; Lukasik092

et al., 2020; Liu et al., 2021), discourse link predic-093

tion and discourse relation classification. Discourse094

segmentation divides a text corpus into Elemen-095

tary Discourse Units (EDUs) for further process-096

ing. Discourse link prediction predicts a directed097

link between two EDUs, and relation classifica-098

tion assigns a relation type to the link (also check099

discourse theories in App. A.1).100

Datasets: In the context of English, two main text-101

based corpora have been proposed for Discourse102

parsing: STAC (Asher et al., 2016) and Molweni103

(Li et al., 2020) (check details in App. A.2). Table 1104

compares the STAC and Molweni datasets with our105

proposed dataset. CoMuMDR is code-mixed, audio-106

based, and covers multiple domains as opposed to107
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Figure 2: Distribution of discourse labels in CoMuMDR.

mono-lingual single-domain conversations covered 108

by existing text-based datasets. The corpus (hav- 109

ing a comparable number of words with STAC) is 110

based on Hindi-English code-mixed audio conver- 111

sations with imperfect transcription and diarization 112

quality, so CoMuMDR proposes a practical outlook 113

on discourse parsing in conversations. Note that 114

compared to existing datasets (STAC (based on 115

the Catan game) and Molweni (based on Ubuntu 116

chats)), CoMuMDR, besides including audio informa- 117

tion, covers more domains and a variety of topics. 118

Discourse Parsing Models: Various approaches 119

have been proposed for Discourse parsing such 120

as deep sequential model (Shi and Huang, 121

2019), hierarchical model (Liu and Chen, 2021), 122

Structure-aware model (Wang et al., 2021), SSP- 123

BERT+SCIJE model by Yu et al. (2022) and SDDP 124

model by (Chi and Rudnicky, 2022). Due to space 125

constraints, details are given in App. A.3. We 126

benchmark using each of the above models. 127

3 CoMuMDR Creation 128

CoMuMDR consists of two-party customer call cen- 129

ter interactions. We obtained the data via a joint 130

research collaboration with a call center company 131

(they own the data) that wants to automate customer 132

call understanding. The calls mainly cater to In- 133

dian customers and companies. We ensure that the 134

privacy of customers and companies mentioned in 135

a call is maintained during annotation. The audio 136

data is transcribed using the existing ASR (Au- 137

tomatic Speech Recognition) system Verma et al. 138

(2023) (details in App. B.1) and diarized into utter- 139

ances using Koluguri et al. (2021) (details in App. 140

B.2). Subsequently, the data is anonymized for cus- 141

tomer names and other private information. A team 142

of 3 professional annotators further annotated the 143

transcribed and diarized data to develop a DAG for 144

discourse parsing. 145

Annotation Details: The annotators were tasked 146

to identify the EDUs, predict links between them 147

to form a DAG, and label a relation for the links. A 148

team of two annotators independently annotated the 149
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data, and another annotator verified the annotations150

and marked batches for re-annotation if deemed151

necessary. Previous studies have shown that iden-152

tifying complex discourse units (CDUs) is a chal-153

lenging task (Muller et al., 2012; Afantenos et al.,154

2015). Prior discourse parsing models have used155

various strategies to convert CDUs to EDUs for effi-156

cient parsing (Shi and Huang, 2019; Liu and Chen,157

2021). We identified similar issues and instructed158

the annotators to connect an EDU with only the159

head (i.e., the first EDU) of a CDU. Appendix C160

presents more details regarding the annotation. We161

used the inception software (Klie et al., 2018) for162

annotation (§C.1). We provide details of annota-163

tors, instructions, and processes in the App. C.2,164

App. C.3, and App. C.4, respectively. We use nine165

discourse labels to annotate our data (see Fig. 2,166

also see Fig. 3 for comparison with other corpora).167

App. Table 5 lists the discourse labels (and defini-168

tions). The labels are based on Semantic Discourse169

Representation Theory (SDRT) (Asher et al., 2016).170

App. G provides details of the distribution of rel-171

ative distance between linked EDU pairs for each172

relationship type. In addition, we propose a new173

relation type, “Question-Answer Complaint Pair,”174

to classify complaints separately. Additionally, we175

removed the “Narration” discourse label as it was176

not required in two-party customer conversations.177

During a pilot annotation experiment, we found178

that several discourse labels conveyed overlapping179

meanings. Hence, we merged them.180

Question Extension is made by merging “Clarifi-181

cation question” and “Question elaboration”, as all182

the instances of customer call center conversations183

posed clarification questions as elaborations, and184

the answers to them were more akin to answers185

to elaborative questions. Conditional is made by186

merging “Alternation” and “Conditional”. Because,187

in code-mixed conversations, it is hard to differen-188

tiate between a conditional and an alternation. It189

is due to the nature of Hindi-English code-mixed190

conversations. Continuation is made by merging191

“Comment”, “Elaboration”, “Parallel” and “Result”.192

Because call center conversations rarely contain193

examples of comments compared to STAC and194

Molweni. Customer calls do not revolve around195

multiple ideas or topics; hence, there is no notion196

of parallel. Customer call center representatives197

continuously assure the customers about quick res-198

olution of complaints, and the result of the conver-199

sation is typically implicit.200

Dialogues are divided into utterances using a di-201

Metric Score

Jaccard 0.9569
Span exact match (see App. C.5) 0.6294
Span partial match (see App. C.5) 0.8224
Relation exact match (see App. C.5) 0.5500
Relation partial match (see App. C.5) 0.5321
Structured Kappa (Asher et al., 2016; Li et al., 2020) 0.4044
Relationship Kappa (Asher et al., 2016; Li et al., 2020) 0.3190

Table 2: Inter-annotator agreement metrics

arization model. However, the audio contains over- 202

lapping utterances where both speakers are speak- 203

ing simultaneously. Hence, we added another rela- 204

tion termed “diarization continuation” to fix the di- 205

arization issues. However, this relation label is not 206

part of the discourse and is not used in calculating 207

the results (§4). We plan to use these annotations 208

to improve the diarization model. 209

Inter-Annotator Agreement: Table 2 shows inter- 210

annotator agreement using various metrics. Given 211

our complex setting, existing metrics (e.g., Kappa) 212

show a relatively low performance compared to 213

previous datasets. We computed Kappa using the 214

span and relation exact match metrics as in STAC 215

and Molweni. 216

4 Experiments, Results and Analysis 217

Discourse Modeling: A dialogue consists of a 218

list of utterances between two speakers. The utter- 219

ances are further divided into elementary discourse 220

units (i.e., clauses (Asher and Lascarides, 2005)) 221

{u0, u1, ..., un}, where u0 is a dummy root EDU. 222

Discourse parsing models predict a directed link be- 223

tween two EDUs uj and ui and classify a relation 224

label rji. 225

Experimental Setup: We experimented with state- 226

of-the-art discourse parsing models: deep sequen- 227

tial model (Shi and Huang, 2019), hierarchical 228

model (Liu and Chen, 2021), Structure-aware 229

model (Wang et al., 2021), SSP-BERT+SCIJE 230

model by Yu et al. (2022) and SDDP model by 231

Chi and Rudnicky (2022). We implemented all 232

the discourse parsing models on STAC, Molweni, 233

and CoMuMDR and trained them from scratch (de- 234

tails in App. D). We followed the data-split 235

(train/validation/test) as given in Table 1. Val- 236

idation set was used to tune the models. We 237

implemented the models in two settings for 238

encoding the text in the elementary discourse 239

units: English-only and multilingual embeddings. 240

English-only embeddings include GLoVe (Pen- 241

nington et al., 2014) or Roberta-base embed- 242

dings (Liu et al., 2019), same as those used in 243

the original implementations. On the other hand, 244

multilingual sentence-level embeddings include 245

paraphrase-xlm-r-multilingual-v1 (Reimers 246
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Link only Link + relation
STAC Molweni CoMuMDR STAC Molweni CoMuMDR

Multi-lingual embeddings
Hierarchical 0.6841 0.7000 0.9036 0.5221 0.5733 0.4263
Structure-aware 0.7125 0.8050 0.9434 0.5314 0.5614 0.5005
SSP-BERT + SCIJE 0.7250 0.8205 0.9495 0.6151 0.6634 0.5547
SDDP 0.7304 0.7898 0.9416 0.5670 0.5770 0.3781

English-only embeddings
Deep Sequential 0.7496 0.7577 0.7330 0.6318 0.5162 0.4796
Hierarchical 0.7505 0.8097 0.9443 0.5704 0.5690 0.5786
Structure-aware 0.7267 0.8232 0.7782 0.5582 0.5934 0.4072
SSP-BERT + SCIJE 0.7201 0.8293 0.9452 0.5623 0.5925 0.5675
SDDP 0.7488 0.8233 0.7918 0.5887 0.5770 0.2941

Table 3: F1-score of various discourse parsing models.
Values in bold highlight the top-performing model in
each method, while values in underline highlight the
next top-performing model.

and Gurevych, 2019), which convert a complete247

EDU’s text to a 768-dimension vector.248

Results: Table 3 shows the F1-score (App. E)249

on test sets for link and link+relation prediction.250

For both the settings, CoMuMDR scores are lowest251

across all the models, highlighting the challenge252

of discourse parsing on multi-domain, multilingual253

conversations. As can be observed, our data has254

an equivalent score across models for link pre-255

diction. SDDP and Hierarchical model outper-256

form on CoMuMDR compared to STAC and Molweni.257

However, in relation classification (link+relation),258

CoMuMDR has the lowest performance, possibly due259

to the presence of multiple domains and the chal-260

lenge of domain adaptation (Liu and Chen, 2021).261

Error Analysis: On further analysis, we observed262

that the hierarchical model (Liu and Chen, 2021)263

could not predict the same relation links for264

“Correction” and “Contrast” on CoMuMDR, leading265

to a loss of performance in link prediction and266

relation classification involving correction and267

contrast. The hierarchical model easily identifies268

“Acknowledgement” relations among the correctly269

predicted links. It could be due to the strong270

presence (∼ 18%) of “Acknowledgement” in271

the dataset. Similarly, in SSP-BERT, the model272

misclassified some “Acknowledgement” relations273

as “Question answer pairs”. App. Fig. 4 is274

an example of a conversation snippet with the275

gold and predicted relations marked on the276

left and right sides, respectively. The model277

incorrectly classified an “Acknowledgement”278

relation as a “Question answer pair”, possibly279

due to the presence of “ma’am” in the acknowl-280

edgment clause (also see App. Fig. 4). In Table281

3, we have computed the results of link and282

link+relation prediction of SDDP using Roberta283

and paraphrase-xlm-r-multilingual-v1.284

Roberta handles English-only text and cannot285

Link only Link+relation

STAC 0.6012 0.2729
Molweni 0.5176 0.1474
CoMuMDR 0.7217 0.2808

Table 4: Performance of GPT-4o as a discourse parser

handle code-mixed or Hindi text. On the other 286

hand, paraphrase-xlm-r-multilingual-v1 287

can handle multilingual text but often fails at 288

effectively processing code-mixed text. Thus, 289

Table 3 shows lower performance on relation 290

prediction for SDDP. Baseline methods, including 291

Deep sequential, hierarchical, Structure-aware, 292

SSP-Bert + SCIJE, perform relation prediction 293

after link prediction, i.e., they classify the relation 294

type for each predicted link. On the other hand, 295

SDDP performs link+relation prediction simul- 296

taneously as a single task, which is much more 297

complicated. Hence, SDDP shows significantly 298

lower performance on link+relation prediction 299

than other baseline methods. Additionally, SDDP 300

assumes the discourse relations to form a tree 301

and performs tree parsing during inference, while 302

most of the discourse relations in CoMuMDR 303

cannot adhere to tree structures. Hence, SDDP 304

on CoMuMDR shows low scores on link+relation 305

prediction. 306

Results of GPT-4 Model: We evaluated GPT-4o 307

on the test set (81 dialogues, 890 utterances). We 308

prompted GPT-4o in a 3-shot setting (template in 309

App. F) to behave as a discourse parser (results 310

in Table 4). GPT-4o performs worse on both tasks 311

compared to the SoTA models. On examining the 312

confusion matrix (App. Table 8) for GPT-4o on 313

CoMuMDR, we observed misclassification of “Ques- 314

tion extension” as “Continuation”, possibly due to 315

the overlapping semantics of these relations in a 316

two-party conversation. 317

5 Future Directions and Conclusion 318

This paper presents CoMuMDR, a new discourse 319

corpus for multi-modal, multi-domain, and code- 320

mixed conversations from various customer call 321

centers. We transcribed the audio and diarized the 322

text into utterances. We annotated the EDUs using 323

nine discourse labels by combining a few closely 324

related labels from the SDRT format as they formed 325

a more appropriate flow of discourse in a two-party 326

conversation on customer support calls. In this 327

work, we experimented with SoTA models; how- 328

ever, these do not perform well on CoMuMDR. In the 329

future, we plan to develop more advanced models 330

incorporating audio modality information. 331
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Limitations332

We developed CoMuMDR by capturing audio conver-333

sations between a customer and a customer care334

representative. The audio is then transcribed for335

annotation.336

Our corpus is not as big as the existing Dis-337

course corpora but our corpus is code-mixed, multi-338

domain, and multi-modal. The corpus is sizable339

enough to develop meaningful models. Neverthe-340

less, we plan to keep growing our corpus. Dis-341

course annotations is a very time consuming pro-342

cess and hence it takes time to expand the corpus.343

CoMuMDR consists of nine discourse relation labels,344

far fewer than STAC and Molweni, which contain345

17 labels. We found during our pilot annotation346

process that the “Narration” discourse label had347

no role in customer-centered conversations. Also,348

we found that in two-party conversations, some349

of the discourse labels had quite confusing mean-350

ings, which led to poor inter-annotator agreements.351

Hence, we combined the labels to create our pre-352

sented nine labels presented in Table 5.353

To build the dataset, we collected audio record-354

ings from customer care centers. The audio was355

then transcribed and diarized. We found that the356

state-of-the-art diarization model gave imperfect357

diarizations during our pilot annotation process. It358

is because the audio data we collected consists of359

overlapping audio, i.e., both speakers are speaking360

simultaneously, and the transcription model returns361

text for both speakers. Hence, we added another362

annotation termed “diarization continuation,” and363

the annotators were tasked to fix the diarization364

issues along with discourse relation annotation.365

The RST and SDRT theories (Mann and Thompson,366

1988; Asher and Lascarides, 2005) define clauses367

as the textual span to be used as elementary dis-368

course units (EDU). However, due to the nature369

of CoMuMDR and the imperfect diarizations result-370

ing from the same, we could not use off-the-shelf371

clause identification algorithms. Hence, our anno-372

tation effort also includes the manual identification373

of EDUs and discourse relation annotation. It led374

to annotator-level differences in selecting clause375

spans. Hence, we report different annotation met-376

rics in Appendix C.377

Ethical Considerations378

CoMuMDR is constructed by obtaining audio con-379

versation data from customer call center offices.380

The data is obtained under the agreement between381

us and the research collaborator (call center com- 382

pany). All the data that was used for experimenta- 383

tion complies with the terms of use and licensing 384

agreements. 385

The audio transcriptions in CoMuMDR are 386

anonymized for of all personally identifiable 387

information. We also removed instances of toxic 388

language, offensive or harmful content, and 389

sensitive or wrong information from CoMuMDR. 390

CoMuMDR consists of Hindi-English code-mixed 391

conversations taken from a specific geographical 392

section. The data contains conversations from com- 393

panies in pharmaceutical, e-commerce, stock bro- 394

ker applications, e-marketplaces, and education 395

counseling services. 396

We made sure to remove any bias in the data. Any 397

bias, toxic language, offensive or harmful con- 398

tent, sensitive information, and misinformation in 399

CoMuMDR is entirely unintentional. 400

Due to licensing agreements and ethical constraints, 401

we will not be releasing the original audio data in 402

CoMuMDR. We will only release the anonymized text 403

transcriptions, corresponding text embeddings and 404

audio features along with appropriate annotations 405

in CoMuMDR. 406
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A Related Work660

A.1 Discourse Parsing Theories661

There are two prominent theories around discourse662

parsing and structures. The RST theory (Mann and663

Thompson, 1988) defines EDUs as clauses (made664

of subject, object, and predicate). EDUs are then665

linked to form a discourse tree. The Penn Discourse666

Treebank developed a parser to divide a text cor-667

pus into EDUs and establish relationships between668

them using the grammar from RST (Rashmi Prasad669

and Joshi, 2019). The Semantic Discourse Rep-670

resentation Theory (SDRT) realizes the need for671

discourse in AI-based tools dealing with discourse672

(Asher and Lascarides, 2005). SDRT defines the673

theoretical background of discourse relations. The674

relationship is driven by dynamic logical semantics675

and a discourse structure.676

A.2 Other Corpora677

STAC (Asher et al., 2016): The STAC corpus is678

built on the online game of “Settlers of Catan”.679

The game revolves around multiple players with680

dynamic resources to play and survive on a newly681

occupied land. Participants interact with each other682

on a chat system. The interaction includes game-683

play interactions and general conversations. Hence,684

one can replay the entire game by noting the chat685

interactions. The STAC corpus is built on the686

recordings of the chat interface and hence includes687

gameplay-related interactions and general conver-688

sations. Asher et al. (2016) used the SDRT dis-689

course theory to annotate 17 relation types between690

EDUs.691

Molweni (Li et al., 2020): The Molweni dataset is692

based on Ubuntu support chat. This is a multiparty693

chat environment and is domain-specific. The an-694

notation is based on the SDRT discourse theory695

and contains 17 relation types between EDUs.696

Table 1 compares the STAC and Molweni697

datasets with our proposed dataset. CoMuMDR is698

built by transcribing audio call interactions be-699

tween a customer and a call center representative.700

We sourced data from multiple customer call cen-701

ters catering to domains, including e-commerce,702

pharmaceutical, stock broker application support,703

e-marketplace, and education counseling. On the704

other hand, STAC and Molweni datasets consist705

of single domains, namely Catan conversations706

and Ubuntu support. CoMuMDR is built from Hindi-707

English code-mixed audio conversations with im-708

perfect transcription and diarization quality, im-709

posing a practical outlook on discourse parsing in 710

conversations. 711

A.3 Previous Methods 712

Deep Sequential (Shi and Huang, 2019): develops 713

non-structured and structured EDU representations 714

for jointly optimizing link prediction and relation 715

classification. The model sequentially predicts the 716

link and classifies relations for each EDU in a dia- 717

log. Glove embeddings are taken for tokens in the 718

EDU and used for downstream models. 719

Hierarchical (Liu and Chen, 2021): The authors 720

employ a hierarchical text embeddings approach by 721

first encoding the text using a transformer followed 722

by a BiGRU layer to compute EDU representations. 723

Links are predicted by concatenating the represen- 724

tations of an EDU with all the previous EDUs and 725

passing them through a linear layer. A discourse 726

relation is classified by concatenating the represen- 727

tations of two connected EDUs. The authors exper- 728

iment on STAC and Molweni datasets and highlight 729

a need for domain adaptive models. Since STAC 730

and Molweni are single-domain datasets, they are 731

ineffective in training a model for cross-domain 732

discourse parsing. 733

Structure-aware (Wang et al., 2021) jointly op- 734

timizes link and relation prediction. The EDUs 735

are passed through a Heirarchial GRU to obtain 736

context-aware dialog-level embeddings. This is 737

then passed through a GNN containing a structure- 738

aware dot product attention module to compute 739

relation embeddings. As a discourse graph is a 740

DAG, the relation embeddings here are computed 741

for the forward and backward directions. These re- 742

lation embeddings are then used for link prediction 743

and relation classification. 744

SSP-BERT+SCIJE (Yu et al., 2022): The authors 745

fintune a BERT model to predict if 2 EDUs have 746

the same speaker, which is termed as SSP-BERT. 747

The model then concatenates the embeddings of 748

different speakers and the same speaker using a 749

standard BERT and SSP-BERT model to predict 750

links and classify discourse relation labels jointly. 751

SDDP (Chi and Rudnicky, 2022): This model 752

jointly optimizes link and relation prediction on 753

tree-level distributions. They discard a fraction of 754

the edges to convert the discourse graph from a 755

directed-acyclic graph (DAG) to a minimum span- 756

ning tree (MST) to efficiently learn and decode the 757

discourse structure. The discourse tree is learned 758

by minimizing the KL divergence between the pre- 759

dicted and reference tree distributions. The proba- 760
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bility distribution of the tree is calculated by com-761

puting a tree’s score and dividing it by the score of762

all possible tree structures, i.e., the partition func-763

tion. The partition function is approximated using764

the Matrix-Tree theorem (Yu, 1986).765

B Corpus Creation766

B.1 Automatic Speech Recognition (ASR)767

Our ASR system leverages the WavLM model768

(Chen et al., 2022) to generate frame-level embed-769

dings from 8 kHz audio data (Verma et al., 2023).770

For each 50ms frame, WavLM predicts charac-771

ter probabilities, which are decoded using a beam772

search algorithm to produce the transcript. To en-773

hance transcription accuracy, we integrate KenLM774

(Heafield, 2011), a statistical language model that775

effectively handles the linguistic diversity of In-776

dian code-mixed speech. The transcription process777

begins with a reduced character set based on De-778

vanagari, which facilitates phonetic alignment and779

reduces transcription errors. Subsequently, this text780

is converted to the native language, where spoken781

words are mapped to their respective languages. Fi-782

nally, the text undergoes a romanization process to783

ensure consistency and maintain the pronunciation784

of English words, enabling seamless handling of785

multilingual utterances (Verma et al., 2023).786

B.2 Speaker Diarization787

We adopt a tailored approach for speaker diariza-788

tion, addressing both dual-channel and mono-789

channel audio scenarios. In dual-channel diariza-790

tion, each speaker’s voice is recorded on a separate791

channel, and timestamps are assigned to speakers,792

prioritizing the high-energy speaker in overlapping793

segments. For mono-channel audio, we employ a794

clustering-based method using Titanet (Koluguri795

et al., 2021) to generate embeddings for fixed-796

length audio windows. By comparing these em-797

beddings with the agent’s pre-existing voiceprint,798

we accurately attribute speech segments to either799

the agent or the customer.800

C Annotation details801

C.1 Annotation Software802

We used the inception software (Klie et al., 2018)803

to annotate CoMuMDR. The software provided the804

annotators a platform to select the text spans cor-805

responding to an EDU, establish a link between806

two EDUs, and annotate a relation label for the807

link. The platform also displayed the description808

of each annotation label during annotation to keep 809

reminding them of its definition. 810

C.2 Annotator Profiles and Payment 811

The annotators were hired as freelance employees 812

to annotate 20 batches of data for a fixed payment 813

of $ 1,179.13. Each batch consists of 50 dialogues 814

and consumes 5 hours per annotator. Hence, the 815

annotators were paid $ 11.79 per hour or $ 0.60 per 816

dialogue. 817

The annotators had previous experience annotating 818

conversation data for various domains, including 819

the domains covered in CoMuMDR. They are profi- 820

cient in reading, speaking, and listening to English 821

and Hindi and use both languages in a code-mixed 822

style in everyday communication. 823

C.3 Annotation Instructions 824

The annotators were given the below instructions 825

to annotate their batch: 826

• Dialogue Overview 827

– Each dialogue consists of approximately 10 828

utterances. 829

– An utterance is a sequence of phrases, with 830

each phrase separated by punctuation marks. 831

• Span Identification 832

– A span may consist of an entire utterance or 833

one or more phrases within an utterance. 834

– Carefully identify spans where a relation might 835

be possible with another span in the dialogue. 836

• Relation Creation 837

– Once relevant spans are identified, create a 838

relational edge between these spans. 839

– Select the appropriate label from the defined 840

relation types to describe the connection. 841

• Edge Constraints 842

– No back edges should be created, meaning 843

edges should only flow forward in the dia- 844

logue. 845

• Special Instructions on Acknowledgement vs. 846

Question-Answer Pair 847

– Acknowledgement is used for statements that 848

function as conversation continuators, indicat- 849

ing understanding. 850

– If an utterance is framed as a question, even if 851

the reply is a simple continuator (e.g., “hmm,” 852

“okay,” “I see”), the relation should be labeled 853

as Question-Answer Pair rather than Acknowl- 854

edgement. 855

• By following these steps, you will ensure con- 856

sistent and accurate annotations across the dia- 857

logues. Read the entire dialogue first, identify 858
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Algorithm 1 Span exact match
Require: List of spans A,B
1: procedure COUNTEXACTMATCHES(A,B)
2: ExactCount← 0
3: for a ∈ A do
4: if a ∈ B then
5: ExactCount← ExactCount + 1
6: end if
7: end for
8: return ExactCount
9: end procedure

Algorithm 2 Span partial match
Require: List of spans A,B
1: procedure COUNTPARTIALMATCHES(A,B, threshold)
2: PartialCount← 0
3: for a ∈ A do
4: BestMatchScore← maxb∈B Jaccard(a, b)
5: if BestMatchScore ≥ threshold then
6: PartialCount← PartialCount + 1
7: end if
8: end for
9: return PartialCount

10: end procedure

potential relations, mark the spans, and then ap-859

ply the relevant relation edge labels.860

The annotators were also given the list of relation861

labels, their definitions, and appropriate examples862

as listed in Table 5.863

C.4 Annotation Process864

A two-party dialogue consists of a list of utterances865

spoken by two speakers. An utterance is a con-866

tinuous set of words spoken by a speaker, which867

may include multiple sentences. The annotators868

identified elementary discourse units (EDUs) from869

the utterances for discourse linking and relation la-870

beling. We used clauses as the EDUs based on the871

definition in Segmented Discourse Relation Theory872

(SDRT) (Asher and Lascarides, 2005).873

C.5 Inter Annotator Agreement Metrics874

Table 2 highlights the inter-annotator metrics that875

we define in Algorithms 1 and 2. We did not rely on876

off-the-shelf models and algorithms to segment the877

text into EDUs because of the nature of CoMuMDR.878

It consists of overlapping utterances and imperfect879

diarizations, which caused segmentation models880

to split a potentially single EDU into two parts.881

The annotators were tasked to select the EDU span,882

build links between EDUs, and classify relation la-883

bels. Thus, we calculated the Kappa inter-annotator884

agreement based on the overlap between the se-885

lected spans of each annotator and the links and886

relation types between EDUs.887
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Figure 3: Distribution of the discourse relation labels
for STAC and Molweni datasets. In this plot, we have
combined the labels based on our labeling strategy men-
tioned in 5.

D Model Training Details 888

We used the same hyperparameter settings as men- 889

tioned in the model papers. All the experiments 890

were carried out on a Nvidia 3090 GPU. We men- 891

tioned the relevant hyperparameters in Table 6. 892

E Evaluation Metric 893

We compute link prediction as a binary classifica- 894

tion task between two EDUs. If a link is present 895

in the gold annotations and prediction, it is a True 896

positive link. Similarly, if a link is predicted be- 897

tween two EDUs but is not in the gold annotation, it 898

is a False positive link. Using these definitions, 899

we construct the confusion matrix and calculate the 900

F1-score for link prediction. 901

A relation rji between two EDUs (uj , ui) is clas- 902

sified only if the model predicts a link between 903

(uj , ui). Hence, we first find all the intersecting 904

links between the gold annotated data and predicted 905

links, i.e., ∀j, i if there is a link uj and ui in gold 906
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जी बताइए , �ा म�द कर सकती �ँ इस product के related
(Ok tell me, how can I help you related to the product) 

अभी मुझे product deliver �आ है, wrong item
(I just received the product delivery, wrong item)

जी ma'am
(yes, ma'am)

Okay, आप यह कहना चाह रहे ह� जो bluetooth आपने order
िकआ है यह wrong item receive �आ है 

(Okay, you are saying that the bluetooth you recieved is a
wrong item)

Q
AC

P
Ac

k

Q
E

Q
AP

Q
AC

P

Figure 4: A sample conversation taken from CoMuMDR.
Utterances from the customer are marked in purple, and
those of the customer center representative are green.
The gold and predicted relations are marked on the left
and right sides.

and predicted data then capture the gold and pre-907

dicted relations (rji, r′ji). We calculate the link +908

relation F1-score by using the pairs of gold and909

predicted relations.910

F GPT-4 Template911

We experimented with using GPT-4 for discourse912

parsing on STAC, Molweni and CoMuMDR. We used913

the prompt template mentioned in Figure 5.914

G Distance between linked EDUs915

Fig. 6 (and Table 7) shows the distribution of rel-916

ative distance between linked EDU pairs for each917

relationship type. We merged the statistics of the918

merged relations (mentioned in Table 5 for STAC919

and Molweni. We observe a significant distribu-920

tion overlap between STAC and Molweni datasets921

for “Correction”, “Question Extension”, “Acknowl-922

edgement” and “Question_answer_pair” suggest-923

ing their relative similarity. However, for “Con-924

ditional”, “Continuation” and “Contrast” there is925

a difference in the distributions. We also plot the926

same for CoMuMDR. We notice a significant differ-927

ence in the distributions; notably that most of the928

relations have a distance of 1. We also look at the929

mean and standard-deviation of the relation dis-930

tances in Table 7. The median distance between931

linked EDUs for all relations is 1 in all the datasets.932

You are given a dialogue conversation
between an agent and a customer. You
have to do the link and relation
prediction using SDRT format. You
will be given the relations and you
have to stricty use those relations
only to do the prediction. You will
be given the nodes as well in the
form of extracted text spans. During
link prediction, you have to identify
between which nodes there exists a
link and what would be the relation.

you have to return the answer
in the SDRT format like json. Do not
return any extra text or explanation.

Dialogue:
{dia}

Spans:
{spans}

relations:
{rels}

Following is just an example of
annotation:
{examples}

Note: For all the instances where a
sentence spoken by the same person
is broken down into multiple lines,
then use dia-continuation relation.

Figure 5: Prompt template used for evaluating GPT-4
as a discourse parser.
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Figure 6: Distance between linked EDUs for different corpora
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Discourse Label Description Example

Acknowledgment The tail clause is an agreement or disagree-
ment to the head clause

jF nAm confirm krn� k� Ele D�yvAd
(Ok, thank you for confirming your name)

Question-Answer
Pair

The tail is an answer clause to the question
in the head clause

m{\ aApkF Eks prkAr shAytA kr
sktA h� → yh m�rA return k� regarding
call h{
How can I help you? → This is a call
regarding my return

Question-Answer
Complaint Pair

Similar to the Question-Answer Pair, how-
ever, the head clause is a customer com-
plaint question

Sixth m� J� last time EdKA rhA TA l�Ekn
ab ninth EdKA rhA → hA sr , m�n� high
priority issue raise kr EdyA h{
(It was showing me on the sixth, now it is
showing ninth → Yes sir, I have raised a
high priority issue)

Background The tail provides supplementary context or
information to the subject or object in the
head clause. The subject or object in the
head clause is the main topic of discussion
in the dialogue

is Evqy m�\ aApn� already issue high-
light EkyA h{ → 29th October kF date m�\
hF issue highlight h� aA h{ , toh system
m�\ show ho rhA h{
(You have highlighted an issue regarding
this → The systems shows a issue
highlighted on 29th October)

Contrast The tail highlights a difference between
the subject, predicate, and object interac-
tion in the head clause

yh complaint aAp kr skt� ho yA
m� J� online krnF hogF → aApko krnF
pw�gF
(Can you raise the complaint or do I have
to do it online? → You’ll have to do it)

Correction The tail clause is a correction or refinement
of the head clause

aApk� headphone �rAb h{ → nhF\ , de-
liver nhF\ h� e
(Your headphones are broken → No, head-
phones are not delivered)

Question extension
(Clarification Ques-
tion, Question elabo-
ration)

The tail and head are question clauses from
the same speaker. The tail enquires more
details, seeks clarity, or elaborates on the
head clause with option choices.

You are receiving complete wrong item
right? → Pickup address will be same?

Conditional
(Alternation, Condi-
tional)

The tail provides choices for the actions
dictated in the head or sets up a situation
that affects the head clause.

“Either we go now, or we wait for tomor-
row”
“If it rains, we’ll stay inside”

Continuation
(Comment, continua-
tion, elaboration, par-
allel, result)

The tail adds a remark, extends or elabo-
rates, clarifies, adds related information,
or shows the outcome of a previous action

s� bh aAyA TA phl� message kF voh
EpQk� p̂ k� Ele Enkl c� kA h{ agent →
aOr EPr m�r� pAs k� C d�r bAd sec-
ond message aAyA kF EksF unavoidable
event kF vjh s� pickup nhF\ ho pAy�gA
(I got a message in the morning that the
agent has left for receiving the pickup
→ Then I got a message saying that the
pickup cannot be completed due to an un-
avoidable event)

Table 5: Discourse relation labels and their descriptions. We use a subset of the labels presented in the STAC
corpus and add another label, “Question answer Complaint Pair” to capture a specific case in customer center data.
The annotators were given these descriptions and examples during the annotation process. In the first column, we
highlight the combined discourse labels for annotating the dataset within parenthesis.
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Model Optimizer learning-rate lr-decay epochs batch size

Deep Sequential AdamW 1e-1 0.98 50 4
Hierarchical AdamW 2e-4 1.00 20 1
Structure-aware SGD 1e-1 0.98 10 1
SSP-BERT SCIJE Adam 1e-3 0.75 100 4
SDDP AdamW 2e-5 1e-8 3 4

Table 6: Hyperparameter settings used to experiment all the discourse parsing models on STAC, Molweni, and
CoMuMDR datasets.

Relation STAC Molweni CoMuMDR

Continuation 1.17 ∓ 1.53 1.65 ∓ 1.14 1.06 ∓ 0.42
Question_answer_pair 1.78 ∓ 1.20 1.56 ∓ 1.09 0.99 ∓ 0.27
Acknowledgement 1.67 ∓ 1.31 1.41 ∓ 0.81 0.95 ∓ 0.32
Background 0.72 ∓ 1.14 1.35 ∓ 0.66 1.07 ∓ 0.39
Correction 1.67 ∓ 1.84 1.41 ∓ 0.77 1.00 ∓ 0.00
Question Extension 1.86 ∓ 1.86 1.62 ∓ 1.12 1.05 ∓ 0.48
Conditional 0.67 ∓ 1.35 1.78 ∓ 1.33 1.03 ∓ 0.33
Contrast 0.97 ∓ 1.15 1.60 ∓ 1.05 0.98 ∓ 0.19
Question-answer complaint Pair - - 1.21 ∓ 0.54
dia-continuation - - 0.97 ∓ 0.26

Table 7: Mean and standard deviation of distribution of distance between linked EDUs for all corpus

Acknowledgement dc QAP QACP QE Correction Continuation Conditional Background Contrast

Acknowledgement 59 28 3 0 0 0 3 0 3 1
dc 20 70 10 1 2 4 27 0 7 1
QAP 28 17 42 0 1 6 15 1 0 0
QACP 1 0 1 0 0 0 0 0 0 0
QE 11 20 15 1 14 3 28 3 3 2
Correction 0 0 0 0 0 1 0 0 0 0
Continuation 9 20 1 0 4 2 26 1 4 3
Conditional 0 2 0 0 0 0 1 1 1 0
Background 2 9 0 0 0 0 7 0 3 0
Contrast 0 1 1 0 0 3 2 0 0 0

Table 8: Confusion matrix of discourse link+relation classification done by GPT-4o. We have turned some relations
into their relevant acronyms for viewing: QACP-question answer complaint pair, QAP-question answer pair,
QE-question extension, and dc-diarization continuation.
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