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Abstract

Standard context-aware neural machine trans-
lation (NMT) typically relies on parallel
document-level data, exploiting both source
and target contexts. In this work, we investi-
gate whether source context data could actu-
ally be dispensed altogether within a standard
concatenation-based approach to context-aware
NMT, thus supporting further use of monolin-
gual data without the need for a specific NMT
architecture. We propose a simple approach
based on prepending context sentences of the
target language to both the source sentence to be
translated and the target reference sentence. We
show that this method can lead to significant im-
provements over a strong baseline on discourse-
level phenomena that depend on target language
information, while achieving parity for phenom-
ena where the relevant information is present in
both source and target languages. Additionally,
we show that target monolingual data can be bet-
ter exploited via back-translation under this ap-
proach, and that the use of machine-translated
target context did not significantly impact trans-
lation quality overall. We experimented in two
language pairs, English-Russian and Basque-
Spanish, for which challenge test sets are avail-
able on multiple contextual phenomena.

1 Introduction

Significant progress has been achieved in Machine
Translation within the Neural Machine Translation
(NMT) paradigm (Sutskever et al., 2014; Bahdanau
et al., 2015; Vaswani et al., 2017). For the most
part though, most NMT models translate sentences
in isolation, preventing the adequate translation for
document-level phenomena such as cohesion, dis-
course coherence or intersentential anaphora res-
olution (Bawden et al., 2018; Léubli et al., 2018;
Voita et al., 2019b; Lopes et al., 2020; Post and
Junczys-Dowmunt, 2023).

Several research paths have been explored to de-
sign context-aware NMT models that can exploit

the available context to provide more accurate trans-
lation. Among the main approaches are input aug-
mentation via concatenation of context sentences
(Tiedemann and Scherrer, 2017), alternative NMT
architectures (Jean et al., 2017; Zhang et al., 2018;
Voita et al., 2019b; Li et al., 2020; Bao et al., 2021),
or, more recently, pretrained large language mod-
els (Wu et al., 2022; Wang et al., 2023). Among
these approaches, simple concatenation of context
sentences, as initially proposed by Tiedemann and
Scherrer (2017), remains a solid baseline typically
used in practice with varying amounts of source-
target context pairs (Agrawal et al., 2018; Junczys-
Dowmunt, 2019; Majumder et al., 2022; Post and
Junczys-Dowmunt, 2023; Sun et al., 2022).

Context-aware models typically rely on parallel
document-level data, a scarce resource overall de-
spite recent efforts to provide this type of resource
(Barrault et al., 2019; Voita et al., 2019b; Gete et al.,
2022). To the exception of approaches such as
the monolingual repair framework of Voita et al.
(2019a), context data in the source language is gen-
erally used to model context-awareness. However,
most, if not all, discourse-level phenomena feature
information that is either present mainly in the tar-
get language (e.g., lexical cohesion, deixis) or in
both the source and target languages (e.g., gender
selection, ellipsis). Considering this, we aimed to
further explore the use of target language data in
isolation, dispensing with source data altogether,
within a standard NMT architecture to avoid the
need for additional architectural complexity, pro-
cesses and resources.

Our approach consists in simply prepending, at
training time, context sentences from the target lan-
guage to both the source sentence to be translated
and the reference translation, discarding source con-
text data altogether. The underlying intuition is
that target-side context information would still help
model contextual phenomena at the decoder level,
whereas, on the encoder side, it will be either ig-



nored and copied, as foreign data, or associated
with source information to further model context.
At the same time, this approach supports the use
of a standard architecture and approach to context-
aware NMT. We show that this use of target context
data on both sides of the training pairs can provide
significant improvements over the use of source
data in combination or in isolation, for discourse-
level phenomena that depend on target-language
information, while achieving parity for phenomena
where the relevant contextual information is present
in both the source and target languages.

We establish our results on two language pairs,
English-Russian and Basque-Spanish, for which
contrastive test sets are publicly available on a range
of phenomena that depend on either only the target
language or both the source and target languages. In
addition to accuracy results on specific phenomena,
we compare overall translation quality on parallel
test sets as well. We also measure the impact of us-
ing reference vs. machine-translated output as con-
text at inference time, with only minor loss in our
experiments. Finally, we evaluate the use of back-
translated data, with similar comparative gains as
when using parallel document-level data. Overall,
our experimental results indicate that using only tar-
get context data within a standard NMT architecture
can be a promising alternative for context-aware
machine translation.

2 Related Work

An increasing number of studies centred on context-
aware NMT approaches have demonstrated that sig-
nificant improvements can be achieved over non-
contextual baselines, for typical discourse-level lin-
guistic phenomena (Li et al., 2020; Ma et al., 2020;
Lopes et al., 2020; Fernandes et al., 2021; Ma-
jumder et al., 2022; Sun et al., 2022).

One of the first methods proposed for the task
is the concatenation of context sentences to the
sentence to be translated, in either the source lan-
guage only, or in both source and target languages
(Tiedemann and Scherrer, 2017; Agrawal et al.,
2018). This method does not require any archi-
tectural change and uses a fixed contextual window
of sentences. It provides a robust baseline that of-
ten achieves performances comparable to that of
more sophisticated methods, in particular in high-
resource scenarios (Lopes et al., 2020; Sun et al.,
2022; Post and Junczys-Dowmunt, 2023). Variants
of this approach include discounting the loss gener-

ated by the context (Lupo et al., 2022), extending
model capacity (Majumder et al., 2022; Post and
Junczys-Dowmunt, 2023) or encoding the specific
position of the context sentences (Lupo et al., 2023).

Alternative approaches include refining context-
agnostic translations (Voita et al., 2019a; Mansimov
etal.,2021) and modelling context information with
specific NMT architectures (Jean et al., 2017; Li
etal., 2020; Bao et al., 2021). More recently, the use
of pretrained language models has been explored
for the task, using them to encode the context (Wu
et al., 2022) or to initialize NMT models (Huang
et al., 2023). Other studies directly use Large Lan-
guage Models to perform translations, showing that
competitive results can be obtained with this ap-
proach, although they might still make critical er-
rors in certain domains and sometimes perform
worse than conventional NMT models (Wang et al.,
2023; Karpinska and Iyyer, 2023; Hendy et al.,
2023).

Concatenation-based approaches vary regarding
their use of context, exploiting either the source
context (Zhang et al., 2018; Voita et al., 2018), the
target context (Voita et al., 2019a) or both (Baw-
den et al., 2018; Agrawal et al., 2018; Xu et al.,
2021; Majumder et al., 2022). The benefits of using
context sentences in both the source and the target
languages are also discussed in Miiller et al. (2018),
for a multi-encoder approach.

Close to the approach we propose in this work,
Gete et al. (2023) include a model variant where
target data is concatenated to the source sentence,
which was shown to be particularly beneficial to
address target-level phenomena in Basque-Spanish
translation. However, their experiments were lim-
ited to one target sentence, i.e. without prepending
context on the target side. We show in this work
that including the target context in both source and
target languages is critical to achieve significant
improvements overall.

Since standard NMT evaluation metrics such as
BLEU (Papineni et al., 2002) are not well equipped
to assess discourse phenomena, several challenge
test sets have been developed specifically to mea-
sure translations in context, via contrastive evalu-
ations (Bawden et al., 2018; Miiller et al., 2018;
Voita et al., 2019b; Lopes et al., 2020; Nagata and
Morishita, 2020; Gete et al., 2022). We include
contrastive test sets that cover target-language phe-
nomena such as deixis or lexical cohesion, as well
as phenomena where the relevant context informa-



SRC: Tak 3111 (potorpacpuu cusun To1 ? [a . Tak uro npousonuio Houso ? [BR] she was there

posing , looking at you ?

TGT: Tak 3111 potorpacpuu cusn 161 ? [a . Tak yro npousonuio Housio ? [BR] Ona nosuposaa

niAada Ha teod ?

(And you took those photos, right? Yeah. So what about last night? [BR] She was there posing,

looking at you?)

Table 1: Example of input of the tgt-nton model, extracted from the corpus prepared in Voita et al. (2019b).

tion is available in both source and target languages.

3 Exploiting Target Language Data

Our approach operates within a standard NMT ar-
chitecture. At training time, we simply discard
source data from the equation and prepend context
sentences in the target language to both the source
sentence to be translated and the target reference
sentence. In both cases, we add a special token to
separate the context, as shown in Table 1. At in-
ference time, the previously translated sentences
would be prepended as source context. Due to the
nature of the challenge sets, our contrastive results
will be based on reference context translations. !

The main incentive for choosing target language
data instead of source data is the nature of the con-
textual phenomena of interest for machine transla-
tion, as these can be grouped into two broad cat-
egories depending on the location of the relevant
contextual information.

In a first category would be discourse-level phe-
nomena that require context information in the tar-
get language side, typically related to discursive
cohesion in a broad sense (see examples a and b
in Table 2). For instance, to maintain lexical cohe-
sion beyond the sentence level, a quality translation
should feature lexical repetition when necessary, as
it can mark emphasis or support question clarifi-
cation. Another case is that of names with several
possible translations, where translations must re-
main consistent throughout. Degrees of politeness
and linguistic register in general also involve trans-
lation alternatives that are linguistically correct in
isolation, but require consistency at the document
level. In the case of pronouns, when the source
antecedent has translation options in different gram-
matical genders, translation choices should be co-
herent throughout in the target language. In all of
these cases, the relevant information involves pre-
vious translations into the target language.

I'See Section 7 for a discussion and results with machine-
translated context in terms of reference metrics.

In a second major category are phenomena for
which either the source or the target context pro-
vides relevant information (examples ¢ and d in
Table 2). This includes word sense disambiguation
scenarios, where different types of source or target
elements may be relevant to perform disambigua-
tion to some extent, in combination or in isolation.
Gender selection would also fall into this category,
in those cases where translation options for the rel-
evant contextual antecedent are unique or share the
same gender. The resolution of elliptical construc-
tions in the source language, with no equivalent
in the target language, may also require context in-
formation from the source or the target language.
Another instance for this type of phenomena would
be the translation of Japanese zero pronouns into
English (Nagata and Morishita, 2020), where in-
formation on both sides can become relevant to
determine the grammatical features of the target
pronoun.

Note that, even in those cases where contextual
information is present in both the source and tar-
get languages, using source information for disam-
biguation can result in a lack of consistency in the
target language, whenever incorrect translations are
involved. Bawden et al. (2018) provide a contrastive
test for these cases, where part of the source has
been translated incorrectly but the translation is still
required to be consistent overall.

4 Experimental Setup

4.1 Data

We describe in turn below the datasets used to train
and test our NMT models. All selected datasets
were normalised, tokenised and truecased using
Moses (Koehn et al., 2007) and segmented with
BPE (Sennrich et al., 2016), using 32,000 opera-
tions. Tables 3 and 4 show corpora statistics for
parallel and contrastive datasets respectively.

For Basque—Spanish, we selected the TANDO
corpus (Gete et al., 2022), which contains parallel



(a) Lexical cohesion: name translation

EN: Not for Julia. Julia has a taste for taunting her victims.
RU: He mnsa Maxymma|Julia]. Omas*[Julia] ymeeT qpa3HUTh CBOMX KEPTB.

(b) Deixis: register coherence

EU: Ez dago martetarrik zuen artean. Guztiak ari zarete ereduak lotu eta...
ES: Ninguno de ustedes[form] es marciano. Todos vosotros estais*[inf] siguiendo un modelo y...
(None of you are Martians. You are all following a model and...)

(c) Gender selection

EU: Hori nire arreba da. Berak[?] zaindu zituen nire argazkiak.

(That’s my sister. He/She took care of my photos.)

ES: Esa es mi hermana. El* cuido mis fotos.
(That’s my sister. He* took care of my photos.)

(d) Verb phrase ellipsis

EN: Veronica, thank you, but you saw what happened. We all did[?].
RU: Beponwka, crracn6o, HO TH BUJI€Ja, YTO POU30IILT0. MBI Bce X0Tean™.
(Veronica, thank you, but you saw what happened. We all wanted* it.)

Table 2: Examples of inconsistencies extracted from (Voita et al., 2019b) and (Gete et al., 2022).

EU-ES EN-RU
Train 1,753,726 6,000,000
Dev 3,051 10,000
Test 6,078 10,000

Table 3: Parallel corpora statistics (number of sentences)

data from subtitles, news and literary documents.
It includes two contrastive datasets for Basque to
Spanish translation. The first one, GDR-SRC+TGT,
centres on gender selection, with the disambiguat-
ing information present in both the source and target
languages. The second one, COH-TGT, is meant
to evaluate cases where, despite the absence in
the source language of the necessary information
to make a correct selection of gender or register,
the translation must be contextually coherent using
target-side information.

For English—Russian, we used the dataset de-
scribed in Voita et al. (2019b), based on Open Sub-
titles excerpts (Lison et al., 2018). It includes 4
large-scale contrastive test sets for English to Rus-
sian translation. Two of these tests are related to
ellipsis and contain the disambiguating information
in both the source and target-side context: Ellipsis
(infl.) assesses the selection of correct morpholog-
ical noun phrase forms in cases where the source
verb is elided, whereas Ellipsis (VP) evaluates the

EU-ES Size src tgt Dist.
GDR-SRC+TGT 300 v v <5
COH-TGT 300 v <5
EN-RU Size  src tgt Dist.
Ellipsis (infl.) 500 v v <3
Ellipsis (VP) 500 v v <3
Deixis 2,500 v <3
Lex. cohesion 1,500 v o <3

Table 4: Contrastive test sets: size (number of instances),
required context information and distance to the disam-
biguating information (number of sentences)

ability to predict the verb in Russian from an En-
glish sentence in which the verb phrase is elided. In
the other two tests, the disambiguating information
is only present in the target-side context: Deixis
addresses politeness consistency in the target lan-
guage, without nominal markers, whereas Lexical
Cohesion focuses on the consistent translation of
named entities in Russian.

4.2 Models

All models in our experiments are based on
the Transformer-base architecture (Vaswani et al.,
2017), trained with Marian (Junczys-Dowmunt
et al., 2018).



As a general baseline, we trained a sentence-level
model using all source-target sentence pairs in the
selected training datasets for each language pair.
We then trained the following context-aware mod-
els, varying the type of context sentences prepended
to the source and/or the target sentence, and adding
a special token to separate the context:

* ntol: n-1 source context sentences concate-
nated to the source sentence, and a single ref-
erence target sentence.

* nton: n-1 source context sentences concate-
nated to the source sentence and n-1 target
context sentences to the target sentence.

* tgt-ntol: n-1 context sentences from the target
language concatenated to the source sentence,
and a single reference target sentence.

* tgt-nton: n-1 context sentences from the target
language concatenated to both the source and
target sentences.

Given the size of the context for each language
pair, we thus have n=6 for Basque—Spanish models
and n=4 for English—Russian models. All context-
aware models were initialised with the weights of
the sentence-level baseline.

5 Results

5.1 Parallel Tests

We first compared models in terms of BLEU on the
parallel test sets, using SacreBLEU (Post, 2018)?.
Statistical significance was computed via paired
bootstrap resampling (Koehn, 2004), for p < 0.05.3

The results are shown in Table 5. In Basque—
Spanish, the nton and tgt-nton models performed
better than the alternatives, with no statistically sig-
nificant differences between the two. Both were
significantly better than the baseline and the mod-
els which used only a single reference in the target
language. In English—Russian, the tgt-nton model
outperformed all other models, including the stan-
dard nton model, although with only a 1.09 BLEU
point gain over the latter.

Using only target context data was thus not detri-
mental in terms of reference metrics on the large
parallel test sets used in the experiments, and was

Znrefs: I lcase:mixedleff:noltok: 13alsmooth:explversion:2.3.1

3In all tables, best scores given the statistical test at hand
are shown in bold; statistically significant results between nton
and tgt-nton results are indicated with 7.

EU-ES EN-RU

Sentence-level 31.20 31.09
ntol 2091  31.48
tgt-ntol 2943  31.03
nton 31.96 3120
tgt-nton 31.82 32297

Table 5: BLEU results on the parallel test sets.

even optimal in one language pair. This is at least
indicative of an absence of unwarranted side-effects
in terms of translation quality.

5.2 Challenge Tests

We evaluated the models in the challenge test sets,
both in terms of BLEU and in terms of accuracy of
the contrastive evaluation. Statistical significance
of accuracy results was computed using McNemar’s
test (Mcnemar, 1947), for p < 0.05. The results
are shown in Tables 6 and 7.

Considering both language pairs, the first notable
results are the significant improvements obtained
with the tgt-nton models on the target-oriented test
sets. In terms of accuracy, in EU-ES on the COH-
TGT test, this model outperformed the baseline by
27.67 points and the nton model by 16.34 points.
In EN-RU, the gains were of 37.44 and 5 points in
Deixis against the baseline and nton model, respec-
tively; on the Lexical Cohesion test set, the gains
were 3.6 and and 3.54 points, respectively. On these
target-oriented test-sets, the tgt-nton model also
achieved gains in terms of BLEU scores: +3.72
points in EU-ES, +7.02 in EN-RU on Deixis, and
+3.09 in EN-RU on the Lexical cohesion test.

Turning now to the test sets where relevant con-
text information is available in both the source and
target languages, the results are more balanced be-
tween methods and even apparently large score dif-
ferences are not always statistically significant, as
all these tests are significantly smaller. In EU-ES,
there is thus no statistical significance between the
two best methods, nton and tgt-nton, in terms of
accuracy or BLEU. The same was true for the El-
lipsis VP results in EN-RU between these two mod-
els, with similar BLEU and accuracy scores. On
Ellipsis infl., tgt-nton was significantly better than
nton in terms of BLEU, with a gain of +3.72 points,
whereas the reverse was true on accuracy, with a
difference of 5.20 points.

Regarding the other two contextual variants, ntol



GDR-SRC+TGT COH-TGT

BLEU ACC. BLEU ACC.
Sentence-level 36.28 53.67 35.04 54.00
ntol 36.82  66.33 3323 53.00
tgt-ntol 3679  66.33 37.31  74.00
nton 4045  77.67 35.89 6533
tgt-nton 39.05  72.67 39.617 81.67

Table 6: BLEU and accuracy results on the Basque—Spanish challenge tests.

Ellipsis infl. Ellipsis VP Deixis Lex. Cohesion

BLEU ACC. BLEU ACC. BLEU ACC. BLEU ACC.
Sentence-level 30.81  51.80 2220 27.80 28.10  50.04 3152 45.87
ntol 32.69  54.60 30.24  65.40 2820  50.04 2947  45.87
tgt-ntol 3228  53.60 23.59  29.00 2830  50.56 30.37  45.87
nton 36.97 75.20 29.59  62.60 27.15 82.48 27.89 4593
tgt-nton 40.69"  70.00 3075 60.00  34.17" 87.48! 30.98" 49.47°

Table 7: BLEU and accuracy results in English—Russian challenge tests.

and tgt-ntol, which used no context information in
the target side of the input, the results in accuracy
were similar overall, performing on a par with the
baseline on Lexical Cohesion, Deixis and COH-
TGT for ntol. This was was expected for the ntol
models, as the relevant information is in the target
language in these cases, which these models have
no access to. For the tgt-ntonl model, the gains
achieved over the ntol model on COH-TGT in both
BLEU and accuracy (also outperforming the nton
model) were not unexpected, as the target context
information is exploitable by this model, although
on the encoder side rather than the decoder side.
Similar gains could have been expected on Lexi-
cal Cohesion and Deixis with the tgt-ntol model,
but it performed on a par with the baseline and ntol
model on these test sets. In terms of lexical cohe-
sion, this might be due to the fact that named entities
are usually translated into a single default variant
in the training data, a strong tendency reflected by
the model*. In the COH-TGT test however, register
and gender options are all equally valid and more
equally distributed (modulo typical bias), which
might give more relative weight to contextual infor-
mation. The same should hold true for the EN-RU
Deixis test set, however, it was not the case here. In
this case, we hypothesise that this could result from
a similar unbalanced register distribution training

“Some illustrative examples are discussed in Appendix A

and contrastive sets, both extracted from OpenSub-
titles, again strongly biasing the model towards de-
fault translations irrespective of context. Similarly
unexpected was the performance of the ntol model
on Ellipsis VP, on a par with or outperforming the
nton variants. We left further exploration of both
ntol models aside, as they were outperformed by
the nton variants overall.

From these results, the tgt-nton model proved
optimal overall in terms of accuracy and BLEU
on the contrastive test sets, matching the strong
nton variant where relevant context information is
available in both source and target languages, and
providing large improvements over all alternatives
in the other cases.

6 Using Back-translated Data

When document-level parallel data are lacking,
monolingual data in the target language can be
exploited within concatenation-based approaches
via back-translation (Junczys-Dowmunt, 2019;
Sugiyama and Yoshinaga, 2019; Huo et al., 2020).
Some level of degradation is expected, depending
on the quality of the model used to back-translate
the target data, and we also expect the models to be
impacted differently: for both the nton and tgt-nton
models, the target sentence and its back-translation
would be identical, as would be the original tar-
get context sentences, but the nton model will also



require back-translated target context sentences, un-
like the tgt-nton model.

For comparison purposes we back-translated the
target side of the training data for both language
pairs, and trained the two main model variants
strictly on the back-translated data. The results
are shown in Table 8, contrasting the use of paral-
lel (PA) and back-translated (BT) data. The over-
all degradation using BT data was more salient in
EU-ES than in EN-RU, which is likely due to the
differences in training data size and the resulting
quality of the respective models. In both cases, the
tgt-nton model proved more robust with around
1 and 2 BLEU point gains over the nton model.
This is also likely due to the latter being affected
by back-translation quality of the translated con-
text, whereas the former only requires the back-
translation of the non-context target sentence.’

EU-ES EN-RU

nton (PA) 3196 31.20
tgt-nton (PA)  31.82 32.29
nton (BT) 2546  29.21
tgt-nton (BT)  27.33"7  30.107

Table 8: BLEU results on the parallel test sets using
parallel (PA) and back-translated (BT) data.

Accuracy and BLEU results on the contrastive
test sets are shown in Table 9 and Table 10 for
Basque—Spanish and English—Russian, respectively.
In EU-ES on the COH-TGT test, there is marked
degradation in terms of BLEU for both models
when using BT data, although the tgt-nton model
was still closer to the best model; in terms of ac-
curacy, both models maintained parity or achieve
slight gains using BT data, with the tgt-nton model
still largely outperforming the nton baseline. On
the GDR-SRT+TGT test, there were almost no
changes in terms of BLEU. In terms of accuracy,
only a slight degradation was observed for the nton
model using BT data, and slight gains for the tgt-
nton model.

In English—Russian, BLEU degradation was ob-
served for the nton model on all but the lexical
cohesion test, and for the tgt-nton model on all but
the Ellipsis VP test, with only minor losses overall
and the largest losses for both models, at around 2
BLEU points, on Deixis. In terms of accuracy, both

30On practical grounds, the tgt-nton model is also less re-

source consuming, as the context sentences do not need to be
back-translated.

models achieved gains on Ellipsis infl. and Deixis,
and minor losses or parity otherwise.

Overall, the tendencies observed using parallel
data are translated to the use of back-translated data,
with the tgt-nton model being the top-performing
variant overall. Larger test sets would be warranted
to assess the performance of these models using BT
data, as some gains are somewhat surprising, e.g.
those of the nton model on Ellipsis infl. using BT
data, which are likely to include errors due to the na-
ture of back-translation. BLEU results in particular
are more likely to be representative of underlying
tendencies on the parallel test sets, as shown by the
losses described in Table 8. Nonetheless, the results
on the available datasets in terms of accuracy seem
to indicate that the use of BT data is viable, and
particularly exploitable by the tgt-nton model con-
sidering the large gains obtained on target-language
phenomena, and the parity achieved on the other
discourse-level phenomena.

7 Machine-translated Target Context

Following standard practice, for all results reported
so far, we used the reference target context instead
of the machine-translated output. This is meant to
remove potential noise in terms of context trans-
lation errors and evaluate the approaches on their
ability to translate with a correct context. Using ref-
erence translations also allows for an evaluation
of phenomena where more than one translation
in the context would be correct — e.g. box trans-
lated as boite (fem.) instead of carton (masc.) in
French — but the contrastive evaluation relies on
one of these translations being selected as the cor-
rect one and further phenomena, such as coherence,
are measured accordingly. A correct but different
context translation would be unfairly penalised in
these cases.

Nonetheless, in practice, at inference time there
are no reference translations, of course. Whereas
the nton model should not be impacted at all, since
it only translates the source sentences and any trans-
lated target material before the generated separator
is discarded, the tgt-nton models are more suscep-
tible to suffer from errors in the translation of the
context sentences. To measure this aspect, we com-
puted BLEU scores using the machine-translated
target sentences with the tgt-nton model. The re-
sults are shown in Table 11 on the larger parallel
test sets.

From these results, using MT output does not



GDR-SRC+TGT COH-TGT
BLEU ACC. BLEU ACC.
nton (PA) 4045  77.67 35.89 6533
tet-nton (PA)  39.05  72.67 39.61 81.67
nton (BT) 41.58  76.00 3102 67.00
tet-nton (BT) 4022  74.00 34.62"  81.331

Table 9: BLEU and accuracy results on Basque—Spanish contrastive tests with parallel (PA) and back-translated (BT)

data.
Ellipsis infl. Ellipsis VP Deixis Lex. cohesion
BLEU ACC. BLEU ACC. BLEU ACC. BLEU ACC.
nton (PA) 36.97  75.20 29.59  62.60 27.15 82.48 27.89 4593
tgt-nton (PA)  40.69  70.00 30.75  60.00 34.17 87.48 3098 4947
nton (BT) 35.63  78.60 28.84  69.40° 25.66  83.92 2829  46.20
tgt-nton (BT) 39.257  73.60 31.86"  57.60 31.84"  87.84f 29.817  49.20f

Table 10: BLEU and accuracy results on English—Russian contrastive tests with parallel (PA) and back-translated

(BT) data.
EU-ES EN-RU
nton (RF) 31.96 31.20
tet-nton (RF)  31.82  32.29
tgt-nton (MT)  31.08 31.52

Table 11: BLEU results on the parallel test sets using
reference (RF) and machine-translated (MT) context.

seem to markedly impact translation quality, at least
in terms of BLEU scores. As previously noted, mea-
suring its impact on contrastive accuracy would re-
quire challenge sets that take into account different
correct choices in the translation of context sen-
tences, a task which we left for future work consid-
ering the effort required in designing and preparing
this type of dataset. Additionally, a proper assess-
ment of the impact of machine-translated context on
the tgt-nton model would need to take into account
the quality of the translation model, with larger
models expected to minimise context translation
errors for this approach.

8 Conclusions

We proposed a novel variant for context-aware
NMT, where target-language context is prepended
to both source and target sentences. Our results, in
terms of BLEU and contrastive accuracy, showed
that this approach significantly outperformed state-

of-the-art models for target-language phenomena,
while achieving parity overall for discourse-level
phenomena where the relevant contextual informa-
tion is in both the source and target languages.

We further evaluated the use of back-translated
data, showing that the tendencies observed on paral-
lel data were maintained. We also measured the im-
pact of using machine-translated output instead of
reference translations, which could have impacted
the proposed approach but were shown to have only
a marginal effect, on the parallel test sets at least.
In addition, the use of more robust baseline mod-
els, trained on larger volumes of data, should mit-
igate these effects. New challenge datasets might
be needed to support a more precise evaluation of
these aspects, as current challenge datasets can be
dependent on arbitrary context translation decisions
depending on the phenomena at hand.

Overall, the proposed approach requires no
changes to the standard NMT architecture, supports
simplified back-translation where the context need
not be back-translated, and provides either signif-
icant gains or parity against strong baselines. In
future work, we will further explore this approach
in different languages and domains, notably testing
its limits by seeking specific context-level trans-
lation phenomena, for which source context data
might actually be of higher relevance, if any, beyond
current evaluation suites.



Limitations

The evaluation of possible losses when using
machine-translated output was limited to BLEU
scores on parallel test sets, as contrastive test sets
could not be used in this case due to the nec-
essary arbitrary selection of context translations
among various equally correct options. A correct
machine-translation choice could thus result in ar-
tificially erroneous answers on some contrastive
tests. This limited our evaluation of the impact
of machine-translated output, which could in the-
ory impact our proposed approach where target
translations are used in the source, whereas a stan-
dard concatenation-based approach would not be
affected. Designing and constructing datasets that
support a fair evaluation on these grounds was be-
yond the scope of this work.

We also used BLEU as our sole reference metric,
although its limitations are fairly well known and
other metrics such as COMET (Rei et al., 2020)
might provide results that better correlate with hu-
man judgements in some cases. We did not re-
port reference metrics results beyond BLEU for
presentation convenience, as those results corre-
lated strongly with COMET results in our experi-
ments. Additionally, reference-based metrics are
not sufficiently precise for document-level trans-
lation in general, and should be mainly valued as
complementary to the results in terms of contrastive
accuracy which we provide in our work.

Ethics Statement

Context-aware machine translation models may
help reduce some of the biases of sentence-level
models, by more adequately translating cases where
a context-agnostic translation would be biased due
to training data distribution, in terms of gender for
instance. However, this work does not address nor
measure the impact of the proposed approach on
translation bias specifically.
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A Lexical Cohesion Results

The results in the English-Russian language pair for
the Lexical cohesion challenge test are quite remark-
able, as none of the models achieves an accuracy
score of 50%. These results could be attributed to
the fact that, although the test presents two suitable
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options for translating proper nouns, the training
data for this language pair consists exclusively of
OpenSubtitles data, where these names tend to be
systematically translated in a certain way, leading
the models to exhibit a strong bias towards this
translation option. While verifying this theory can
be challenging, as it would require identifying all
the names and their corresponding translations in
the training data, we manually examined some of
the names featured in the test.

One example is the name Spence, which has
two possible valid translations in the test, Crien-
cep and Crenc. These are two possible translations
of Spencer in the training data, however: whereas
Coenc is almost always related to Spence, CrieH-
cep is only a translation of Spence in 3% of the
cases; in the other 97% of the cases, this word is
a translation of Spencer. It would thus be logical
to think that the concatenation-based models re-
late Spence to Cnenc and Spencer to CneHcep, a
translation bias which might be difficult to mitigate
even when adding contextual information. Table 12
shows a few other examples of cases that might be
challenging to handle along these lines.

While our results align with other publications
(Zheng et al., 2020; Lupo et al., 2022; Sun et al.,
2022), alternative approaches such as Voita et al.
(2019a), have achieved better results on this task.
Their approach relies on a monolingual repair
model which does not rely on source information,
thus obviating the obsevred training data bias al-
together. Alternatively, models like CADec (Voita
etal., 2019b) intentionally introduce artificial errors
in their data, potentially making them less conser-
vative and more prone to corrections, while nton
models are more influenced by the default transla-
tion of the source sentence. Moreover, when these
artificial errors are not introduced, the CADec accu-
racy in this test also falls below 50%, supporting the
hypothesis that training data bias is a relevant factor
for the observed results on the lexical cohesion test
set.
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Source Posible translations

Spence Cnencep (Spence 3%, Spencer 97%), Cnenc (Spence 99%, Spencer 1%)
Darius  [lapus (Darius 46%, Daria 54%), Japuyca (Darius 100%)

Sidney  Cupnneii (Sidney 50%, Sydney 50%), Cugnu (Sidney 25%, Sydney 75%)
Hillary Xwmnapu (Hillary 92%, Hilary 8%), Xunapu (Hillary73%, Hilary 27%)

Fausto  ®ayct (Fausto 62%, Faust 38%), ®aycto (Fausto 100%)

Table 12: Examples of names and their plausible translations selected from the challenge test and their relationship
in the training data.
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