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Abstract

This work addresses the finite-time analysis of nonsmooth nonconvex stochas-
tic optimization under Riemannian manifold constraints. We adapt the notion
of Goldstein stationarity to the Riemannian setting as a performance metric for
nonsmooth optimization on manifolds. We then propose a Riemannian Online to
NonConvex (RO2NC) algorithm, for which we establish the sample complexity of
O(ϵ−3δ−1) in finding (δ, ϵ)-stationary points. This result is the first-ever finite-time
guarantee for fully nonsmooth, nonconvex optimization on manifolds and matches
the optimal complexity in the Euclidean setting. When gradient information is
unavailable, we develop a zeroth order version of RO2NC algorithm (ZO-RO2NC),
for which we establish the same sample complexity. The numerical results support
the theory and demonstrate the practical effectiveness of the algorithms.

1 Introduction

Gradient-based iterative optimization algorithms are frequently used as numerical solvers for machine
learning problems, many of which deal with search spaces with manifold structures. This includes
deep learning [61], natural language processing [34], principal component analysis (PCA) [19],
dictionary learning [11, 56], Gaussian mixture models [29] and low-rank matrix completion [27].
Riemannian optimization methods [1, 5, 54] offer a toolkit to solve optimization problems with
manifold constraints and have attracted great interest due to their wide range of applications. However,
unfortunately, conventional Riemannian optimization algorithms require access to the derivative of
a smooth function, often falling short in highly nonsmooth, nonconvex problems such as training
neural networks.

In this paper, we consider stochastic Riemannian optimization of an objective function f :M→ R,

min
x∈M

{
f(x) := Eν [F (x, ν)]

}
, (1)

where F is a stochastic nonsmooth objective function, defined on a d-dimensional complete manifold
M that can be embedded in the Euclidean space, and ν corresponds to random data samples. Many
important problems can be formulated as nonsmooth Riemannian optimization over smooth manifolds,
including sparse PCA, compressed modes in physics, unsupervised feature selection, and robust
low-rank matrix completion [10, 30]. This problem setting is also commonly encountered in deep
neural networks, where optimization algorithms must be able to cope with deep nonlinear layers with
ReLU activations [2, 20, 21, 55, 69].
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Table 1: Convergence rates of various algorithms over nonsmooth, nonconvex objectives: Composite
objectives are in the form of f(x) + h(x), where f is smooth and h is possibly nonsmooth and
convex. Fully nonsmooth objectives can be written as f(x) = Eν [F (x, ν)], where F is nonsmooth
and nonconvex. Our work is the first to provide the finite-time analysis of the fully nonsmooth setting.
† and ‡ indicate that the objective is defined on Stiefel manifold or a compact manifold, respectively.

REFERENCE METHOD SETTING OBJECTIVE CONVERGENCE

[23] SUBGRADIENT DETERMINISTIC NONSMOOTH ASYMPTOTIC

[10] PROXIMAL GRADIENT DETERMINISTIC COMPOSITE † O(ϵ−2)
[59] PROX. GRAD. - SPIDER STOCHASTIC COMPOSITE † O(ϵ−3)
[44] R-ADMM DETERMINISTIC COMPOSITE ‡ O(ϵ−4)
[16] AUG. LAGRANGIAN DETERMINISTIC COMPOSITE ‡ O(ϵ−3)

[16] AUG. LAGRANGIAN STOCHASTIC COMPOSITE ‡ Õ(ϵ−3.5)
[50] SMOOTHING DETERMINISTIC COMPOSITE ‡ O(ϵ−3)
[50] SMOOTHING STOCHASTIC COMPOSITE ‡ O(ϵ−5)
OUR WORK SUBGRADIENT STOCHASTIC NONSMOOTH O(δ−1ϵ−3)

There exists a scant literature on the theory of nonsmooth Riemannian optimization, mainly focusing
on the asymptotic results and leaving the finite-time analysis unexplored. In fact, even in the Euclidean
setup, finite-time results for the nonsmooth, nonconvex setting have been studied only recently in
the last few years. This is perhaps not surprising; the finite-time analysis of smooth, nonconvex
optimization is usually carried out by finding a stationary point x such that ∥∇f(x)∥ ≤ ϵ. However,
for nonsmooth, nonconvex functions, finding such an ϵ-stationary point is in fact intractable. Instead,
the notion of Goldstein stationarity has recently been analyzed by [66] to provide non-asymptotic
results. Goldstein stationarity does not directly evaluate ∥∇f(x)∥ and instead considers the convex
hull of subgradients of points in the δ-neighborhood of x.

To address nonsmooth problems on Riemannian manifolds, this stationarity criterion can be adapted
to the Riemannian setting using the Riemannian δ-subdifferential definition of [32]. However, the
finite-time analysis of finding such (δ, ϵ)-stationary points on Riemannian manifolds is a tantalizing
challenge that has remained elusive.

Our Contributions. In this paper, we address the finite-time analysis of nonsmooth, nonconvex
stochastic Riemannian optimization:

• We adapt the notion of Goldstein stationarity [45, 66] to the Riemannian setting, providing a
metric to evaluate the finite-time performance of nonsmooth, nonconvex optimization on
manifolds. We then propose a Riemannian Online to NonConvex (RO2NC) algorithm that
can be analyzed using regret bounds in online optimization. Our proposed algorithm can
utilize retraction as a computationally efficient alternative for exponential mapping.

• We theoretically prove that RO2NC achieves the sample complexity of O(δ−1ϵ−3) in finding
(δ, ϵ)-stationary points. We first establish this result using parallel transports (Theorem 3.1)
and then extend it to projections (Theorem 3.3). This rate is the first ever finite-time result for
the fully nonsmooth, nonconvex optimization on manifolds and matches the optimal sample
complexity in the Euclidean setting [13]. It is derived under mild technical assumptions
applicable to standard manifolds (e.g., Stiefel, Hadamard, Grassmann) without the need for
restrictive assumptions on the objective function (e.g., weak convexity), which is assumed
to be Lipschitz continuous.

• Extending our results to the zeroth order oracle setting, we show that ZO-RO2NC can
achieve the same rate (Theorem 4.2) using a gradient estimator relying solely on stochastic
function value queries. Our proposed gradient estimator samples vectors on the tangent space
instead of the manifold, resulting in more computational efficiency without costly manifold-
specific computations. We show that the gradient estimator satisfies certain distance bounds
to the Goldstein subdifferential set, which is sufficient to achieve the Goldstein stationarity
criterion. The main merit of this result is streamlining the zeroth order analysis without
recourse to more challenging alternative estimators that require the calculation of volume
and surface of manifolds, which could be computationally demanding.
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1.1 Highlights of the Technical Analysis

RO2NC Algorithm Design. Developed by [13], O2NC is an optimal algorithm for finding Goldstein
stationary points of nonsmooth, nonconvex objectives in the Euclidean space. O2NC works based
on the interplay of two algorithms. At each epoch, an action ∆t is generated via an online learning
algorithm and is used to update the variable xt+1 = xt + ∆t. Then, a gradient gt is evaluated at
a random point wt = xt + s∆t with s ∼ unif[0, 1] and is given to the online learning algorithm
as a feedback to update ∆t. (i) One difficulty in the Riemannian setting is that xt+1 = xt + ∆t

does not ensure feasibility. We must keep the iterates {xt} on the manifold M, which requires
the use of retractions in the updates, i.e., xt+1 = Retrxt(∆t). (ii) Also, since the action and
feedback of the online learning algorithm belong to different tangent spaces, we must transport these
vectors via parallel transports and/or projections. (i) and (ii) together introduce a technical challenge
different from the Euclidean setting: we can no longer rely on the classical regret analysis in online
optimization to streamline the intra-epoch analysis. Instead, we must creatively choose the right
benchmark action at each epoch using projections and/or parallel transports to judiciously analyze
the error terms caused by the manifold geometry.

Adapting Goldstein Stationarity to Riemannian Setting. In the Euclidean setting, the Goldstein
subdifferential set is defined as a convex hull of Euclidean differential sets at different points. In
the Riemannian setting, subdifferential sets at different points possibly belong to different tangent
spaces, so it is required to transport those sets to a common tangent space. We choose the parallel
transport operation in the definition of Riemannian Goldstein subdifferential set as it preserves the
length of the vectors unlike the projection operation. Upper bounding the minimum norm element
in the Goldstein differential set requires transportation of gradients at different points, where the
distortion caused by parallel transport along the closed loops is analyzed with the curvature of the
manifold (c.f. Lemma 2.9). Using a similar approach, we derive an upper bound on the distance
between zeroth order gradient estimates and Goldstein subdifferential set by quantifying the effect of
parallel transport along geodesic triangles (c.f. Lemma 4.1).

Zeroth Order Riemannian Gradient Estimator. In the Euclidean setting, the analysis of zeroth
order gradient estimator for nonsmooth objectives is carried out through smoothing. The key is that
the gradient of the smoothed objective fδ is estimated by a stochastic gradient estimator gδ , such that
E[gδ(x)] = ∇fδ(x) [45, Lemma E.1]. Extending this approach to the Riemannian setting introduces
a great challenge. The smoothed objective fδ necessitates the volume calculation of a manifold set,
which is computationally expensive. To make the estimation practical, we define an objective hδ

based on efficiently sampling a vector in the tangent space, such that E[gδ(x)] = gradhδ(x), where
gδ is the Riemannian gradient estimator. However, the inclusion property E[gδ(x)] ∈ ∂δf(x) of
the Euclidean setting does not hold anymore in the Riemannian setting. We address this technical
challenge by deriving an upper bound on the distance between these two terms as a function of the
curvature and δ (c.f. Lemma A.5). We further compute a bound on the Lipschitz constant of hδ

(Lemma A.3) and show that the O(δ−1ϵ−3) convergence rate is preserved.

1.2 Literature Review

Nonsmooth, Nonconvex Techniques in the Euclidean Setting. Given that calculating an ϵ-stationary
point for nonsmooth, nonconvex functions is intractable in general, various assumptions or conditions
have been proposed in the literature (e.g., weak convexity [8, 14]). In recent years, the finite-time
convergence analysis of the Goldstein stationarity, proposed by [66], has gained much interest. Their
algorithm is guaranteed to reach a (δ, ϵ)-stationary point with the complexity of O(ϵ−4δ−1). [13]
improved this rate to O(ϵ−3δ−1) with the introduction of an online to nonconvex conversion method.
The method was then extended to various settings, such as decentralized optimization [51].

For some optimization applications, gradient evaluations are not possible, and only zeroth order
information is available. To solve these problems, [40] proposed a gradient estimator, which is
calculated at point x and requires evaluation of f(x+ tv). In nonsmooth, nonconvex optimization,
the convergence rate for finding (δ, ϵ)-stationary points with gradient-free methods was analyzed by
[45]. Later [37] proved that the optimal dimensional dependence of O(d) in the zeroth order setting
could be achieved with O2NC.

Manifold Optimization. Due to the unique properties of manifolds, many Euclidean optimization
algorithms have been adapted to the Riemannian setting. Utilizing manifold operations, these
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methods are able to match the convergence rates of their Euclidean counterparts. These Riemannian
algorithms include gradient descent methods [3, 65], projection-free methods [63, 64], and accelerated
methods [36, 48]. The convergence results also cover various settings, such as min-max [35, 49, 68],
variance reduction [54], online optimization [6, 46, 52, 53, 62], and decentralized optimization
[7, 57]. However, the majority of the studies here focus on smooth and sometimes geodesically
convex objective functions, leaving the nonsmooth optimization relatively underexplored.

For the gradient-free optimization setting, zeroth order methods have been adapted from Euclidean to
the Riemannian setting [42, 43, 60]. The Riemannian zeroth order methods have also been extended
to different settings, such as online Riemannian algorithms [46, 52, 62] and accelerated algorithms
[26].

Nonsmooth, Nonconvex Optimization on Manifolds. The optimization task becomes more chal-
lenging when the objective function is nonsmooth and nonconvex over the Riemannian manifold.
Some techniques have been developed and analyzed in nonsmooth, nonconvex optimization, such as
(i) subgradient-oriented methods, (ii) proximal point methods, and (iii) operator splitting methods. In
subgradient-oriented methods [4, 17, 18, 23, 25, 32], at iteration t a direction gt in the tangent space
of the manifold is calculated from the current or previous subgradient evaluations. The next iterate
xt+1 is then calculated based on manifold operations, such as retractions or exponential mappings.
For proximal point algorithms [9, 15, 28, 33], the algorithm solves a sub-problem in each iteration.
The objectives for the sub-problems are formulated by an approximation of the original function
combined with an additional penalty term. However, in some cases, solving the sub-problems is
just as difficult as the original problem, making these methods difficult to implement. The operator-
splitting methods [39] divide the original problem into several sub-problems that are easy to solve
using techniques such as the alternating direction method of multipliers (ADMM). These methods
either lack convergence guarantees [38] or need further technical conditions [67].

2 Preliminaries

In this section, we first provide a brief introduction on manifolds and useful notations/definitions.
Then, we introduce Goldstein stationarity and state our technical assumptions.

2.1 Background on Manifold Optimization

We consider the optimization task in equation 1 defined onM, which is an embedded submanifold in
the Euclidean space. We denote by TxM the tangent space of the manifold at point x. We denote the
sphere (and ball) with radius r on TxM by STxM(r) (and BTxM(r)), respectively. The set of pairs
(x, ξx) where ξx ∈ TxM is referred to as the tangent bundle, denoted by TM. Similarly, the set of
pairs (x, sx) such that ⟨sx, ξx⟩ = 0 for every ξx ∈ TxM is called the normal bundle, denoted by NM.
Let X(M) denote space of vector fields onM and∇ : TM× TM→ TM, (ξ, η)→ ∇ξη ∈ TM
denote the Levi-Civita connection on manifoldM. We adapt the Euclidean metric to the embedded
manifold and use ⟨·, ·⟩ and

∥∥ · ∥∥ to denote the inner product and norm, respectively.

Geodesics on the manifolds are generalizations of lines in Euclidean space, curves with constant
speed that are locally distance-minimizing. Consequently, we can define the distance between two
points on the manifold as the length of geodesic γ, dist(x, y) := infγ

∫ t

0

∥∥γ′(t)
∥∥dt, where γ(0) = x

and γ(1) = y. With the help of geodesics, we next introduce the exponential mapping and retraction
operations. From an optimization perspective, both exponential mapping and retraction are used to
traverse manifoldM. The exponential mapping on a Riemannian manifold defines a geodesic on
the manifold γ(t) = Expx(tv) and the distance between x and Expx(v) is dist(x,Expx(v)) =

∥∥v∥∥.
Exponential mappings are hard to compute in general; as mitigation, retractions Retrx(·) : TxM→
M are introduced as first-order approximations of exponential mappings and are easier to compute.
Based on the definition of distance, we denote by B(x, δ) := {y ∈ M : dist(x, y) ≤ δ} a ball
centered at x with radius δ [32].

Given that the tangent space TxM is defined with respect to point x, vectors defined in different
tangent spaces are not directly comparable. To this end, we can use the notion of parallel transport,
which is a linear, isometric mapping from one tangent space to another, defining a way to transport
the local geometry along a curve. We denote parallel transport along the minimizing geodesic by
P g
x,y : TxM → TyM, which preserves the inner products such that ⟨u, v⟩ = ⟨P g

x,y(u), P
g
x,y(v)⟩
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for u, v ∈ TxM. As a computationally efficient alternative to parallel transports, we can use vector
transports [1], a specific case of which is projection. For x, y ∈M the orthogonal projection onto
tangent space can be defined as ProjTyM : TxM→ TyM, mapping ξ ∈ TxM to ProjTyM(ξ) ∈
TyM such that ⟨ProjTyM(ξ), ξ − ProjTyM(ξ)⟩ = 0. While more efficient than parallel transports,
vector transports (and projections) are not necessarily isometric, requiring more delicate analysis.

2.2 Goldstein Stationarity on Riemannian Manifolds

Using concepts defined in Riemannian geometry, we next provide the following notions for optimiza-
tion on manifolds. As a result of Rademacher’s theorem and local equivalence of the Riemannian
distance with Euclidean distance in a chart, every Lipschitz function defined on a Riemannian
manifoldM is differentiable almost everywhere with respect to the Lebesgue measure onM [32].

Definition 2.1. We define the Riemannian subdifferential of f at x, denoted by ∂f(x) :=
conv{liml→∞ gradf(xl) : xl → x, xl ∈ Ωf} ⊂ TxM, where Ωf : {x ∈ M :
f is differentiable at x} and conv denotes the convex hull operator.

Here, gradf(x) denotes the Riemannian gradient, defined as the unique tangent vector that satisfies
df(x)[ξ] = ⟨gradf(x), ξ⟩ for all ξ ∈ TxM. Although the sequence {gradf(xl)}l lies in different
tangent spaces {Txl

M}l, the limit liml→∞ gradf(xl) can still be defined in a weak sense. Specifi-
cally, it is characterized as the vector satisfying liml→∞⟨gradf(xl), X(xl)⟩ → ⟨gradf(x), X(x)⟩
for any smooth vector field X onM [23]. For a smooth function f defined on an embedded subman-
ifold in the Euclidean space gradf(x) = ProjTxM(∇f(x)). This also holds for the subdifferential
sets and the Riemannian subdifferential set is the projection of the Euclidean subdifferential set onto
the tangent space at x.

Definition 2.1 extends the notion of the Clarke subdifferential to the Riemannian setting, following
prior work such as [23, 31]. Among the various subdifferential concepts, the Clarke subdifferential is
particularly useful due to its inclusivity and well-behaved analytical properties, which facilitate the
study of convergence in nonsmooth optimization. We next provide the definition for δ-subdifferential
in the neighborhood of point x.

Definition 2.2. Let f be a Lipschitz continuous function on M. δ-subdifferential of x ∈ M is
defined as ∂δf(x) := cl conv{P g

y,x(∂f(y)) : y ∈ cl B(x, δ)}, where cl denotes the closure.

Different from the Euclidean δ-subdifferential set, the Riemannian δ-subdifferential requires a
transport operation P g

y,x since the tangent spaces are not identical. Next, we introduce the Riemannian
version of Goldstein stationarity.

Definition 2.3. Given a Lipschitz continuous function f :M → R, a point x ∈ M and δ > 0 ,
denote

∥∥gradf(x)∥∥
δ
:= min{∥g∥ : g ∈ ∂δf(x)}. A point x is called a (δ, ϵ)-stationary point of f(·)

if
∥∥gradf(x)∥∥

δ
≤ ϵ.

This definition generalizes the Euclidean Goldstein stationarity to the Riemannian setting. The
main difference is that parallel transport operations and Riemannian subdifferentials are used in
δ-subdifferential set due to Riemannian geometry.

Let X and Y be vector fields onM. SinceM ⊂ Rn is an embedded submanifold of Euclidean
space equipped with Euclidean metric, X and Y can be extended in Rn. Applying ambient covariant
derivative ∇̃ and decomposing it into tangential and normal components gives ∇̃XY = (∇̃XY )T +

(∇̃XY )⊥. The second fundamental form [43] is II : X(M)×X(M)→ Γ(NM) given by II(X,Y ) =

(∇̃XY )⊥ where Γ(NM) denotes the space of smooth normal vector fields.

2.3 Technical Assumptions

We now introduce a series of assumptions about the problem setting, all of which are considered
standard in the relevant literature and are needed for our analytical results. We have the following
assumption on the manifold and its second fundamental form.

Assumption 2.4. We assume that the manifoldM is an embedded submanifold of the Euclidean
space and that the norm of the second fundamental form is bounded by C for all unit vectors
ξ, η ∈ TM, i.e., for all

∥∥ξ∥∥ =
∥∥η∥∥ = 1 we have

∥∥II(ξ, η)
∥∥ ≤ C. This implies that the curvature
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tensor R(X,Y )Z is bounded by a constant Kc, i.e.,
∥∥R(X,Y )Z

∥∥ ≤ Kc

∥∥X∥∥∥∥Y ∥∥∥∥Z∥∥, and the
sectional curvature is bounded by a constant Ks for any vector fields X,Y, Z ∈ X(M).

The above assumption on the bounded second fundamental form connects the extrinsic and intrinsic
geometries. As discussed in [42], it is a stronger condition than bounded sectional curvature, but it is
required to measure the extrinsic difference on vectors, caused by transport operations. For more
discussion, see Appendix C. In Riemannian optimization, variable updates may involve exponential
mappings and retractions. Although exponential mapping has theoretically favorable properties,
retractions are preferred in practice due to their computational efficiency. We have the following
assumptions on retraction curves.
Assumption 2.5. For the retraction curve Retrx(tξ) with ξ ∈ TxM, we assume that∥∥ d

dt
Retrx(tξ)

∥∥ ≤ ∥∥ξ∥∥ and
∥∥ d2

dt2
Retrx(tξ)

∥∥ ≤ C ′∥∥ξ∥∥2,
where C ′ is a constant depending on the manifold properties.

Since retractions are approximations of exponential mappings, the above assumption can be thought
as the cost of applying retractions instead of exponential mappings. It is presented in a simplified
form for analytical clarity; however, the proposed implementation can be readily extended to more
general retraction-based settings, such as projection-based or smooth first-order retractions (see
Appendix B). Assumption 2.5 is satisfied by various matrix manifolds and commonly used retraction
curves. In particular, for exponential mappings on any manifoldM, the first condition holds with
equality, while the second condition holds with C ′ = C, where C is defined in Assumption 2.4. On
the Stiefel manifold St(p, n) = {X ∈ Rn×p : X⊤X = Ip}, for polar decomposition retraction
RetrX(tξ) = (X + tξ)(Ip + t2ξ⊤ξ)−

1
2 Assumption 2.5 holds with C ′ = 1 (see Appendix B).

Next, we provide the following standard assumptions on the objective function, applicable to a diverse
range of commonly used objectives.
Assumption 2.6. We assume that the objective function has the form f(x) = Eν [F (x, ν)], where
ν denotes the random index. The stochastic component of the function F (·, ν) : M → R is
L(ν)-Lipschitz for any ν, i.e., it holds that

|F (x, ν)− F (y, ν)| ≤ L(ν)dist(x, y),

for any x, y ∈M. L(ν) has a bounded second moment such that Eν [L(ν)
2] ≤ L2. We also assume

that f is lower bounded onM, i.e., infx∈M f(x) > −∞.
Assumption 2.7. We assume that the stochastic Riemannian oracle returns unbiased estimates, i.e.,

Eν [gradF (x, ν)] = gradf(x).

Furthermore, we assume that the second moment of the stochastic gradient is bounded such that
Eν

[∥∥gradF (x, ν)
∥∥2] ≤ G2, and we denote its variance by σ2.

Assumption 2.7 is standard in stochastic optimization with first order oracles [24]. With the definitions
and assumptions provided above, we introduce the following lemma, which extends the result of [43,
Theorem 4.1] on geodesic paths to broken geodesic paths.
Lemma 2.8. Suppose M is an embedded submanifold of the Euclidean space with a second
fundamental form bounded by C. Let γ : [0, t]→M be a broken geodesic (a piecewise smooth curve
with a finite number of curve segments, each of which is a geodesic) and v ∈ Tγ(0)M. Then, we have∥∥Pγ

0,t(v)− ProjTγ(t)M(v)
∥∥ ≤ C

∥∥v∥∥length(γ),
where the parallel transport is computed along the path γ.

This result allows us to measure the distortion between an intrinsic parallel transport operation and
an extrinsic projection operation on the manifold. We note that for the Euclidean case, the second
fundamental form is 0. For the extension of Euclidean algorithms to the Riemannian setting, Lemma
2.8 characterizes the extra terms raised by the Riemannian geometry.

For a sequence of points St = {xs}ts=0, let us define the parallel transport operator over St as Ps
St

:=

P g
xt−1,xt

◦ P g
xt−2,xt−1

◦ ... ◦ P g
x0,x1

and its inverse operator as (Ps
St
)−1. In general,

∥∥gradf(y)∥∥
δ

is difficult to compute directly. The following lemma provides an analyzable upper bound on∥∥gradf(y)∥∥
δ
, which will be used in our analysis.
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Lemma 2.9. Let Assumption 2.4 hold. For a sequence of points {xt}T−1
t=0 which satisfies

dist(xt, xt+1) ≤ D ∀t ∈ {0, 1, . . . , T − 1}, a set of gradient vectors∇t := gradf(wt) ∈ TwtM
with

∥∥∇t

∥∥ ≤ L, dist(xt+1, wt) ≤ D, and a point y that satisfies dist(wt, y) ≤ δ := DT, ∀t ∈
{0, 1, . . . , T − 1} , we have that∥∥gradf(y)∥∥

δ
≤

∥∥ 1

T

T−1∑
t=0

(Ps
St+1

)−1 ◦ P g
wt,xt+1

(∇t)
∥∥+ 3LδC.

The summands all live in Tx0M, so they can be summed. In the following sections, we design our
algorithms and provide analytical bounds for the right-hand side of Lemma 2.9.

3 First Order Setting

In this section, we develop algorithms to find (δ, ϵ)-stationary points of nonsmooth nonconvex
stochastic objectives and provide theoretical guarantees for their finite-time convergence rates. Our
algorithms adapt the O2NC conversion of [13] to the Riemannian setting, and instead of directly
implementing online Riemannian optimization, our specific formulation of the problem allows us to
utilize techniques of Euclidean online algorithms with transport operations between tangent spaces.

3.1 The Structure of RO2NC versus O2NC

To understand O2NC, let us observe that for any algorithm with the update rule xt+1 = xt +∆t, one
can write f(xt+1) = f(xt) + ⟨∆t,∇t⟩ where∇t =

∫ 1

0
∇f(xt + s∆t)ds. For Euclidean problems,

the O2NC approach proposed by [13] designed an algorithm to overcome the nonconvexity by
observing that

f(xT )− f(x0) =

T−1∑
t=0

⟨gt,∆t − u⟩+
T−1∑
t=0

⟨∇t − gt,∆t⟩+
T−1∑
t=0

⟨gt, u⟩,

where ∆t can be generated via an online learning algorithm and gt are the stochastic gradients
provided to the online learning algorithm. The above equation holds for any u in hindsight, so the
first summation corresponds to the regret of the online algorithm. For the last term we have freedom
to select a suitable u. Specifically, the selection of u = −D

∑T−1
t=0 E[gt]/∥

∑T−1
t=0 E[gt]∥ with a

suitable parameter D facilitates the Goldstein stationarity analysis. To have an efficient Riemannian
adaptation for the O2NC algorithm, we encounter some major challenges:

(i) Since the iterates are constrained to be on the manifold, we must use retractions in the updates,
so we have xt+1 = Retrxt(∆t). Also, for the gradient evaluation part, we use the update wt =
Retrxt(s∆t) for a randomly selected s ∼ unif[0, 1]. In the Euclidean setting, two consecutive
iterates are connected with a line segment as xt+1 = xt+∆t, parameterized to have zero acceleration.
However, for manifolds with general retraction curves, we need to handle additional terms that contain
the velocity and acceleration of the retraction curves.

(ii) Unlike the Euclidean case where we can directly add and subtract vectors, in the Riemannian
setting different variables belong to various tangent spaces. Performing calculations using these
variables necessitates operations such as parallel transport or projection, making the analysis more
challenging compared to its Euclidean counterpart. This affects both algorithm design and technical
analysis. For the design of RO2NC, we first consider the parallel transport in Section 3.2 and
then consider a more efficient version of our algorithm with projections in Section 3.3. As for the
analysis we cannot simply use the benchmark u as in [13], and we must cleverly design an optimal u,
elaborated in the next section.

3.2 RO2NC with Parallel Transport

In this section, we consider the RO2NC algorithm where the actions ∆t are updated via parallel
transport operations. The updates are similar in vein to online gradient descent and allow us to rework
the Euclidean regret analysis with the use of parallel transports. The algorithm is formally stated in
Algorithm 1 and works based on an inner loop indexed by t (iteration) and an outer loop indexed by
k (epoch). In this section, except in the algorithm outline, we omit k for notational convenience.

7



Algorithm 1 Riemannian Online to NonConvex (RO2NC)

Input: K ∈ N , T ∈ N, initial point x0,T ∈M, clipping parameter D, step size η = D/G
√
T

for k = 1 to K do
Initialize xk,0 = xk−1,T , ∆k,0 = 0
for t = 0 to T − 1 do

xk,t+1 = Retrxk,t
(∆k,t)

sk,t ∼ unif[0, 1]
wk,t = Retrxk,t

(sk,t∆k,t)
get gradient gk,t = gradF (wk,t, νk,t), where νk,t is a random index (based on data)
if Using Parallel Transport then

g′k,t = P g
wk,t,xk,t+1

(gk,t) ∈ Txk,t+1
M

set ∆k,t+1 = P g
xk,t,xk,t+1

(∆k,t)− ηg′k,t
end if
if Using Projection then

set ∆k,t+1 = ProjTxk,t+1
M(∆k,t − ηgk,t)

end if
clip ∆k,t+1 on the convex set BTxk,t+1

M(D)

end for
Set w̄k to wk,⌊T

2 ⌋.
end for
Sample wout ∼ unif{w̄1, ..., w̄K}
Output: wout

At the t-th iteration in each epoch, we parallel transport both ∆t and gt to update ∆t+1 =
clip(P g

xt,xt+1
(∆t)− ηg′t), where g′t is the parallel transported version of gt. We have the following

convergence result for RO2NC.
Theorem 3.1. Let δ, ϵ ∈ (0, 1) and suppose that Assumptions 2.4,2.5,2.6,2.7 hold. Running Algorithm
1 with parallel transports for N = KT rounds T = O(δN)

2
3 and D = δ/T gives an output that

satisfies the following inequality

E[
∥∥gradf(wout)

∥∥
δ
] ≤ C1(δN)−

1
3 + 3δLC2,

where constants C1, C2 are given in the Appendix E.
Remark 3.2. To find a (δ, ϵ)-stationary point, we can choose δ′ = min{δ, ϵ

6LC2
} ≤ δ to get a

(δ′, ϵ)-stationary point. Then, choosing N = O(δ−1ϵ−3) is sufficient for E[
∥∥gradf(wout)

∥∥
δ
] ≤ ϵ.

Theorem 3.1 indicates that for nonsmooth nonconvex optimization on Riemannian manifolds, RO2NC
has the same complexity as its Euclidean counterpart [13]. The distortion caused by the curved
geometry can be controlled with a suitable selection of parameters. Similar to the Euclidean setting,
for smooth objectives, an ϵ-stationary point can be found in O(ϵ−4) iterations by selecting δ = O(ϵ).
A key innovation in the analysis of Theorem 3.1 is the choice of

ut = Ps
St

(
−D

∑T−1
τ=0 (Ps

Sτ+1
)−1 ◦ P g

wτ ,xτ+1
(∇τ )∥∥∑T−1

τ=0 (Ps
Sτ+1

)−1 ◦ P g
wτ ,xτ+1(∇τ )

∥∥),
where ∇t = E[gt]. The main idea behind this selection is to transport the gradient vectors along the
path {xT , ..., x1, x0} to create a base vector u0 and then choose ut = Ps

St
(u0). Although the best

actions for Algorithm 1 are time-dependent, they can still be analyzed with parallel transports.

3.3 RO2NC with Projection

We now address the case where parallel transport operations are costly and RO2NC use projections
instead. While more efficient, the introduction of projections bring forward technical challenges as
they lack the isometry property (unlike parallel transports). In this case, at the t-th iteration in each
epoch, we calculate ∆t − ηgt in the ambient space and project it to the tangent space ofM at iterate
xt+1 to obtain ∆t+1. The convergence of Algorithm 1 with projection operations is presented in the
following theorem.
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Theorem 3.3. Let δ, ϵ ∈ (0, 1) and suppose that Assumptions 2.4,2.5,2.6,2.7 hold. Running Algorithm
1 with projections for N = KT rounds with T = O(δN)

2
3 and D = δ/T gives an output that

satisfies the following inequality

E[
∥∥gradf(wout)

∥∥
δ
] ≤ C3(δN)−

1
3 + C4δ

1
3N− 2

3 + δLC,

where constants C3, C4 are given in Appendix E.
Remark 3.4. Theorem 3.3 implies that N = O(δ−1ϵ−3) and δ = O(ϵ) is sufficient to have
E[
∥∥gradf(wout)

∥∥
δ
] ≤ ϵ, since δ < 1 and δ

1
3N− 2

3 < (δN)−
1
3 order-wise. So, we can follow

the same argument in Remark 3.2.

Theorem 3.3 shows that the same complexity can be achieved using projections instead of parallel
transport operations, greatly improving the efficiency of RO2NC from an implementation perspective.
While the implementation of the algorithm relies solely on projection operations, the analysis makes
use of parallel transport to upper bound the term

∥∥gradf(wout)
∥∥
δ

in our theorem.

The projection-based analysis allows us to first calculate u = −D
∑T−1

t=0 ∇t/∥
∑T−1

t=0 ∇t∥ directly
in the ambient space and then project it back to the tangent space to get ut = ProjTxtM

(u), which
again highlights a key novelty in our analysis.

4 Zeroth Order Setting

In this section, we consider the case where gradient queries are unavailable and only noisy function
evaluations can be obtained. In the context of online learning, this is analogous to a system with
two-point bandit feedback. One common approach to address the nonsmooth problems in this setting
is to derive a gradient estimator gδ based on function values and use that in the gradient-based
algorithms as a replacement of gradF .

For zeroth order optimization in the Euclidean setting [37], the gradient estimator is constructed with
F (x± δu, ν), where u is uniformly sampled from a unit sphere. In the Riemannian setting, x+ δu is
replaced with Expx(δu), and u is sampled uniformly from a sphere in TxM. Then, the Riemannian
gradient estimator is given as follows,

gδ(x) =
d

2δ
(F (Expx(δu), ν)− F (Expx(−δu), ν))u, (2)

where d is the dimension of TxM. Two major problems arise from the Riemannian formulation:
(i) In the Euclidean setting, we have∇fδ(x) = Eu[∇f(x+ δu)] ∈ ∂δf(x), which implies that the
expectation of the gradient estimator is included in the Goldstein subdifferential set [45]. However,
in the Riemannian setting, stating the relation between Eu[gδ(x)] and ∂δf(x) is a challenge in itself.
(ii) Also, the geometric relation ∂vfρ(x) ⊆ ∂v+ρf(x) used in the Euclidean zeroth order analysis
[37] does not hold in the Riemannian setting due to distortion caused by the manifold geometry.

We first define hδ(x) :=
∫
f ◦ Expx(u)dpx(u), where px is a uniform measure over BTxM(δ) ⊂

TxM. By analyzing the relationship between gradhδ(x) and ∂δf(x) in Lemma A.5, we introduce
the following lemma to address the above two challenges.

Lemma 4.1. Consider a point y and a set of points {xt}T−1
t=0 which satisfy dist(y, xt) ≤ δ

2 . The
gradient estimator gδ satisfies Eu[gδ(xt)] ∈ ∂δf(xt) + BTxM( 13KsLδ

2) and P g
xt,y(∂ δ

2
f(xt)) ⊂

∂δf(y) + BTyM(2CLδ), where + denotes the Minkowski sum of two sets, C denotes the bound
on the second fundamental form (Assumption 2.4) and Ks bounds the sectional curvature of the
manifold.

With the help of Lemmas 4.1 and A.5 we bound
∥∥gradf(wout)

∥∥
δ

in terms of
∥∥gradh δ

2
(wout)

∥∥
δ
2

,
and we then employ that inequality for the following theorem, providing the finite-time convergence
guarantee using the zeroth order gradient estimator.
Theorem 4.2. Let δ, ϵ ∈ (0, 1) and suppose that Assumptions 2.4,2.5,2.6 hold. Running Algorithm 1
for N = KT rounds with T = O(δN)

2
3 and D = δ/T using the zeroth order gradient estimator in

equation 2 gives an output that satisfies

E[
∥∥gradf(wout)

∥∥
δ
] ≤ C5(δN)−

1
3 + δLC6,

where C5 and C6 are given in Appendix E.
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Figure 1: Evaluation of gradient norms in both settings; D: clipping parameter, η: step size.

The theorem considers Algorithm 1 with parallel transports, but a similar result can be obtained with
projections. In our analysis, we show that although extra terms arise due to the introduction of zero
order gradient estimator and the approximation to Goldstein subdifferential sets, these additional
terms can be controlled by a careful adjustment of δ. Consequently, the overall iteration complexity
with respect to (δ,ϵ) can be maintained in the zeroth order setting.

5 Numerical Experiments

We provide the following numerical experiments to validate our results.

Model and Setup. We consider the sparse principal component problem defined on the Euclidean
unit sphere Sn−1 in Rn. The parallel transport operations have closed-form solutions on spheres.
The objective function can be written as minx∈Sn−1{−x⊤Ax + µ

∥∥x∥∥
1
}, where A = E[νν⊤]

and ν ∼ N (0, A) is sampled from a multivariate Gaussian distribution. For RO2NC, we choose
our retraction curves to be Retrx(v) = (x+ v)/

∥∥x+ v
∥∥, and we use exponential mappings for

calculating the gradient estimator in ZO-RO2NC.

Evaluation and Results. Since the direct evaluation of the Goldstein subdifferential set and∥∥gradf(wout)
∥∥
δ

requires calculation over a convex hull, which is highly impractical, we instead
evaluate

∥∥ 1
T

∑T−1
t=0 (Ps

St+1
)−1 ◦ P g

wt,xt+1
(gradf(wt))

∥∥ as an upper bound.

In our experiments for RO2NC, we illustrate the decay of the gradient norms. We run Algorithm
1 using both parallel transport and projection operations for K = 500 epochs, each consisting of
T = 200 iterations. Convergence of the algorithms depends on the selection of parameters D and η.
For both settings, η is chosen orders of magnitude smaller than D, and the plot is reported in Fig.
1. We can see that the performance of the projection approach is comparable with that of parallel
transport approach. Optimization with the zeroth order oracle is more sensitive to the selection of
parameters and the convergence is slower than the first order setting, but with a suitable choice of
parameters ZO-RO2NC indeed converges.

6 Conclusion, Limitations, and Future Work

We addressed the finite-time analysis of nonsmooth, nonconvex stochastic Riemannian optimization.
We proposed the RO2NC algorithm, which is guaranteed to find the Riemannian extension of (δ, ϵ)-
Goldstein stationary points with O(δ−1ϵ−3) sample complexity. When gradient information is
unavailable, we introduced ZO-RO2NC with a zeroth order gradient estimator, which also achieves
optimal sample complexity. While our stationarity condition is defined via parallel transport of
the Clarke subdifferential, alternative notions, such as different transport maps or subdifferentials,
may also be considered. Furthermore, a deeper analysis of curvature effects and their role in
optimality remains an open direction. Finally, designing adaptive algorithms that can exploit curvature
information more effectively can be an interesting problem for future research.
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Justification: This is mostly a theory work, and experiments are for the proof of concept.
We have provided the choice of all hyperparameters for reproducibility.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: The anonymized code for the numerical experiments is available at the follow-
ing https://github.com/emreesahinoglu/RO2NC-RiemannianNonsmooth.git
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The same justification as Q4.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [NA]
Justification: Error bars do not apply to the convergence of our algorithms. We do not make
comparisons.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [NA]
Justification: The experiments are toy examples. They can be run on a laptop.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We read the link and made sure the paper conforms with all components of
ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: This is a theory work at the interface of online and Riemannian optimization.
We do not anticipate any negative societal impact.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: There are no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: The paper does not use existing assets.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: No human subjects or crowdsourcing.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: No human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: We did not use LLMs for the derivation of results.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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