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Abstract

Modern neural networks exhibit state-of-the-art performance on many existing
benchmarks, but their high computational requirements and energy usage cause
researchers to explore more efficient solutions for real-world deployment. Differ-
entiable logic gate networks (DLGNs) learns a large network of logic gates for
efficient image classification. However, learning a network that can solve simple
problems like CIFAR-10 or CIFAR-100 can take days to weeks to train. Even
then, almost half of the neurons remains unused, causing a discretization gap. This
discretization gap hinders real-world deployment of DLGN:Ss, as the performance
drop between training and inference negatively impacts accuracy. We inject Gum-
bel noise with a straight-through estimator during training to significantly speed
up training, improve neuron utilization, and decrease the discretization gap. We
theoretically show that this results from implicit Hessian regularization, which
improves the convergence properties of DLGNs. We train networks 4.5x faster in
wall-clock time, reduce the discretization gap by 98%, and reduce the number of

unused gates by 100%. *Equal contribution.

1 Introduction

Deep neural networks have reached human-level per-
formance across a wide array of tasks [1,12]. However,
these advances come at the cost of immense com-
putational demands during training and inference,
limiting their deployment in many real-world envi-
ronments [3H6]. This has sparked growing interest
in designing models that retain competitive accuracy
while being more efficient [7H11]].

At their core, all computations on digital hardware
reduce to Boolean operations such as AND, OR, and
NOT. This motivates the question: Can we express
and execute machine learning models directly in the
native language of hardware - namely, logic gates?

One approach is logic gate networks (LGNs), which
replaces arithmetic computations with compositions
of discrete logical operations, thereby enabling effi-
cient inference. While inference with LGNS is effi-
cient, training them poses significant challenges. To
address this, differentiable logic gate networks (DL-
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Figure 1: CIFAR-10 test accuracy compar-
ison. Solid and dashed lines show discrete
and soft performance, respectively. Gumbel
LGNs (GLGN, red) demonstrate faster con-
vergence and minimal discretization gap com-
pared to DLGNs (DLGN, blue).
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Figure 2: Overview figure. (a) DLGNs: Leftmost shows the internal structure of a node. We
parameterize each node by weighing the 16 possible logic gates (shown below) and summing their
output. This results in a hard, brittle, loss landscape, slowing convergence and increasing the
discretization gap. (b) Gumbel LGNs: during training, we inject Gumbel noise on the 16 gate weights
and select the logic gate with the highest weight. This results in a smoother loss landscape and aligns
the training with the network at inference. This results in faster training and reduces the discretization
gap. (c) Structure of DLGNs and Gumbel LGNs. Each neuron receives two inputs. The nodes in
the final layer are aggregated by summation, thus producing class likelihoods. (d) Results of using
Gumbel LGNS instead of DLGNs. We achieve up to 4.5x faster convergence (in wall-clock time), a
98% reduction in discretization gap, and 100% reduction of unused neurons.
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GNs) [7, 9] introduce continuous relaxations of both logical operations and gate selections, allowing
the use of gradient-based optimization methods.

Despite their potential, we identify and propose solutions to two major challenges. (1) Discretization
gap: DLGNSs rely on continuous relaxations during training, but final models must be discretized
for inference. This mismatch may result in notable degradation, reducing model accuracy by 3% on
the same data. (2) Slow convergence: While LGNs are efficient at inference time, training DLGNs
remains slow due to the reliance on differentiable relaxations, making DLGNs converge substantially
slower than standard neural networks.

These challenges are interrelated. The gap arises because the final parameters, after training, must
be discretized. Small parameter perturbations can significantly change performance if the loss
landscape is sharp [12]. A sharp loss landscape can also cause poor gradient signals, which impact the
convergence speed, causing training to take much longer, while a smooth loss landscape can reduce
the discretization gap and speed up convergence 16]. Our central hypothesis is that smoother
loss landscapes make DLGN models more robust to discretization and facilitate faster and more
stable training. Since the loss landscape is smoother, the gradient signal is better, thus making the
networks converge faster. At the same time, the improved gradient signal also causes more neurons
to collapse, thus reducing the impact of discretization.

We propose Gumbel Logic Gate Networks (Gumbel LGNs), which inject Gumbel noise into the gate
selection process using the Gumbel-Softmax trick. By injecting Gumbel noise into the gate selection
process, we introduce stochasticity that flattens the loss landscape, improving the optimization



process and reducing discretization sensitivity. Empirically, we find that Gumbel LGNs exhibit faster
convergence and smaller discretization gaps than baseline DLGNS.

To further reduce the discretization gap, we explore a training strategy inspired by techniques from
discretization-aware training and neural architecture search (NAS): using continuous relaxations only
in the backward pass, while enforcing discrete gates in the forward pass. Although ST estimator
may slightly slow convergence, it substantially reduces the discretization gap. Moreover, it aligns
training dynamics with inference-time behavior, and as it only influences training, there is no impact
on inference.

To our knowledge, no prior work analyzes the discretization gap in DLGNs, and draw formal
connections to the smoothness of the loss landscape. NAS and DARTS typically studies explored
search spaces up to size 108, while our experiments operate over vastly larger parameter spaces,
exceeding 103:690:000 "and show that NAS techniques scale to this setting.

Our contributions are as follows:

* Empirical validation. We design and execute experiments showing that Gumbel LGNs
both speed up training and boost neuron utilization.

* Theoretical analysis. We prove that injecting Gumbel noise into DLGNs smooths their loss
landscape by regularizing the Hessian’s trace, thereby reducing the discretization gap and
accelerating convergence.

* Practical algorithmic insight. We demonstrate that employing the straight-through estima-
tor further closes the discretization gap in practice.

2 Background

Logic Gate Networks Logic Gate Networks (LGNs) represent an entire network as a composition
of discrete logic operations, such as AND, OR, and XOR. LGNs consist of several layers, where each
layer contains n fixed logic gates, referred to as neurons, that work in parallel. n is the width of the
layer. Each neuron in a layer takes as input the output of two (random) neurons in the previous layer.
We use the GroupSum operation to get class scores as done by Petersen et al. [7]. For classifying
the input into k classes, the neurons in the final layer are grouped into disjoint groups with one
group per class. The outputs of the neurons in group ¢ are summed to give the likelihood of class .
Mathematically this is expressed as s; = —&s > jea, @j» where G is the ’th group, a; is the output

of neuron j, and 75 is a temperature parameter. We then predict the class with the highest score.
For more details, see [17].

Differentiable Training Directly searching for the best discrete gate assignments is infeasible due
to the size of the search space, so Differentiable Logic Gate Networks (DLGNs) [7, 9] introduce
a continuous relaxation. Each of the 16 possible binary gates h;(a, b) is replaced by a continuous
surrogate (e.g. AND(a,b) +— a - b). In addition, each neuron maintains logits z € RS, which
are initialized using a Gaussian, z ~ A(0,1)'6. After a softmax, these logits define a probability
distribution over gates, and the neuron’s output is a weighted sum of the 16 gates:

£°%(a,b) Z ZQX;’ZJ hi(a,b). M

Ensuring each logic gate maps from a continuous domain f : [0,1]* — [0, 1]. This “soft” network
can be trained end-to-end with gradient descent.

Discretization After training, DLGNs are discretized to LGNs by selecting the logic gate with the
highest logit value, i.e., it uses h;,? = arg max; z;. We denote DLGNSs evaluated in the differentiable
setting (using Equation (I)) as soft and otherwise as discrete.

Gumbel-Softmax The Gumbel-Softmax trick offers an efficient and effective way to draw samples
from a categorical distribution with class probabilities 7 € AF [I8-21]. Let g ~ Gumbel(0,1)
distribution if u ~ U(0,1) and g = — log(— logu). We can then draw a sample z from 7 as the



value for index ¢ given by Equation (2).

i = argmax(g; +logm;), g¢; ~ Gumbel(0,1). 2)
j

We can make the argmax operation continuous and differentiable with respect to the class probabilities
7;, and generate k-dimensional sample vectors y € R using the Softmax with temperature 7 as
below:

k
pGumbel _ exp((log m; + gi)/7) Lo =S SRE R 3)
> exp((log mj + g5)/7) j

3 Related Work

Efficient Neural Architectures A significant body of research has focused on designing neural
models that maintain high performance while operating within limited computational budgets, e.g.,
for deployment on edge devices [22H27]]. These light models use various methods such as lookup
tables [28]], binary and quantized neural networks [29432]], and sparse neural networks [33H37].

Of particular interest in this context are differentiable logic gate networks (DLGNSs), which have
demonstrated state-of-the-art performance in image classification tasks [7, 9]], as well as in rule
extraction from observed cellular automata dynamics [[17]. Our proposed improvements target
convergence behavior and are orthogonal to the architectural innovations of the convolutional DLGN
variant [9]; hence, we expect them to be transferable without loss of generality. We refrain from
comparisons to other efficient neural models, as such benchmarks were already comprehensively
addressed in the works mentioned above by Petersen et al. [7,[9].

Kim [38] extend DLGNs by modifying the neuron parameterization introduced in Petersen et al.
[7]. Specifically, they normalize the logits and remove the temperature parameter 7. In addition,
they employ a straight-through (ST) estimator [39] and injectGumbel noise with a learnable scale
parameter. However, Kim [38]] do not analyze the discretization gap or study the convergence behavior
of DLGNs. Moreover, they draw no formal connection between Gumbel noise and its role as an
implicit Hessian regularizer or loss smoothener.

Differentiable Neural Architecture Search Neural Architecture Search (NAS) aims to automate
the selection of high-performing model architectures from a large design space [40-42]]. While
early approaches were computationally expensive, subsequent efforts have focused on improving
efficiency [43]44]. Several works have addressed the issue of train—test performance discrepancies by
proposing sampling-based training [45]] or regularization techniques that bias architecture selection
toward configurations with better generalization [46].

A seminal contribution in this domain is Differentiable Architecture Search (DARTS) by Liu et al.
[47], which introduces a softmax-based relaxation over discrete architectural choices, allowing end-
to-end optimization through gradient descent. This principle strongly resonates with the soft gate
selection mechanism employed in DLGNs.

More recently, Chen and Hsieh [16] reduced the discretization gap of DARTS by introducing Smooth
DARTS, which uses weight perturbations through uniform noise or adversarial optimization. These
were shown to bias the optimization toward solutions with flatter minima and lower Hessian norm.
This technique often referred to as curvature regularization reduces sensitivity to sharp local optima
and enhances generalization.

Differentiable LGNs as DARTS The works on DLGNs by Petersen et al. [7, 9] do not explicitly
draw connections to NAS, but the conceptual similarity is high. Both LGNs and DARTS use softmax-
based weighting to choose between multiple candidate functions in a differentiable manner. A key
distinction lies in the scale of the search space. Conventional NAS approaches typically explore search
space sizes up to 10'® [48150],while LGNs operate over exponentially larger spaces—165-64:000 ~
10%62:382 for MNIST and =~ 103:69%:956 for CIFAR-10. This scale is enabled by the simplicity of
logic operations, which have no learnable parameters. Thus, DLGNs demonstrate the viability of
DARTS at previously unexplored scales.



Conventional NAS frameworks often permit a retraining phase after discretizing the architecture,
thereby reducing the discretization gap. LGNS, in contrast, lack such flexibility, as their neurons
contain no parameterized operations, and thus the gap persists.

Moreover, in DARTS and related approaches, this training approach favors operations, such as residual
connections [51]]. Typically, we aim to avoid these residual connections, as they do not increase the
models’ expressive power [46]]. In relation, Petersen et al. [9] finds that their convolutional method
with residual initialization mainly converges to residual connections.

Sharpness-Aware Minimization A parallel line of research focuses on improving generalization by
minimizing the sharpness of the loss landscape. Motivated by prior theoretical works on generalization
and flat minima [[14} 152} 153]], Foret et al. [15]] introduced Sharpness-Aware Minimization (SAM) in
Equation (@). This technique explicitly seeks flat minima by optimizing the worst-case loss within a
perturbation neighborhood.

min LM (w) 4+ A|w]||?  where L34M(w) £ e Ls(w +€), “4)
w €[p<p

where Ls(w) is a loss function over a training set S of training samples evaluated for model
parameters w. p € [1,00[ is the p-norm used (usually p = 2) and p > 0 is a hyperparameter
[L5]. Since its introduction, SAM has inspired numerous follow-up studies focused on improving
computational efficiency [54-59] as well as providing theoretical insights into its efficacy [60-63].
We refer to Appendix [D]for a detailed description of SAM.

4 Gumbel Logic Gate Networks

We introduce Gumbel Logic Gate Networks (Gumbel LGNs), which employ discrete sampling of
logic gates via the Gumbel-Softmax trick [20} 21]] with a straight-through (ST) estimator [39]. While
conventional DLGNs maintain a convex combination of gates throughout training and prune to
hard selections at inference time, Gumbel LGNs resemble inference-time behavior directly during
training by stochastically selecting individual gates per forward pass. We perturb the gate logits with
Gumbel noise and select the most probable gate, following the argmax operation (cf. Equation (2)).
During backpropagation, the non-differentiable argmax is approximated using the Gumbel-Softmax
(Equation (3))), enabling end-to-end training.

This approach is motivated by two observations: (1) Implicit smoothening via noise: injecting Gumbel
noise during the forward pass introduces a form of stochastic smoothing, effectively averaging over
local perturbations of the loss surface. As we show, this process approximates a curvature-penalizing
loss that favors flatter minima and smaller Hessian norm. In addition, this is known to correlate with
improved generalization [[15[16]. (2) Inference-time alignment: In DLGN:Ss, the training objective
is misaligned with inference behavior, as training relies on weighted combinations of gates that are
ultimately discarded. This discrepancy harms generalization. In contrast, Gumbel LGNS train under
the same discrete selection mechanism, which is used at inference.

Training Gumbel LGNs As with DLGNs, we model each neuron as a distribution over binary,
relaxed logic gates S = {h1, ha, ..., h1s}, where each gate h; : [0,1]?> — [0, 1] operates on relaxed
Boolean inputs. We associate each gate ¢ with logit z;, and the gate has weight wiG“mbel from
Equation (3)). The output of the neuron with inputs (a, b) is then given below.

soft exp IOg T + gl)/T) Gumbel |
b
= Z 5, expl(log 7, +,)/7) Z b @

where 7 > 0 is a temperature parameter controlling the sharpness of the distribution. As 7 — 0,
the distribution increasingly peaks around the maximum-logit index [20]. This relaxation enables
end-to-end differentiability while encouraging the network to commit to discrete logic gates during
training.

We employ a straight-through (ST) estimator to bridge the discretization gap between the continuous
relaxation used during training and the hard decisions required during inference. In this formulation,
each neuron selects a single logic gate in the forward pass via a hard (non-differentiable) choice,



while gradients are estimated through a soft relaxation in the backward pass. See Appendix [E|for
pseudo-code implementation of the training process. Concretely, during the forward pass, we sample
Gumbel noise g ~ Gumbel(0, 1)16 and compute:

25 (a, b) = hy,(a,b) (6)

using the gate hj with maximum perturbed logit. During the backward pass, we use the soft Gumbel-
Softmax relaxation (Equation (3))) to compute gradients, effectively treating the hard output as if it
were differentiable:

af;liscrete 8f;oft

(927; ’ 82’,’

This ST estimator mechanism encourages the network to make discrete decisions and allows end-to-
end optimization via backpropagation. See Figure 2] or Figure [[T]in Appendix [A]for visualizations.

Implicit Gap Reduction via Gumbel Smoothing. We present a theoretical result that supports
the use of Gumbel perturbations during training. Consider a loss function £, logits z € R'6, and g
with i.i.d entries g; ~ Gumbel(0, 1). Adding Gumbel noise with 7 € R to the logits can be seen as
Monte-Carlo sample of the objective J(z);

J(z) = E [L(softmax((z + g)/7)] -

This can be interpreted as a form of stochastic smoothing. This gives us the following lemma:
Lemma 1 (Gumbel-Smoothing). Let £ : R'® — R be twice continuously differentiable (with
Lipschitz Hessian), and let z € R16 g ~ Gumbel(0, 1)6. Consider
J(z) = E [L(softmax((z + g)/7)]
and seta = z/T and f(a) = L(softmax(a)). We then get the expression below.
2

J(z) = L(softmax(z/7)) + éjtr(Hf(Z/T)) +0(17%).

Proof. See Appendix O

Intuitively, by injecting Gumbel noise during training, we encourage the optimizer to find parameters
that are robust to small perturbations. This results in flatter loss landscapes and reduces the sensitivity
to parameter discretization when switching to inference mode [12]. The expected loss scales with

2
Wtr(Hf(z/T)).
As the temperature 7 increases, the coefficient 1/72 decreases, reducing the degree of implicit
smoothing. We illustrate this with two representative choices:
e Small 7 (e.g. 0.1) = 1/72islarge = large smoothing, flat minima.
 Large 7 (e.g. 2.0) = 1/72is small = almost no smoothing.

As a result, adjusting the temperature 7 offers a mechanism to control the strength of this curvature-
aware regularization, the convergence of the model, and to reduce the discretization gap implicitly.

S Empirical Evaluations

Our empirical evaluations focus on CIFAR-10 and CIFAR-100. Due to constrained resources, we limit
experiments by default to 48 GPU hours. To ensure a fair comparison, we use the hyperparameters
from [7] whenever possible rather than tuning the parameters, such as learning rate, ourselves.
Appendix contains all the default parameters.
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Figure 3: Performance of Gumbel LGNs and DLGNs on CIFAR-10. (Left) Test accuracy (width of
256k, depth of 12). (Right) Discretization gap for various depths. DLGNs experience larger gaps
and slower reduction as the depth increases. In contrast, Gumbel LGNs have consistently low gaps
and fast reduction as the network depth increases.
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Figure 4: Performance of Gumbel LGNs and DLGNs on CIFAR-100. (Left) Test accuracy (width of
256k, depth of 12). (Right) Discretization gap for various depths. DLGNs experience larger gaps
and slower reduction as the depth increases. In contrast, Gumbel LGNs have consistently low gaps
and fast reduction as the network depth increases.

Discretization Gap Figure [3|shows the test accuracy as a function of training iteration for an LGN
of depth 12 and width 256k on CIFAR-10; these are the default parameters unless stated otherwise.
To quantify the discretization gap, we take the absolute difference between the discretized and soft
network accuracy as shown on the right in Figure 3] Gumbel LGN converges much faster than the
DLGNSs, with virtually no discretization gap. We also measure the runtime and see that Gumbel
increases the runtime by roughly 5% per iteration (cf. Appendix @ Combined with runtime results
from Table@in Appendix [KI Gumbel LGN convergeq'[4.75% faster in iterations, making Gumbel
LGNs 4.5x faster in wall-clock time to train. Note that the Differentiable LGN still improves after
48 hours.

We perform an additional evaluation on CIFAR-100 using the same settings. On Figure[d] we see
that GLGN s already converge at around 400K iterations, whereas DLGNs do not converge. This is
consistent with the results, we observe for CIFAR-10.

Gap Scaling with Depth  On the right of Figure[3] we see the discretization gap for models of
various depths for DLGNs and Gumbel LGNs. As the model depth increases, the expressive power
of the networks theoretically increases. The DLGNs experience bigger discretization gaps as the
depth increases, while our Gumbel LGNs are stable across depths. Hence, Gumbel LGNs do not
struggle to converge as the networks are made deeper. Both methods experience a shift in when
the maximum gap occurs. This is expected since increasing the model size usually delays when the
accuracy plateaus, i.e., more iterations are needed to converge.

Shallow Network We fix the depth of the network at 6 and increase the width to 2048K. On
Figure[35] we see that. Interestingly, the accuracy of the soft DLGN converges within 50K iterations.
However, the discretized version does not seem to improve with continued training. We note that the

'For this, we match Gumbel LGNs’ discrete accuracy with DLGNs’ maximum discrete accuracy.
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Figure 5: Test accuracy on CIFAR-10 for a shallow, wide network (width 2048k, depth 6).
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Figure 6: Straight-through (ST) estimator ablation (width of 256k, depth 12). The Gumbel LGNs uses
hard gate choices in the forward pass as shown in (2) called the ST estimator. On the left, we show
the test accuracy over training iterations; on the right, we show the discretization gap. Gumbel LGNs
with ST estimator converge slightly slower in test accuracy, but the discretization gap is smaller.

final accuracy of GLGN:Ss is higher than DLGNs. This suggests increasing the number of neurons
through the width also contributes to the discretization gap.

Straight-Through Estimator Ablation To better understand the source of gap reduction achieved
by the Gumbel-Softmax trick, we perform an ablation to isolate the contribution of the ST estimator.
As discussed previously, Gumbel-Softmax combines (i) ST estimation as seen in (2)) and (ii) implicit
smoothing via Gumbel noise. By disabling the ST path, we aim to identify whether gap reduction
primarily stems from the discrete gradient approximation or the added stochasticity. The setup
without ST corresponds to DLGNs with noisy logits and is denoted as Soft Gumbel.

In Figure[6] we see that imputing Gumbel noise alone impacts both convergence and discretization
compared to DLGNs. However, we observe that including the ST estimator delays convergence for a
fixed 7, but further reduces the discretization gap.

Curvature, Hessian, and Smoothness As we showed in Section[d} loss minimization for Gumbel
LGNs implicitly reduces the curvature of minima by minimizing the trace of the Hessian. The impact
of the trace compared to the loss depends on the temperature parameter 7. Thus, we perform an
ablation study on the effect of 7, estimate the trace of the Hessian, and visualize the loss landscape.

Ablation over T-parameter We evaluate how varying the temperature 7 affects optimization
dynamics. Recall that higher 7 reduces the degree of implicit smoothing, potentially leading to
sharper minima and slower convergence. In our experiment, we test 7 € [0.01, 2.0]. We show the
results in Table [T and fig. [7] where we observe a goldilocks zone for the temperature; if 7 is large
(> 1) or small (< 0.1), then the network converges much slower. However, higher temperatures such
as 1 seem to converge to slightly better solutions. Although the difference is minor, < 0.5% when
7 =0.25goesto 7 = 1.

Hessian Trace Approximation The Hessian scales quadratically with model size, so direct compu-
tations are infeasible for our networks with millions of parameters. Still, we can use iterative methods
to approximate the trace, etc. [64-68]]. We approximate the trace using Hutchinson’s method with
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Figure 7: Ablation over the temperature 7 for Gumbel LGNs. Left) Estimated Hessian trace using
Hutchinson’s method. The trace shrinks as 7 decreases, indicating fewer large positive eigenvalues,
thus suggesting a flatter loss surface, which may reduce the risk of loss increases when discretizing
parameters. Right) Test accuracy for the 7-values. We see a goldilocks zone for the temperature,
as if 7 is large (> 1) or small (< 0.1), then the network converges much slower. In the zoomed-in
view, we plot the non-discretized view as dashed lines and see that these are similar to the discretized
values, i.e., the discretization gap is low for all. Except for 7 = 0.01 and 7 = 2, there is only a small
variation in the final accuracy, as seen in Table E

Table 1: Maximum and final test accuracy for the tested 7 values. The iterations column indicates the
number of training iterations (-10%) required to be within 1% of the maximum accuracy. We see that
with a medium value of 7 = 0.25 the network converges much faster than for high values > 1.

T | 001 005 010 015 020 025 050 1.00  2.00
Max accuracy 0.547 0566 0.574 0574 0.566 0.573 0.573 0.578 0.490

Final accuracy | 0.546 0.564 0.570 0.571 0.563 0.568 0.572 0.575 0.480
Iterations (-10%) 972 602 632 518 472 440 530 918 1342

200 Rademacher random vectors, where each coordinate is independently sampled from {—1,+1}
with equal probability [67]. Full experimental details are provided in Appendix [F

As shown in Figure[7] decreasing the 7-parameter reduces the estimated Hessian trace. This aligns
with the theoretical insights from Section @} lower 7 values place greater weight on trace reduction.
The trace is negative, this is expected: stochastic gradient noise in overparameterized networks tends
to systematically lower the expected Hessian trace, biasing solutions toward flatter regions of the loss
landscape that may have negative trace values [69-71]. Large negative eigenvalues often vanish, the
trace remains influenced by many small eigenvalues, resulting in a negative overall trace.

Curvature Visualization To qualitatively assess the loss landscape curvature, we project the
high-dimensional parameter space onto two-dimensional subspaces. Following Li et al. [72], we
select random directions and interpolate the loss surface along these axes, providing insight into the
optimization landscape’s geometry around learned solutions. Visualization details are in Appendix [G]
Figure | shows that Gumbel LGN has a visually smoother loss surface.

Entropy over Logic Gates Petersen et al. [7] noted that neurons collapse to single gates, but they
did not investigate the extent of the collapse. We examine this through neuron entropy by sampling
100k newly initialized neurons and computing the 95% interval. We also estimate expected entropy
theoretically (see Appendix [J), giving us a baseline distribution for neurons that have not learned. As
neurons collapse, their entropy converges to 0. Figure[9]shows that many early Differentiable LGN
layers do not collapse, while Gumbel LGN neurons converge with entropies near 0. Defining unused
gates as those with entropy above the 2.5%-percentile threshold, Gumbel LGNs have 0.00% and
DLGNSs have 49.81% unused gates, representing a 100.00% reduction by Gumbel.

6 Limitations

While Gumbel LGNs demonstrate significant improvements for deeper networks, limitations do
remain. Our evaluation focuses primarily on CIFAR-10 and CIFAR-100, with limited exploration of
more complex datasets. The temperature parameter T requires tuning to balance convergence speed
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that the landscape is overall noisy. Right: Loss landscape of a Gumbel LGN with 7 = 1.0. We
observe a much smoother loss landscape compared to the DLGNS.

Loss

Differentiable LGN Gumbel LGN

Layer 1

Layer 2
Layer 3
Layer 4

Layer 5

Layer 6

Layer 7

Layer 8

Layer 9

Layer 10

Layer 11

Layer 12
Expected Entropy

Entropy Entropy

Figure 9: Entropy distribution for neurons in each layer for trained DLGNs and Gumbel LGN’
models. The dashed black line indicates the expected entropy (cf. Appendix [J) of neurons before
training, and the shaded region is the 95% interval computed by sampling. We see that almost all the
neurons in Gumbel LGNs have converged, while neurons in early layers of DLGNS still have high
entropy.

and accuracy. Finally, our theoretical analysis connects Gumbel noise to Hessian trace minimization
under simplifications, but a comprehensive theoretical treatment of the discretization gap remains
an open challenge. Moreover, a comprehensive analysis of width scaling and the interplay between
width and depth is left for future work.

7 Conclusion

We introduced Gumbel Logic Gate Networks (Gumbel LGNs), addressing two critical limitations of
DLGNSs: slow convergence during training and a large discretization gap. Our theoretical analysis
shows that Gumbel noise during gate selection promotes flatter minima by implicitly minimizing
the Hessian trace, reducing sensitivity to parameter discretization. Experiments on CIFAR-100
and CIFAR-10 demonstrate that Gumbel LGNs converge up to 4.5x faster in wall-clock time than
DLGNSs while reducing the discretization gap by 98% and achieving 100.0% improvement in neuron
utilization. These advantages become more pronounced with depth, indicating favorable scaling
properties. Our improvements are dataset and architecture-independent, and several promising
directions remain for future exploration, e.g. adaptive temperature scheduling.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification:
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification:
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Proof in Appendix [B]

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: See, for instance, Appendices [G|and [H.T}

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: CIFAR-10 is an open-source dataset and we provide the codebase.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: See Appendix
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We were not able to rerun the experiments under multiple seeds due to compute
constraints.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: See Appendix [[]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification:
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: We conduct foundational research.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: To the best of our knowledge, there are no risks posed by the release of our
code.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We only used open-sourced models and data.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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14.

15.

16.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We provide instructions for the codebase in the zip file.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: NA
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: NA
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: NA
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Logic Gate Network Visualizations
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Figure 10: A diagram showing a standard logic gate network (LGN). Each logic gate receives two
inputs from the previous layer. The image is first binarized before being passed into the network, and
the output neurons are grouped, and each neuron in a group votes whether the image belongs to the
group/class.
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Figure 11: Forward pass through a Gumbel LGN. The top panel shows neurons producing class
scores. Bottom-left: categorical distribution Cat(p) over relaxed logic gates, parameterized by
learnable weights z € RS, Bottom-right (zoom-in): internal view of one neuron. The signal passes
through a single selected relaxed logic gate (colors indicate which gate is chosen).

B Gumbel Smoothing

The proof of Lemma [T]depends on the translation invariance of the softmax.

Lemma 2 (Translation-Invariance of Softmax). Consider logits z € RY, then adding any constant
c € Rto z, z+ ¢, does not change the output of the softmax. Concretely, for any logit z; we have

softmax(z; + ¢) = softmax(z;)

Proof. Denote z; := z; + ¢, then writing the output of our softmax yields
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= — = softmax(z;)
e

Restating Lemmal[T]

Lemma 3 (Gumbel-Smoothing). Let £ : R'® — R be twice continuously differentiable (with
Lipschitz Hessian), and let z € RS g ~ Gumbel(0,1)6. Consider J(z)

J(z) = E [L(softmax((z + g)/7)]

and seta = z/T and f(a) = L(softmax(a)), then

7T2

J(z) = L(softmax(z/7)) + 192

tr(Hy(a)) + o(t73).

Proof. Rewriting J(z) in terms of f gives us
g
J@) =E[f (a+ )]

Consider a second-order Taylor expansion of f around a

g gy, l/g\" g
fa+8)=r@+vi@" (2)+5(2) Hi@(2)+odel/)
Taking expectations, and recalling that E [g;] = ~, Var(g;) = 72/6, where v ~ 0.57721 is the

Euler-Mascheroni constant. we get
2

I = @)+ (1) V@1 o [721THf(a)1 + ﬂ-Gtr(Hf(a))} +0(r9)

which follows from E[¢g?] = Var(g;) + E[g:]* = 72/6 + +*, E [g:g;] = 7* fori # j.
2
Elgg '] =1"11" + =1
and the following trace-lemma
2
s
Elg"Hy(a)g] = tr(H (a)Elgg']) = "1 Hy(a)l + ~tr(Hy(a))

Since the softmax is translation-invariant in its input a, we have V f(a) "1 = 0 and H;(a)1 = 0, so
all terms depending on +y drop, finally giving us

2
J(z) = L(softmax(z/7)) + Wtr(Hf(z/T)) + O(T*S).

O

Hence, minimizing our stochastic loss implicitly smoothens the curvature by minimizing the trace of
the Hessian.
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Differentiable LGN Gumbel LGN
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Figure 13: Gate distribution for each class in the CIFAR-10 classifiers. The gates are from the last
layer before the groupsum is applied.

C Distribution over Logic Gates

Gate Distribution by Layer We look in Figure[12]at the distribution of the logic gates in the final
network. Our first observation is that the distributions are far more uniform for Gumbel LGNs in
layers 1 to 11 than for DLGNSs. At the same time, we see a sharp transition for DLGNs after layer 8.
This could match the results in Figure[J] indicating that neurons in DLGNs struggle to converge in all
but the final layers.

The “1” gate can be seen as a bias towards specific classes. Notably, Gumbel LGN primarily uses
this gate type in the last layer, so we analyze this further.
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Figure 12: Gate distribution for the gates split by layer for a Differentiable LGN and a Gumbel LGN.
Interestingly, the distribution is far more uniform for the Gumbel LGN in layers 1 to 11 than for the
Differentiable LGN. In addition, the Gumbel LGN primarily has “1” gates in the final layer, which
can be seen as a constant bias towards certain classes. We analyze this further in Appendix El

Gate Distribution by Class We see in Figure[I3]the gate distribution for each of the 10 classes in
the last layer. Interestingly, the distributions between Softmax and Gumbel are quite different, but the
classes are nearly identical. Since almost all classes have several “1” gates, pruning these would be
possible as softmax is translation invariant.
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D Extended Sharpness-Aware Minimization

A parallel line of research focuses on improving generalization by minimizing the sharpness of the
loss landscape. Motivated by prior theoretical works on generalization and flat minima [[14} 52} 53],
Foret et al. [[15] introduced Sharpness-Aware Minimization (SAM). This technique explicitly seeks
flat minima by optimizing the worst-case loss within a perturbation neighborhood. Let Ls(w) be a
loss function over a training set S of samples from a distribution & evaluated for model parameters
w.

min L3 (w) + M|wl|3  where LM (w) £ Hrr|1a2< Ls(w + ¢€), 7

w Elp>p

where p € [1, 00[ is the p-norm used (usually p = 2) and p > 0 is a hyperparameter [13]. This
optimization objective arises from the PAC-Bayesian generalization bound shown in Equation (8)
[73]], and Foret et al. [[L5]] use it to show Equation @]) Below, n = |S], k is the number of model
parameters, & and 2 are the prior and posterior distributions of the model parameters, respectively.
Lastly, the equations hold with probability 1 — 4.

KL(2||2) + log ®
Buv-olLo(w)] <EurolLs(w)] + \/ e ®
2 2 ~
klog (1 — e (1 + 1°g,§”)> ) +4log 2 + O(1)
Ly(w) < max Lg(w + €)+ ©)]

llellz<p n—1

Since its introduction, SAM has inspired numerous follow-up studies focused on improving computa-
tional efficiency [54H59] as well as providing theoretical insights into its efficacy [60H63].

E Training GLGNs

Algorithm 1 Training STE-GLGNs

while not converged do
Sample Gumbel noise g ~ Gumbel(0, 1)
Compute soft sample @’ = softmax((log« + g)/7)
Compute hard sample & = one_hot(arg max a’)
Forward pass through logic gate network using a (with stop_grad(aé — a’) 4+ a’)
Compute loss £
Backpropagate and update o and other parameters
end while

F Estimating Hessian of Loss

Computing the full Hessian of the loss function is not computationally feasible due to the quadratic
scaling with the number of parameters. Instead, we use scalable stochastic methods to estimate the
trace of the Hessian, which provides useful curvature information. Specifically, we focus on the trace
as our Lemmal{I]directly minimizes the trace of the Hessian.

Hessian-Vector Products In order to estimate the trace, we will be using Hessian-vector products
on the form Hv, where H = V2L£(0) is the Hessian of the loss £ with respect to model parameters
6, and v € R? is an arbitrary vector. While explicitly forming H would require O(d?) memory and
computation, such products can be computed efficiently using reverse-mode automatic differentiation
(also known as Pearlmutter’s trick) in O(d) time and memory [74].

Given a scalar-valued function £(6), the Hessian-vector product Ho is defined as:
d

Ho=V?L(0)v= —VL(O+ ev)

de =0

This formulation allows for efficient computation using automatic differentiation frameworks, without
explicitly constructing the Hessian matrix.
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Trace Estimation via Hutchinson’s Method To estimate the trace of the Hessian, we employ
Hutchinson’s stochastic trace estimator [67]], which approximates the trace of a matrix H as

1 m
tr(H) = - ZZIH%
i=1

where each z; € R? is a random vector with zero-mean, unit-variance, i.i.d. entries. The choice
of distribution for z;’s affects the variance of our estimator. While both Gaussian and Rademacher
distributions satisfy this, Rademacher vectors (each entry sampled from {—1, 41} with equal proba-
bility) lead to a lower-variance estimator. This is formally shown in [75]]. This makes it especially
well-suited for estimating curvature efficiently in high-dimensional models.

We use m = 200 Rademacher vectors to produce a stable estimate. Each Hessian-vector product
H z; is computed efficiently using reverse-mode automatic differentiation without explicitly forming
the Hessian matrix.

Choice of Evaluation Points Since both trace and eigenvalue estimators are noisy and computa-
tionally expensive, we evaluate them only at selected points during training. Specifically, we choose
points that correspond to monotonically increasing accuracy on the test set.

G Loss Surface Visualization

Visualizing the geometry of the loss landscape provides insights into the optimization dynamics
during training and the discretization gap. We follow the same procedure as in Li. et al 2018 [76]],
which constructs a two-dimensional slice of the high-dimensional loss surface by perturbing model
weights in random directions.

Methodology Let § € R? be a parameter vector of a trained model. The goal is to evaluate the loss
L(0") over a grid of points

9’(&,5) =60+ ad, + Bds

where d; and d; are orthogonal directions with «, 3 € R. We choose «, 5 such that we probe the
model in a unit circle, i.e. (—1,1).

Direction Sampling The direction vectors d; and d are generated as follows: Each direction is
drawn using a Gaussian distribution d; ~ N(0, 1)¢. We then normalize d; = d,/||d; ||, such that each
perturbation has the same overall scale.

Orthogonalization To ensure that d;, ds span a meaningful plane, we apply Gram-Schmidt orthog-
onalization:

This ensures that we span independent, meaningful axes for visualization. This allwos us to visualize
the curvature in three-dimensions.

H Experimental Configuration

H.1 Hyperparameters

Gap Scaling with Depth we use the same hyperparameters for this experiment for DLGNs and
Gumbel LGNs. Specifically, we fix the width of the network to 256 K neurons and train the network
over the depths {6, 8,10, 12}. We optimize the network using Adam with a learning rate of 0.01.
Furthermore, the batch size is set to 128 and the final parameter in the GroupSum is set to 1,/0.01.
This mirrors the original experimental setup of Petersen et al. [7] for CIFAR-10. Finally, we fix the
7 = 1 parameter for the Gumbel noise in the Gumbel LGNSs.
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A. Default CIFAR-10 Training

Optimizer Adam
Learning rate 0.01
Batch size 128
Depth 12 (unless varied)
Width 256 k neurons
GroupSum scale 1/0.01
B. Gap-Scaling (Depth Ablation)

Depths tested {6, 8,10, 12}
Width 256k
Other settings same as (A)

C. Ablation Studies
Straight-Through vs Soft  depth=12, width=256k, tau=1.0
Temperature sweep tau in {0.01,0.05,0.1,0.15,0.2,0.25,0.5,1,2}

D. Hessian Estimation

Trace estimator Hutchinson, m=200 Rademacher vectors
Top-eigenvalue estimator ~ Power iteration, 200 iterations
Evaluation points checkpoints at monotonic test accuracy

Table 2: All hyperparameter settings, grouped by experiment.

Ablation Studies For both the straight-through and 7-parameter ablations, we use the deepest model
from the gap scaling experiment (depth 12, width 256 K) to evaluate each effect in a stress-tested
regime. This allows us to isolate the effect of either variant.

H.2 Implementation

Our code extends the official PyTorch Difflogic library by Felix Petersen, i.e., the refer-
ence implementation provided alongside the Differentiable LGN paper [7]. During the forward
pass we replace the standard torch.nn.functional.softmax with a hard Gumbel-Softmax,
torch.nn.functional.gumbel_softmax , thereby enabling discrete sampling while maintain-
ing end-to-end differentiability.

I Softmax DiffLogic Performance on MNIST-like Baselines

For all datasets, we use the same model and experiment conﬁgs The models have six layers and a
width of 64k. See Table[3] for the results.

Besides the classic MNIST [77, 78], CIFAR-10, and CIFAR-100 datasets [[79], we also evaluate
EMNIST (balanced and letters) [80], FashionMNIST [81]], KMNIST [82], and QMNIST [83]]. These
are black and white images, as in MNIST, but with other or more classes. We refer the reader to the
original papers for details and examples.

’Thus, the CIFAR numbers are not representative of the optimal performance.
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Table 3: The table shows the performance of DLGNs on many datasets. The key takeaway is that
the discretization gap for MNIST-like datasets is minimal. The discretization gap is the difference
between the discrete and soft performance. The numbers are averaged over five runs.

Train Test
Accuracy Accuracy
Dataset Soft Discrete  Disc. gap Soft Discrete  Disc. gap
CIFAR-10 [79] 100.0 % 100.0 % 0.0 % 5204 % 5072% 131 %
CIFAR-100 [79] 83.44% 8039% 305% | 2386 % 23.1% 0.76 %

EMNIST balanced [80] | 95.52% 94.87% 0.65% | 84.57% 8428% 029 %
EMNIST Iletters [80] 98.69 % 98.3 % 038% |9143% 91.04% 038%
FashionMNIST [81]] 99.02% 98.17%  0.85% | 9037 %  90.0 % 0.36 %

KMNIST [82]] 100.0 % 100.0 % 0.0 % 97.14%  97.0 % 0.14 %
MNIST [[77] 100.0 % 100.0 % 0.0 % 9833% 98.16%  0.17 %
QMNIST [83]] 100.0 % 100.0 % 0.0 % 9833% 9817%  0.16 %

J Expected Entropy

Lemma 4. The expected entropy of a newly initialized neuron in a Differentiable LGN is =~ log 16 —
1

=~ 2.27.

2

Proof. A neuron has n = 16 gates that it makes a choice over and gate 4 has (i.i.d.) logit z; ~ N(0, 1)
and probability p; = <= where C' = Z _, exp z;. For the rest of the proof, we assume the

number of gates n is not ﬁxed and show that the expected entropy converges to logn — %

The expected entropy of p = (p1, pa, ...) is

2 exp z; exp z;
E[H(p)] = ~E [Z o log =2

i=1

"L Ziexpz;
=E[logC] — N
i=1 ¢
- zl _ZiexXpz
=E |log expz;| — .

Here, we have as n — oco:

Z Z; exp z; 1 _E l}l don | ziexp zi] _ Elz exp 2]

Z] 1 €XP 2; i > =1 €xXp z; Elexp z;]

Using Elexp 21] = v/e and E[z; exp z1] = /e, the above gives us that as n — oo:

Z Zz exp z;
_16XpP zj

E |log Z exp z;

j=1
1 & E[z; exp z]
=1 E |1 — j -
ogn + og o Z exp z; Eloxp 7]
E[z; exp 2] 1 1
=logn + log Elexp z;] — E[szj] =logn + 5 1=1logn — 3
We only need to plug in n = 16 to get the last part. O
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Table 4: Iterations per hour and the relative change from DLGNs to Gumbel LGNSs.

Iterations per hour
Softmax  Gumbel Change

Depth 6 38708 38375 -0.86%
Depth 8 36292 34000  -6.31%
Depth 10 32792 31167  -4.96%
Depth 12 29417 27583 -6.23%

Mean -4.59%

K Runtime

In Table ] the number of iterations per hour Softmax and Gumbel LGNs completed while training
models for the results in Figure 3] We also calculate the relative difference between the two. Gumbel
is slightly slower due to the noise sampling; however, as it converges much faster in terms of iterations,
the net effect is that it converges 4.5 times faster in wall-clock time.

L. Computational Resources

The experiments were done on an internal cluster with RTX 3090s and RTX 2080 Tis. In total, we
have logged 1284 GPU hours for the experiments and testing. A significant part of the compute was
spent on exploration.
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